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Abstract The parameter analysis method of conceptual

design is studied in this paper with the help of C–K theory.

Each of the fundamental design activities—idea genera-

tion, implementation of the idea as hardware and evalua-

tion—is explained and defined as a specific sequence of C–

K operators. A case study of designing airborne decelera-

tors is used to demonstrate the modeling of the parameter

analysis process in C–K terms. The theory is used to

explain how recovery from an initial fixation took place,

leading to a breakthrough in the design process. It is shown

that the innovative power of parameter analysis is based on

C-space ‘‘de-partitioning’’ and that the efficient strategy

exhibited by parameter analysis can be interpreted as

steepest-first, controlled by an evaluation function of the

design path. This logic is explained as generalization of

branch-and-bound algorithms by a learning-based,

dynamically evolving evaluation function and exploration

of a state space that keeps changing during the actual

process of designing.

Keywords Design theory � Conceptual design � C–K

theory � Parameter analysis

1 Introduction

The current study focuses on using C–K theory to clarify

the (implicit) theoretical grounds and logic of the prag-

matic design method called parameter analysis (PA), and

helps explain some notions of C–K design theory. The

general logic of the paper is as follows: PA is an intriguing

design method based on years of practical application, but

the rationale and causes behind it still need clarification. C–

K helps build a conceptual model of PA, revealing its inner

workings and pointing to future directions of improvement.

In this section, we justify the research methodology, pro-

vide the background on PA, C–K theory and notions of

search and outline the main results.

1.1 Methodology: theory-based study of design

methods

Studying a specific method with the aid of a theory is

common in design research. Reich et al. (2012) analyze

ASIT, a derivative of TRIZ, using the C–K design theory,

and also elaborate extensively on the validity of studying

design methods with theories. They argue that in order to

gain deep understanding of a single method and expose in

detail the reasons for its performance, a ‘‘theory-driven

analysis’’ should be applied. They claim that such theory-

based investigations of methods allow furthering our

understanding of how and why the methods work, identi-

fying their limitations, areas of applicability and possible

improvements, and comparing them to other methods using

a common theoretical basis. At the same time, interpreting

and demonstrating the methods from the theoretical per-

spective can provide empirical validation of the theory.

Their choice of C–K theory is further explained as follows:

‘‘The selection of the theory is rather simple as there is only
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one candidate theory that both offers a formal modelling

and embeds creativity as an integral part of design, namely

the C–K theory.’’

Other researchers also used C–K theory to explain var-

ious design activities, phenomena and methods. For

example, Eris (2006) analyzed the pedagogical use of

student portfolios with two conceptual frameworks: C–K

theory and divergent–convergent inquiry-based design

thinking (DCIDT). Elmquist and Segrestin (2007) applied

C–K theory to study methods used at the early stages of

designing in the pharmaceutical industry. Gillier et al.

(2010) investigated the application of a new project port-

folio management method using C–K theory. Le Masson

and Weil (2013) analyzed the German systematic design

methods from a historical perspective with C–K theory,

and Shai et al. (2013) conducted a similar study of the

Infused Design method (Shai and Reich 2004a, b).

PA is a method to design innovative products (Kroll

2013). Contrary to systematic design methods that pre-

scribe exhaustive listing of functions and their techno-

logical solution alternatives (Tomiyama et al. 2009;

Smith et al. 2012), PA dictates focusing on the most

critical ‘‘conceptual design issues’’ at any given time.

And although the success of this logic has been dem-

onstrated empirically (Kroll et al. 2001), there is still no

clear theoretical explanation for it. Conventional intuition

leads to designing by either extensively reviewing all the

pertinent issues in order to avoid late discovery of fatal

errors—this is the logic of systematic design, which is

robust but time consuming and not completely adapted

to certain design situations (Kroll 2013), or relying on a

trial and error process—which is also time consuming

and risky, unless the designer is very experienced and

creative (Pahl et al. 1999). In contrast, PA emerges as a

method that is neither a comprehensive overview nor a

random walk. Therefore, we ask: what can explain the

success of PA? One could attribute it to the experience

of designers using PA, but the accumulated evidence

(including the one reported here) shows that PA actually

helps novice, inexperienced designers to find the way in

complex situations requiring some extent of creativity.

So the need to investigate the rationale behind PA still

remains.

Casting PA in the C–K framework will help to uncover

interesting facets of PA. In particular, we show that PA

extends the search strategies used to solve complex opti-

mization problems to the domain of design. To this end, the

present work also draws upon methods used in artificial

intelligence (AI) and operations research (OR), especially

those based on branch-and-bound (B&B) algorithms for

solving search and planning problems. Brief presentations

of PA and some aspects of C–K theory and notions of

search that will be useful in this paper follow.

1.2 The parameter analysis design method

Parameter analysis (Kroll et al. 2001; Kroll and Koskela

2012; Kroll 2013) is an empirically derived method for

doing conceptual design. It was developed initially as a

descriptive model after studying designers in action and

observing that their thought process involved continuously

alternating between conceptual-level issues (concept

space) and descriptions of hardware1 (configuration space).

The result of any design process is certainly a member of

configuration space, and so are all the elements of the

design artifact that appear, and sometimes also disappear,

as the design process unfolds. Movement from one point to

another in configuration space represents a change in the

evolving design’s physical description, but requires con-

ceptual reasoning, which is done in concept space. The

concept space deals with ‘‘parameters,’’ which in this

context are functions, ideas and other conceptual-level

issues that provide the basis for anything that happens in

configuration space. Moving from concept space to con-

figuration space involves a realization of the idea in a

particular hardware representation, and moving back, from

configuration to concept space, is an abstraction or gener-

alization, because a specific hardware serves to stimulate a

new conceptual thought. As will be shown later, concept

space in PA is fundamentally different from C-space in C–

K theory.

To facilitate the movement between the two spaces, a

prescriptive model was conceived, consisting of three

distinct steps, as shown in Fig. 1. The first step, parameter

identification (PI), consists primarily of the recognition of

the most dominant issues at any given moment during the

design process. These may include the dominant physics

governing a problem, a new insight into critical relation-

ships between some characteristics, an analogy that helps

shed new light on the design task or an idea indicating the

next best focus of the designer’s attention. Parameters play

an important role in developing an understanding of the

problem and pointing to potential solutions.

The second step is creative synthesis (CS). This part of

the process represents the generation of a physical con-

figuration based on the issue recognized within the PI step.

Since the process is iterative, it generates many physical

realizations, not all of which will be very interesting.

However, the configurations allow one to see new key

parameters, which will again stimulate a new direction for

the process. The third component of PA, the evaluation

(E) step, facilitates the process of moving away from a

1 Hardware descriptions or representations are used as generic terms

for the designed artifact; however, nothing in the current work

excludes software, services, user experience and similar products of

the design process.
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physical realization back to parameters or concepts. Eval-

uation is important because one must consider the degree to

which a specific implementation represents a possible

solution to the entire problem. Evaluation also uncovers the

weaknesses of the configurations and points out possible

areas of improvement for the next design cycle. The unique

role played by the evaluation function is elaborated later.

PA’s repetitive PI–CS–E cycles are preceded by a

technology identification (TI) stage of determining the

most challenging functional aspect of the task, and looking

into fundamental technologies and physical principles that

can be used, thus establishing several starting points or

initial conditions for PA. A cursory listing of each candi-

date technology’s pros and cons follows, leading the

designer to pick the one that seems most likely to succeed.

While this may seem to resemble the technique of func-

tional decomposition (or analysis) and morphology, widely

used in systematic design (e.g., Pahl et al. 2007), this is not

really the case here. In TI, only the most difficult

aspect(s) of the overall design task are addressed, as

opposed to dealing concurrently with possibly many

functions and sub-functions in the morphological approach.

Figure 2 is a diagram depicting the place of TI and PA as

the means for carrying out conceptual design within the

design process. Because the logic of TI is quite similar to

what follows in PA, we sometimes refer to their combi-

nation as the PA methodology.

The TI stage presents yet another enigmatic aspect: On

the one hand, it avoids dealing with too many functions and

their solution technologies by directing the designer to

address only the core of the design task, for the sake of

efficiency. On the other hand, we shall see that the method

also enables recovery from a misled focus by a form of

constructive backtracking: The user can at any point add

new solution technologies, even revise the definition of the

core task. This kind of recovery and backtracking processes

has already been extensively studied in relation to search

algorithms (Russell and Norvig 1995), so notions from that

field will be used here to provide new insights on the

design method.

1.3 Analogy to search

Design cannot be treated as a mere search problem (e.g.,

Hatchuel 2001) because the state space is not known, the

goal state is not given, and often even the root state (the

task) is ill-defined and evolves together with its solution

(Dorst and Cross 2001; Maher and Tang 2003; Wiltschnig

et al. 2013). However, search and design problems share a

common theme of optimization in a broad sense. Design is

not optimization in the ‘‘classic’’ computational problem-

solving meaning, but it is concerned with finding good

solutions, not just any solution. It also tries to reach the

solution in an efficient manner, that is, with minimum

resources such as time and knowledge acquisition effort. In

order to better understand the observed efficiency of PA,

some sort of optimization framework needs to be

consulted.

Fig. 1 The prescriptive model of PA consists of repeatedly applying

parameter identification (PI), creative synthesis (CS) and evaluation

(E). The descriptive model of moving back and forth between concept

space and configuration space is also shown

Fig. 2 Technology

identification is the first stage of

conceptual design, wherein

fundamental solution principles

are proposed. It is followed by

PA, the process of elaborating

the solutions
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One of the best known search methods, B&B, is a

technique for finding optimal solutions to integer pro-

gramming problems with a very large number of solutions

(e.g., Hillier and Lieberman 2005, chapter 11). The basic

idea is to divide and conquer so only a small fraction of the

feasible solutions need to be examined. An original large

problem is divided (the branching) into smaller and smaller

subproblems that are more manageable. The conquering is

done by bounding how good the best solution in the subset

of feasible solutions can be, and then discarding the subset

if its bound indicates that it cannot possibly contain an

optimal solution for the original problem. Many algorithms

have been developed over the years, employing various

search strategies such as breadth-first and depth-first, which

differ in the order of expanding the nodes of the search

graph to form subsets of the solution space.

Pearl (1984) points to the fact that the emphasis of B&B

methods in OR is on the split-and-prune paradigm that is

effective in establishing completeness and optimality. In

contrast, the AI approach is concerned with the generate-

and-test viewpoint, which is more relevant to creating or

constructing new objects while searching for solutions.

Heuristic2 search in the context of path-seeking problems

has been studied both in OR and AI, with the purpose of

increasing efficiency. The most common use of heuristic

information has been the bounding functions which control

the B&B search, as in AI’s popular heuristic shortest-path

algorithm called A* (e.g., Russell and Norvig 1995). These

kinds of algorithms might be useful in design since they

could help in reducing the number of design alternatives to

be explored.

Interestingly, PA appears to be an odd combination of

design and search.3 It is a design process in the sense that

there is no target solution at the beginning (contrary to

classical ‘‘problem solving’’ cases) and surprises and dis-

coveries are expected at each step, particularly through the

evaluation of configurations. But its reasoning process and

strategy also share many features with B&B methods: PA

incorporates opportunities and activities of diverging that

seem similar to B&B’s branching, and PA relies heavily on

constantly evaluating the artifact, and this is analogous to

B&B’s bounding by a cost function. Hence, studying PA

might help to understanding how B&B can be extended to

design processes. To make this extension rigorous, we use

a design theory, C–K, to better follow how PA actually

helps to navigate strategically in the unknown (unknown

state space, unknown goal state), just as B&B helps to

traverse the space of a complex optimization problem (with

complex but known state space and goal state).

1.4 The C–K theory of design

C–K theory (Hatchuel and Weil 2003, 2009; Le Masson

et al. 2010) is a general descriptive model with a strong

logical foundation (Kazakçi et al. 2008), resulting in

powerful expressive capabilities. The theory models design

as interplay between two spaces, the space of concepts (C-

space) and the space of knowledge (K-space). Four oper-

ators allow moving between and within these spaces to

facilitate a design process: C ? K, K ? C, C ? C and

K ? K. Space K contains all established, or true,4 prop-

ositions, which is all the knowledge available to the

designer at any given moment during the design process.

Space C contains ‘‘concepts,’’ which are undecidable

propositions (neither true nor false) relative to K, that is,

partially unknown objects whose existence is not guaran-

teed in K. A concept is a hypothesis of the following form:

‘‘there exists an entity x, for which the attributes A1, A2,…,

Ai are true in K.’’ Design processes aim to transform

undecidable propositions into true ones by jointly

expanding spaces C and K through the action of the four

operators. This expansion continues until a concept

becomes an object that is well defined by a true proposition

in K. Expansion of C yields a tree structure, while that of K

produces a more richly networked pattern. This short

introduction already shows that C–K theory provides a

representation of the imaginable ‘‘states’’ in its C-space,

and this representation happens to have a tree-shape, just

like the structure of the state space in B&B. Moreover, C–

K theory tracks in K-space the knowledge expansion, i.e.,

all the knowledge acquired and used during the design

process. In particular, the evaluation criteria of the product

to be designed are stored and enriched in K-space. Hence,

C–K theory appears to be a powerful framework to inter-

pret the design activities used when designing with PA.

1.5 The main results

Using C–K theory and search and graph traversal notions,

the present paper draws an analogy between the PA design

method and search algorithms to shed light on the rea-

soning behind the design activities and the overall design

strategy of PA. It does not deal with computable cost

functions as in OR and AI, but interprets the specific dis-

covery and elaboration process of the design artifact as an

extended search process. The paper derives two main

results:
2 ‘Heuristic’ here means an experience-based technique, rule of

thumb, intuitive method, etc.
3 Connecting design to search, which is the process of exploring a

state space, has been studied quite intensively and many techniques

are available. An overview can be found in Dym and Brown (2012).

4 ‘True’ here does not imply absoluteness; rather, it means that

something is considered correct or valid in the designer’s mind.
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1. The evaluation step built into each cycle of concept

development with PA first assesses the evolving design

configuration, and this is followed by implicitly

assigning ‘‘values’’ to all pending concepts and making

a decision as to the next move. Indeed, the original PA

method never mentioned value assignment; the clari-

fication of this implicit activity is an original contri-

bution of this paper. The values are assigned

subjectively, based on the designer’s judgment. Many

decisions in design are subjective, and the PA method

only provides the framework to make those decisions.

A positive (high value) evaluation result will guide the

development further down along the same path, while

a negative evaluation will direct the process to another,

more appropriate path or branch of the concept tree.

PA can therefore be regarded as a generalized B&B

process, guided by evaluation but with two main

extensions: The evaluation function in PA evolves over

time because it is subject to learning, and the

‘‘branching’’ that takes place in PA is actually a

design step, since the parameters and configurations

are not chosen from a closed list but rather result from

this learning. In fact, branching can even take place to

a new path, previously unknown, that is discovered and

generated while designing.

2. The logic of PA provides strategic guidance in the

concept tree of C-space toward the goal. We show that

it can be characterized as a depth-first strategy, which

is known in AI to provide quick results, and we show

that this strategy is efficient, in the sense that it enables

to minimize the exploration needed to reach an

acceptable design. At the same time, it allows back-

tracking to a higher level if necessary, which corre-

sponds to a C–K theory ‘‘de-partition’’ or ‘‘inclusion,’’

and thus supports innovation. Moreover, the depth-

wise exploration is controlled by the PI steps in what

we call ‘‘steepest-first’’ manner, that is, addressing the

more difficult and challenging issues first. These

critical parameters, in PA terminology, are not fixed

during the design process; rather, they keep changing.

1.6 Summary

To establish these results, a rigorous interpretation of each

PA step in C–K terms had to be developed first. The exact

meaning of the elements of C-space and K-space, the nature

of the four operators and a consistent way of drawing C–K

diagrams were all established. The structure of the paper is

therefore as follows: The PA method is demonstrated in the

next section by applying it to a conceptual design task and

explaining the pertinent activities. Next, the PA steps are

modeled with the spaces and operators of C–K theory based

on the logic and reasoning of both the design method and

the theory. This is followed by a step-by-step demonstration

of the case study in C–K terms. The paper concludes with a

discussion of the results of this study and their conse-

quences in regard to both PA and C–K theory.

It should be noted that although a design method (PA)

and a design theory (C–K) are used in this paper exten-

sively, there are still activities and phenomena that are not

covered by either of them. Design is a complex human

cognitive activity that no single model can fully explain,

nor can it be completely encompassed by computer algo-

rithms such as B&B. The methods and theories of design

can guide designers, but the quality of the designers’

knowledge and decisions still plays an important role in the

success of the process. The subjectivity of the decisions

and their limitations as related to the notion of ‘‘bounded

rationality’’ (Simon 1972; Kahneman 2003) cannot be

avoided and should not be regarded as a deficiency, but

rather as an inseparable aspect of real design practice.

2 Parameter analysis case study

The following is a real design task that had originated in

industry and was later changed slightly for confidentiality

reasons. It was assigned to teams of students (3–4 members

in each) in mechanical and aerospace engineering design

classes, who were directed to use PA for its solution after

receiving about 6 h of instruction and demonstration of the

method. The design process presented here is based on one

third-year mechanical engineering team’s written report.

This was a semester-long project that started with identify-

ing and analyzing the need, and ended with detail design.

Only part of the students’ conceptual design process is used

here.

The task was to design the means of deploying a large

number (*500) of airborne sensors for monitoring air

quality and composition, wind velocities, atmospheric

pressure variations and so on. The sensors were to be

released at altitudes of some 3,000 m from an under-wing

container carried by a light aircraft and stay as long as

possible in the air, with the descent rate not exceeding 3 m/

s (corresponding to the sensor staying airborne for over

15 min). Each sensor contained a small battery, electronic

circuitry and radio transmitter, and was packaged as a /10

by 50-mm long cylinder weighing 10 g. It was necessary to

design the aerodynamic decelerators to be attached to the

payload (the sensors), and the method of their deployment

from a minimum weight and size container. The following

focuses on the decelerator design only.

The design team began with analyzing the need, carry-

ing out some preliminary calculations that showed that at

the relevant Reynolds number, the drag coefficient CD of a

Res Eng Design (2014) 25:351–373 355
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parachute-shaped decelerator is about 2, so to balance a

total weight of 12–15 g (10 g sensor plus 2–5 g assumed

for the decelerator itself), the parachute’s diameter would

be *150 mm. If the decelerator is a flat disk perpendicular

to the flow, the CD reduces to *1.2, and if it is a sphere,

then CD % 0.5, with the corresponding diameters being

Fig. 3 Description of the PA process used to design the airborne decelerators based on one team’s written design report. The original

presentation has been modified for brevity and clarity, but the content is preserved (continued on next page)

356 Res Eng Design (2014) 25:351–373
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about 200 and 300 mm, respectively. It was also clear that

such large decelerators would be difficult to pack com-

pactly in large numbers, that they should be strong enough

to sustain aerodynamic loads, particularly during their

deployment, when the relative velocity between them and

the surrounding air is high, and that being disposable, they

should be relatively cheap to make and assemble. Further,

the sturdier the decelerator is made, chances are that it will

also be heavier. And the heavier it is, the larger it will have

to be in order to provide enough area to generate the

required drag force.

Figure 3 is a detailed description of the TI stage fol-

lowed by the first portion of the PA process carried out by

the design team. The distinct reasoning steps are listed

alongside their respective outcomes. The wording and

illustrations have been slightly modified for better clarity,

but in essence, they follow the original students’ work,

which was a written report consisting of describing the TI

stage as an essay and then listing of each PA step

explicitly.

TI begins with the team specifying deceleration of the

sensors as the most critical aspect of the design. For this

Fig. 3 continued
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task, they come up with the technologies of flexible para-

chute, rigid parachute, gas-filled balloon and hot-air bal-

loon. Flexible parachutes can easily be folded for compact

packing and represent a very common technological solu-

tion for slowing down the descent of airborne objects.

Rigid parachutes can be made in various shapes, e.g.,

pyramids, cones or flat surfaces, and are also used in some

similar applications. The balloons use both buoyancy and

aerodynamic drag and can be packed compactly when

deflated, but inflating or heating during or after deployment

seems difficult. The concept chosen by the designers for

further development is therefore the flexible parachute.

The first parameter identification step (PI1) according to

the PA method is simply to use the chosen technology as

starting point. The concept (‘‘parameter’’) is therefore to

have a small conventional parachute provide the necessary

drag force and allow compact packing in its folded state.

The subsequent creative synthesis step (CS1) realizes this

idea in a specific hardware by sketching the configuration

and sizing it with the help of some drag force calculations.

Having a configuration at hand, evaluation can now take

place (E1), raising doubts about the operability of the

solution: The 10-g weight of the payload may not exert a

strong enough ‘‘pull’’ to open the parachute, and the cords

may tangle during opening. Still within the evaluation step,

the designers decide to abandon the flexible parachute

concept and try another technology.

The next concept attempted (PI2) is the rigid parachute

from the TI stage, implemented as a square pyramid con-

figuration (CS2), but found to introduce a new problem—

packing—when evaluated (E2). Deciding to pursue this

concept further, the designers propose a folding, semirigid

parachute as the next concept (PI3). It is implemented as an

‘‘umbrella’’ (a folding rigid skeleton with flexible canopy,

CS3) and evaluated (E3), resulting in the conclusion that

parachutes are not a good solution direction. This brings

about a breakthrough in the design: Instead of thinking

about producing a large retarding force to act over the

vertical height of 3,000 m, which resulted in large struc-

tures that were unreliable and expensive, perhaps the

problem should be considered from an energy viewpoint.

Decelerating a falling object is concerned with dissipating

potential energy by frictional work, and this can also be

achieved by a smaller drag force over a larger distance, so

instead of a vertical fall, the payload can be carried by a

‘‘glider’’ in a spiraling descent (PI4). The resulting con-

figuration (CS4) shows an implementation of the last con-

cept in words and a sketch, to be followed by an evaluation

(E4) and further development.

Several interesting points in this process are noteworthy.

First, when the designers carried out preliminary calcula-

tions during the need analysis stage, they already had a

vertical drag device in mind, exhibiting the sort of fixation

in which a seemingly simple problem elicits the most

straightforward solution. Second, TI yielded four concepts,

all still relevant for vertical descent, and all quite ‘‘stan-

dard.’’ A third point is that while the designers focused on

synthesizing a device to slow down the descent, they

constantly kept in mind the other required functionalities,

such as compact packing, low cost and high reliability, as

can be seen in the evaluation steps. Finally, it is interesting

to note that when the ‘‘umbrella’’ concept failed (E3), the

designers chose not to attempt another technology identi-

fied at the outset (such as gas-filled balloon), but instead

used the insights and understanding gained during the

earlier steps to arrive at a totally new concept, that of a

‘‘glider’’ (PI4). And while in hindsight this last concept

may not seem that innovative, it actually represents a

breakthrough in the design process because this concept

was not apparent at all at the beginning.

We can conclude that PA seems to have allowed and

supported a complex design process leading to a break-

through when the known solutions were not sufficient and

innovative alternatives became unavoidable. PA exhibited

an interesting feature of recovery from a dead-end caused

by a misled initial focus, and this recovery seems to have

followed a form of constructive backtracking in the sense

that the designers retreated from their initial focus but still

kept in mind what had been learned during the initial

exploration. This recovery and constructive backtracking

can eventually lead to a breakthrough. Of course, this

process depends on the designer’s knowledge, experience

and ability to use the method; however, it is interesting to

clarify what in the method helps reach this ‘‘necessary

breakthrough.’’ To answer this, we need to interpret PA in

terms of C–K theory.

3 Interpretation of parameter analysis activities

in terms of C–K theory

Each of PA’s reasoning steps described in the previous

sections is broken down to elementary ‘‘moves’’ in order to

formulate them as sequences of C–K operators. The basic

premise for doing so is the epistemological difference in

the meaning of ‘‘concept’’ between PA and C–K. Because

knowledge is not represented explicitly in PA and because

a design should be considered tentative (undecidable in C–

K terms) until it is complete, both PA’s parameters and

configurations (i.e., the members of PA’s concept space

and configuration space, respectively) are entities of C–K’s

C-space. In other words, C–K theory does not distinguish

between a concept’s ideological foundation and its struc-

tural aspects while PA does. However, this is not meant to

imply that no knowledge is used in PA’s reasoning process;

on the contrary, existing knowledge is extensively utilized
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in each PA step and new knowledge is constantly gener-

ated, so excursions to K-space should be incorporated in

the interpretation.

3.1 Technology identification

Technology identification (TI) is a separate stage in the PA

methodology that is done first. It involves three distinct

reasoning steps:

1. What is the most difficult aspect of the design task?

Here, the designer decomposes the overall task into

sub-tasks and uses his/her knowledge and judgment to

identify those sub-tasks that are relatively easy or have

known solutions, and those that seem the most

challenging, whose solution direction is not straight-

forward, or those requiring innovative approaches.

Usually, only one or two such difficult tasks will be

identified.

2. Which physical principles or core technologies could

be used to satisfy the difficult sub-task(s)? Here the

designer uses knowledge in the problem domain or

looks externally (Internet, expert consultation, etc.) for

similar problems and solutions. If none is found, or if

some configurative solution is identified, the designer

should abstract and generalize the sub-task at hand to

the level of fundamental technological or physical

principles.

3. What is the behavior of each technology in the context of

the task? Cursory listing (and not a thorough selection

process) of the pros and cons of each technology.

Which one is the most promising candidate? It is

implied here that some evaluation criteria can be

found, perhaps among the design requirements, and

that their application is analogous to assigning a

‘‘value’’ to each technology. A higher value implies

that according to the designer’s judgment, the tech-

nology has better chances of resulting in a successful

solution.

Interpreting these steps in C–K terms is shown in Fig. 4,

with numbers attached to the arrows to denote the order of

operations. K-space consists of existing knowledge items,

marked by white background, and new knowledge that is

shown with dark background. It begins with the known

description of the overall design task (the ‘‘brief’’) and the

design requirements generated earlier. First, a K ? K

operator describes the isolation of the most difficult func-

tional aspect of the task (step 1 above), followed by a

K ? C operator to establish the root concept, C0. Core

technologies for the main function are next generated by

the designer based on existing knowledge and similar

applications. This step (2 above) requires returning to

K-space (a C ? K operator), listing the possible

technologies (K ? K), and moving to C-space (K ? C) to

trigger the expansion of C0 into C1, C2,…, Ci, which are

concepts based on those technologies (a C ? C operation).

Finally, step 3 above calls for evaluating the candidate

concepts and choosing among them. This is accomplished

with a C ? K operator that activates knowledge in

K-space (K ? K) to arrive at the desired outcome. A more

rigorous explanation of how evaluation and selection work

by assigning and maximizing a value is presented later in

this section and in Sect. 4.

One point that may need clarification regarding this

model is how the identified technologies can reside in both

K-space and C-space at the same time. The answer lies in

the different meaning (and therefore, logical status) of each

occurrence: In K-space, the meaning is of technologies that

are more or less known to be used in similar applications,

and thus, they constitute knowledge items in the designer’s

mind; in C-space, the meaning is of undecidable proposi-

tions, suggesting using these technologies to accomplish

the specific task C0. Note also that formally speaking,

whenever a node of the concept tree in C-space is expanded

(a ‘‘partition’’ in C–K terms), there is at least one more

edge or path with the meaning of ‘‘other’’ that is not shown

because it has not been explicitly used by the designer.

Fig. 4 Modeling the technology identification (TI) stage in C–K

theory terms. The root concept C0 is established, possible technol-

ogies identified and evaluated, yielding a value V(C) for all concepts.

Finally, the best candidate is selected for further development
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3.2 Parameters and configurations as attributes of C–K

concepts

Following TI, the actual PA process consists of three steps

(PI, CS and E) that are applied repeatedly and involves two

types of fundamental entities: parameters (ideas, concep-

tual-level issues) and configurations (hardware represen-

tations, structure descriptions). To accommodate both

entities in the C–K theory model, a refinement of the

definition of a C–K concept as given in Sect. 1 is needed to

distinguish between attributes that convey functional and

behavioral purpose and meaning, and those that describe

physical features. The former attributes are added at the PI

step and correspond to PA’s parameters. We shall call them

‘‘ideational’’ to emphasize that they contain the ideas that

will eventually have led to the solution and denote them by

P1, P2, etc. The latter attributes, on the other hand, are

added at the CS step and correspond to PA’s configuration

items. We shall call them ‘‘structural’’ because they contain

descriptions of hardware (see Footnote 2) and denote them

as S1, S2, etc. That both types of attributes play a role in

elaborating the design and therefore in describing a C–K

concept, is a fundamental notion of PA that is also in line

with Roozenburg’s (1993) combinations of mode-of-action

and form and Weber’s (2005) combinations of (behavioral)

properties and (structural) characteristics. The modified

form of a C–K concept can now be written as ‘‘there is an

object Ci, for which the ideational attributes P1, P2,…, Pm

obtained with the structural attributes S1, S2,…, Sn are true

in K.’’ For brevity, we may also describe a concept as Ci

(P1, P2,…, Pm, S1, S2,…, Sn), preserving the original

meaning.

Ideational and structural attributes differ not only in

their meaning, but also in their role in the design pro-

cess. Ideational attributes are used to define the evolving

concept and represent the deep reasoning, the ‘‘ideol-

ogy,’’ behind the solution. They are explicitly integrated

into the concept description in the PI steps as the

‘‘design path’’ and strongly and directly controlled

during the design process by the results of the evalua-

tion step. Structural attributes, on the other hand, are

needed mainly to facilitate the evaluation and are more

temporal in nature: They keep changing while devel-

oping the concept and may even be revised later, after

completing the conceptual design phase and doing

embodiment and detail design. In this sense, the struc-

tural attributes are not as significant as the ideational

ones and only weakly and indirectly controlled through

the CS steps; in other words, a change in the configu-

ration is possible only by means of an ideational step

(PI) and those changes usually are not unique.

3.3 The creative synthesis step

Having established the nature of a C–K concept’s attri-

butes, it is now possible to elaborate each of PA’s rea-

soning steps. The outcome of the design process is clearly

a member of PA’s configuration space, so the interpreta-

tion begins with the CS step being applied to a PA

parameter and results in a new configuration. CS involves

a realization of an idea in hardware representation by

particularization or instantiation (the opposite of general-

ization). It usually requires some quantitative specification

of dimensions, materials, etc., that are derived by calcu-

lation, but not more than is required to establish the

behavior of the configuration. In terms of C–K theory, if

PA’s parameters and configurations are both elements of

C-space, then the CS step should start and end in C-space.

However, because knowledge is required to realize an idea

in hardware and perform quantitative reasoning, a visit to

K-space is also needed. The CS step therefore begins with

a C ? K operator for searching for the needed knowledge

by triggering a K ? K (deriving specific results from

existing knowledge). The new results, in turn, are used by

a K ? C operator to activate a C ? C that generates the

new concept, which adds structural attributes to realize the

latest ideational attribute. This interpretation of CS as a

sequence of four C–K operators is depicted in Fig. 5,

where Ci?1 = Ci ? Sn?1. C–K concepts generated by

adding PA parameters (C–K ideational attributes) are

denoted in the figures by round-cornered boxes, while

those resulting from adding PA configurational elements

(C–K structural attributes) are shown as regular boxes. C–

K’s root concept, C0, does not have structural attributes, so

it will always have rounded corners, as in Fig. 4.

Fig. 5 Modeling the creative synthesis (CS) step in C–K theory

terms. The latest ideational attribute Pm of concept Ci (which

corresponds to a PA parameter) is implemented as structural attribute

Sn?1 of concept Ci?1
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3.4 The evaluation step

One of the basic premises of PA is that parameters (con-

cepts, ideas) cannot be directly evaluated in an effective

manner; rather, they need to be implemented as configu-

rations first and only then evaluated. This means that the

evaluation (E) step begins with a C–K concept that

includes structural attributes and attempts to deduce its

specific behavior (‘‘given structure, find behavior’’), from

which it will make a decision as to how to proceed. Rea-

soning from behavior to decision, however, includes two

intermediary steps that are the key to understanding how

the evaluation controls the design process so that it always

moves in the most promising direction. First, the specific

behavior of the configuration is used to establish possible

new evaluation criteria, and those are applied (together

with existing, older criteria) to all pending concepts to

assign a value to them. Finally, a decision is made to move

in the direction that maximizes this value.

The C–K interpretation is shown in Fig. 6: A C ? K

operator is used to initiate a K ? K; the former being the

operation of looking for the knowledge necessary for the

evaluation, while the latter is the deductive reasoning that

leads to deriving the specific behavior, new criteria and

concept values, and making the decision as to how to

proceed. The identification of new evaluation criteria is the

actual learning done during the design process and is

facilitated by having configurations to be evaluated. The

combination of CS and E steps allows discovering unex-

pected behavioral aspects or revealing that some known

functional issues have become more critical. New and

critical issues in PA form the basis for the following PI

step, as explained below.

The E step can be further described as activation of an

evaluation function whose input arguments are the current

concept Ci and all existing knowledge in K, including

evaluation criteria learned in previous E steps. The func-

tion returns four arguments: First, the designer examines

the configuration of Ci (its structural attributes S1,…, Sn) to

see whether it works as it should, if it seems capable of

satisfying the requirements, and if anything is still missing;

this is the concept’s specific behavior. Next, new evalua-

tion criteria may be deduced from the behavior and added

to the existing ones, to form a new set of criteria and a new

ordering by importance within the set. Thirdly, all the

concepts in the current C-space are evaluated with the

updated criteria, and ‘‘values’’ V(C) are assigned to each

concept. The values are not numerical, as B&B’s costs, but

rather a metric that represents the designer’s judgment of

the goodness and viability of the concept, its potential to

lead to a conjunction for C0, even its chances to materialize

within given constraints of time and resources. Finally, a

decision is made regarding the next move as one of the

followings:

(1) Termination If the concept’s behavior is as desired

and nothing is missing (so no new evaluation criteria

are added), and the value of the concept is higher

than that of any other concept, then the design

process is complete. All current attributes of the

concept are accepted, and there is no subsequent PI

step.

(2) Following the current path If an undesired behavior

is detected, or something is missing in the concept,

but its value is still the highest, then it should be

improved by keeping its current attributes and

adding a new ideational attribute in the next PI step

(this is the most common occurrence).

(3) Backtracking to a known but unexplored path If the

undesired behavior renders another existing concept

more valuable, then the current development path

should be stopped, and the next PI step will continue

with the new highest value concept.

(4) Backtracking to an unknown path If the value of all

existing concepts and technologies is very low, then

all their attributes should be rejected and backtrack-

ing to C0 will take place. The subsequent PI step will

attempt to discover a new path.

3.5 The parameter identification step

The PI step begins with the results of the evaluation step in

K-space, so it is a K ? C operator that activates a C ? C

operator. The K ? C operator carries the decision plus

specific domain knowledge into C-space, while the C ? C

operator performs the actual derivation of the new concept.

Fig. 6 Modeling the evaluation (E) step in C–K theory terms.

Concept Ci corresponds to a PA configuration and existing knowledge

is used to derive its behavior, deduce new evaluation criteria,

calculate values V(C) for all pending concepts including Ci and make

the decision as to how to proceed. The new criteria represent learning

during design
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Several cases can be distinguished based on evaluation

results (2) to (4) above. The PI step can begin with a

decision to improve the current design—case (2) above—

as in Fig. 7, by adding an ideational attribute and staying

on the current path. The PI step that follows case (3) above

(backtracking to a known but unexplored path) is shown in

Fig. 8, where a possibly long sequence of developing the

concept along a path Ci, Ci?1,…, Ci?j has already taken

place. However, evaluating Ci?j reveals that a previous

concept, Ci, now has a higher value, perhaps because the

evaluation criteria have changed. Therefore, the current

path is not continued, and a new path is developed from Ci

Fig. 7 Modeling the common occurrence of the parameter identifi-

cation (PI) step in C–K theory terms following case (2) of evaluation

(following the current path). Concept Cj has been evaluated (thin

arrows) and weaknesses found. New criteria may be generated

accordingly, but the value of Cj is still the highest, so ideational

attribute Pm is added to form a new concept Cj?1

Fig. 8 Modeling the parameter identification (PI) step in C–K theory

terms following case (3) of evaluation (backtracking to a known but

unexplored path), with backtracking to a previous concept whose

value suddenly becomes the highest. An ideational attribute P0m is

added to Ci and creates a path to C0iþ1, replacing the attribute Pm in

Ci?1. If Ci = C0 then C0iþ1 represents a different technology from the

TI stage that was known but not used so far

Fig. 9 Modeling the parameter identification (PI) step in C–K theory

terms following case (4) of evaluation (backtracking to an unknown

path), with backtracking to the root concept in order to discover a new

technology. This implies discarding all the previous attributes and

starting over

Fig. 10 Modeling the parameter identification (PI) step in C–K

theory terms following case (4) of evaluation (backtracking to an

unknown path), with backtracking to higher than the root concept in

order to revise its identity. Ck?1 becomes the new, more general root

concept; C00 is a revised version of the previous root concept C0; Ck?2

is the beginning of a new, perhaps surprising path
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instead. The latter path is not entirely new because it is the

implicit ‘‘other’’ path that was known to exist when Ci?1

was derived from Ci, but now it is made explicit. An ide-

ational attribute Pm in Ci?1 will be replaced by P0m in C0iþ1.

Sometimes, the backtracking required, as revealed by the

evaluation, may be so substantial that it forces returning to

the root concept and choosing another technology from

those generated in the TI stage.

Case (4) of the evaluation step described above (back-

tracking to an unknown path) can be followed by any of the

two possibilities described in Figs. 9 and 10. The designer

may feel that the initial set of technologies identified earlier

is not good enough, and look for new ones. He or she has

by now gained some experience in working on the design

task, including learning in K, so a new suitable technology,

not considered earlier, may be discovered. This means that

the concept development with PA will start over, and the

ideational attribute added by the PI step is the technology

to use in the new path (Fig. 9).

Finally, it may also happen that the learning during

evaluation and the low values assigned to all existing

concepts in case (4) of the evaluation ((backtracking to an

unknown path) will lead the designer to re-examine the

validity of the root concept itself. As shown in Fig. 10, this

means that a C–K de-partition takes place, where a new,

more general root concept emerges. The previously

developed tree in C becomes one branch, while a totally

new design path is created as another branch. The phe-

nomenon of de-partition, or growing of the tree structure in

C-space upward, at its root, has been demonstrated in (Le

Masson et al. 2010, chapter 11).

4 Parameter analysis case study interpretation in C–K

terms

A C–K-theoretical model of the decelerator design case

study of Sect. 2 will now be elaborated to illustrate the

results of the previous section. The design process began

with the need, the problem to solve, as stated by the cus-

tomer. A need analysis stage produced greater under-

standing of the task and the design requirements. This took

place entirely in K-space and is not shown here. Next, TI

focused the designers on the issue of deceleration (C0),

found possible core technologies, evaluated their pros and

cons, and made a choice of the best candidate. As shown in

Fig. 11 C–K modeling of the

technology identification (TI)

stage of the decelerator design

example. Producing drag force,

simplicity and compact packing

are used as evaluation criteria to

assign the highest value to C1,

thus initiating a design path

based on flexible parachute
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Fig. 11, this stage generated the root concept and four more

concepts in C, thus establishing four possible design paths

(note that for brevity, concepts in the diagrams list only the

last attribute added to them; all other attributes are inher-

ited from their ancestors and not shown):

C1 = C0 ? P1 = decelerator based on (or having the

ideational attribute of) flexible parachute,

C2 = C0 ? P2 = decelerator based on rigid parachute,

C3 = C0 ? P3 = decelerator based on gas-filled

balloon,

C4 = C0 ? P4 = decelerator based on hot-air balloon.

The evaluation of the four candidates at this stage is

quite superficial: The designer imagines a decelerator

based on that technology and uses some of the design

requirements to judge the potential for success. Having

only a general description of the technology in mind, the

designers of the decelerators estimated that the two balloon

technologies would be complicated, that the rigid para-

chute would be difficult to pack compactly, and so the

common, straightforward solution of flexible parachute

was valued highest; that is, V(C1) [ V(C2), V(C3), V(C4).

Therefore, the evaluation criteria used were the capability

to produce drag force (implicit), inherent simplicity

(explicit) and potential for compact packing (explicit).

The following description of the PA process commences

at this point. Figure 12 shows the first cycle of PI–CS–E as

described in Fig. 3 and depicted with the formalism of

Figs. 5, 6, 7, 8, 9 and 10. The result of the TI stage, to use a

flexible parachute concept for the decelerator, is shown as

the first PI step (for clarity, concepts C2, C3 and C4 from TI

are not shown now). This idea is next realized in hardware

by a CS step, resulting in concept C5 whose meaning is ‘‘a

decelerator based on (or having the ideational attribute of)

flexible parachute and the structural attribute of a 150-mm

diameter hemispherical canopy with cords attached to the

sensor.’’ This last concept is evaluated by noting its

behavior and generating two new criteria: opening in the

air and tangling of the cords. These are added to the

existing criteria, but their importance is high (these prob-

lems may render the concept useless), resulting in concept

C2 (see Fig. 11) becoming the highest valued. This corre-

sponds to case (3) of the evaluation as in Fig. 8, so the

decision is to abandon the flexible parachute design path

and try the existing rigid parachute technology instead.

The second and third PA cycles are now added, as

shown in Fig. 13, starting with the pruning of the flexible

parachute branch and initiating a new branch based on the

technology of rigid parachute (PI2). This concept is real-

ized as a 150 9 150 mm square pyramid (CS2) and eval-

uated to discover a problem related to packing (an existing

evaluation criterion), followed by a decision to improve

this aspect of the design (E2). This evaluation corresponds

to case (2) of evaluation, so the process continues as in

Fig. 7, with the improvement idea of using a folding frame

with flexible skin, an ‘‘umbrella’’ (PI3). This is imple-

mented as a structure with rods, hinges, slides, ‘‘Saran

wrap’’ and a spring (CS3). Evaluation (E3) of this last

configuration produces its specific behavior as being so

complicated that it would be costly and unreliable. Sim-

plicity is an existing evaluation criterion used before, and

low cost is one of the original requirements, although it is

now used explicitly for the first time. Reliability, however,

is a new criterion just found. All concepts associated with

the rigid parachute technology are now valued low, joining

the previously low-rated flexible parachutes. Moreover, the

two remaining still untried balloon technologies are also

assigned low values now, based on the updated set of cri-

teria (ease of opening in the air and packing compactly,

being low cost and reliable). This situation corresponds to

case (4) of evaluation, where backtracking to the root

concept or higher takes place, as in Figs. 9 and 10.

The fourth PI–CS–E cycle is depicted in Fig. 14. It

begins with the evaluation result of step E3 shown at the

lower right corner. Having pruned the flexible parachute

path earlier, the designers now prune rigid parachutes.

They have two choices: either attempt to find a new,

previously unknown technology for C0, or revise the

identity of C0 by de-partitioning. Their accumulated

experience, the learning, from the design process leads

them to the understanding that they have so far consid-

ered only vertical drag devices and that the still uncon-

sidered balloon technologies also belong to that category.

So, they decide to take a fresh look at the problem (PI4 in

Fig. 14): From the energy dissipation viewpoint, a spi-

raling ‘‘glider’’ concept might work better. The C–K

model of this step shows a de-partition, representing

moving toward a more general concept, and in our case,

redefining the identity of C0 ¼ decelerator to C00 ¼
vertical drag decelerator and partitioning C9 to C00 and

C10. This last concept is now implemented as the specific

configuration C11 through the CS4 step and evaluated,

resulting in the conclusion that a conjunction for the new

root concept has been reached. The design process may

now proceed with the secondary issues (as identified in

TI) of packing and deployment.

5 Discussion

A design theory used to study an empirically derived

design method can provide explanation of the activities and

phenomena, but also can be supported by the empirical

data. The current study’s main thrust was shedding light on

PA using C–K theory, in particular the ‘‘recovery’’ logic in

PA. On the way, some notions related to C–K theory have
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been clarified. The findings of this work—the interpretation

of PA in terms of C–K theory and the inferences regarding

the strategy of PA—are based on logical reasoning. The

detailed case study is used only for demonstration purposes

and is not the source of theoretical conclusions.

The decelerator design example is discussed first, fol-

lowed by the interpretation of the pertinent entities (the

elements of PA and C–K spaces) and design moves (steps

and operators, respectively). A design method cannot be

based on an ‘‘omniscient designer’’ hypothesis, nor can it

be a purely random process; rather, it needs to have a

strategy that guides the designer throughout the process.

Many design methods appear as iterative processes with

concept generation, concept selection and testing, and PA

is no exception. Hence, the issue is rather to understand the

kind of design strategies that are supported by these

methods and that might be more specifically characterized

by the methods. The design strategy supported by PA can

be portrayed as focusing on one dominant issue at a time,

examining known alternatives to address this issue, and,

when necessary, looking for a breakthrough. We explain

below how these specific features of the PA process can be

related to two key aspects of its design strategy, namely the

‘‘steepest-first’’ ordering of the issues to be handled, and

the continuous learning-based evaluation of the whole

design path during concept development. Together, these

aspects account for a certain form of efficiency and inno-

vative capability of the PA methodology.

5.1 Recovery and constructive backtracking in the case

study

The decelerator case study was chosen for this paper

among many examples of using PA for conceptual design

because it is relatively easy to follow in terms of the

domain knowledge involved, and because it exhibits

Fig. 12 C–K modeling of the

first PI–CS–E cycle in the

decelerator design example. The

evaluation criteria are enriched

thanks to analyzing the behavior

of a configuration, by adding

opening in the air and tangling

of the cords. This results in the

designers assigning the highest

value to C2: rigid parachute

(not shown in the figure)
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several interesting and relevant phenomena in a fairly short

sequence of design activities. Other case studies of PA, as

in Kroll et al. (2001), Condoor and Kroll (2008) and Kroll

(2011), for example, tend to consist of much longer

‘‘chains’’ of PA cycles, sometimes requiring many back-

ground explanations to follow. And because the current

work offers a rigorous translation of PA moves into C–K

operators, a relatively short demonstrating example is just

as good as a much more elaborate case study.

At the beginning of the decelerator design process, there

was a TI stage of proposing several core technologies,

listing their pros and cons, and selecting a best candidate

for further development. Next, an attempt was made to

pursue that design path, only to abandon it in the face of

some difficulties. A complete backtracking took place next,

and another design path initiated. This time, problems with

the evolving artifact led to trying to improve it, but when

more difficulties were encountered, the designers achieved

Fig. 13 The second and third

PA cycles are added after

pruning the flexible parachute

branch. Both attempt to develop

a concept with the rigid

parachute technology. However,

based on an updated set of

evaluation criteria, the result is

low values for all existing

concepts and technologies
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a breakthrough by creating a totally new design path, and

that terminated in success.

Can we consider this design process and its outcome to

be optimal or exemplary? Certainly not: There might be

even better solutions to this task, and other designers could

perhaps have arrived at the same solution quicker. We

cannot even say that each of the designers’ decisions and

choices was the best possible one. Nevertheless, we can

observe many fundamental design activities that are not

specific to using PA: looking for existing solutions to

similar problems, selecting among alternatives, pursuing a

concept through several iterations of refinement, reaching a

dead-end, reasoning at the level of first principles,

embodying ideas in hardware representations, evaluating

the design artifact and learning while designing. This

means that the modeling and interpretation proposed in this

paper may be applicable also beyond the specific design

method used here.

One aspect of the decelerator design task that deserves a

short discussion is fixation. As many solution-driven

engineers do (Lawson 2005, p. 182; Cross 2006, p. 7), the

designers of the decelerator also began with straightfor-

ward, both well-known and less-known solutions for ver-

tical descent (parachutes, balloons). They did not even

consider non-vertical descents and certainly did not think

of all the known solutions (e.g., spinning Samara seed-like

devices, motorized mini ‘‘helicopters,’’ and streamers, the

kind of ribbons sometimes used in model rocketry instead

of parachutes). The phenomenon of picking a limited

number of known solutions and persevering with them is

usually referred to as fixation and is often reported as

limiting the designer’s ability to innovate (Jansson and

Fig. 14 C–K model of the fourth PI–CS–E cycle demonstrating a de-partition that leads to a conjunction for the root concept
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Smith 1991; Linsey et al. 2010; Hatchuel et al. 2011). In

this paper, we also refer to the sudden realization that

vertical descent devices were not the only solution and to

the subsequent creation of a new design path as recovering

from fixation. However, it should be noted that most

engineers rightly attempt to solve problems with known

means first and only resort to innovative solutions when the

conventional ones will not do. Furthermore, elaboration of

an initial concept through cycles of evaluation and modi-

fication is PA’s prescription for doing design and can also

be viewed positively as exhibition of commitment.

5.2 Using C–K theory to interpret PA design ‘‘moves’’

C–K theory has been clarified by this study with regard to

its spaces and operators. By letting the elements of C-space

correspond to both PA’s parameters (concepts) and con-

figurations (structures), a rigorous and consistent model of

PA in terms of C–K theory has been derived. The following

structure of a C–K concept makes a distinction between

two types of attributes: ‘‘there exists an object Name, for

which the group of ideational attributes P1, P2,… can be

made with the group of structural attributes S1, S2,…’’. The

ideational attributes correspond to PA’s parameters and the

structural ones to PA’s configuration items. For example,

concept C8 in Fig. 14 can be described as:

There exists an object C8, for which the group of

ideational attributes

P1 = produces vertical drag (inherited from C0
0)

P2 = based on rigid parachute (inherited from C2)

P3 = built as an umbrella, i.e., folding frame and

flexible skin (inherited from C7)

can be made with the group of structural attributes

S1 = 150 9 150-mm square pyramid canopy (inher-

ited from C6)

S2 = constructed of plastic rods, hinges, slides,

Saran-wrap and spring.

The last attribute, S2, is the configuration item added to

C7 in response to the parameter P3 to form concept C8. The

interesting thing to note is that except for the root concept

in C–K (which is not defined as a PA entity), all other

concepts have some attributes. But because a C–K concept

can be either a PA parameter or configuration, and as PA

excludes the possibility of having configurations without

parameters to support them, the concepts in C–K some-

times have only ideational attributes, and sometimes ide-

ational plus structural attributes; however, a concept cannot

have structural attributes and no ideational ones.

All three PA design moves have been modeled in terms

of sequences of the four C–K operators: PI corresponds to

the pair [K ? C, C ? C], CS is the quartet [C ? K,

K ? K, K ? C, C ? C], and E is the pair [C ? K,

K ? K]. It can be seen that although PA’s fundamental

entities, concepts and configurations, belong in C–K’s

C-space, all three PA moves require a visit to K-space.

K-space contains existing knowledge in the problem

domain and related areas, and also meta-knowledge—

knowledge about the design process itself—although this

last item was not shown in the diagrams of this paper. More

importantly, K-space is where learning is carried out during

the design process by evaluating the evolving artifact,

deducing its behavior, assigning values to all pending

concepts and generalizing this new knowledge to form a

decision as to how to proceed.

The role of PI, parameter identification, as the most

important step in PA has also been clarified. PI consists of

identifying, through the learning facilitated by successively

evaluating configurations, what the relevant new parame-

ters to be kept are, i.e., to be considered as the defining

ideas for the concept. Note that ‘‘identification’’ in PI

carries the meaning of a design action, and not just a

selection in a decision making process, since the concept

keeps changing. Some attributes are identified and selected

in K-space when forming a configuration (in the CS step),

but the most influential step on the final outcome is adding

ideational attributes in C-space to generate new concepts.

Some basic notions of C–K theory have also been

clarified by this study. It has been shown that K ? K

operators represent deductive reasoning, generating new

knowledge from existing one, but their action needs to be

triggered by a reason, a purpose, and this is represented by

a C ? K operator. Such activation of a K ? K operator

takes place in two cases: first, as part of a CS step, where

the meaning is searching for the knowledge needed to

implement an idea as a configuration, for example, using

the drag force formula to calculate the parachute diameter

given the weight and desired rate of descent. The second

case is during an E step, meaning looking for the knowl-

edge needed to deduce the behavior of a configuration. (An

exception to this triggering of K ? K is the steps marked

with a ‘‘1’’ in Figs. 4 and 11, denoting the transition from

the preceding need analysis or task clarification stage to

conceptual design.) Likewise, a K ? C operator uses

knowledge for initiating a C ? C operator. As demon-

strated in this study, C ? C operators do exist, repre-

senting the derivation of a new C–K concept from another

while inheriting its attributes. However, this operation does

not happen by itself in C-space, only if activated by a

K ? C operator, as part of a PI or CS step. This validates

C–K theory’s premise of mutual expansion: K-space is

responsible for the expansion in C-space, but perhaps

somewhat surprising, C-space drives the generation of new

knowledge—the learning—in K-space.

Another issue clarified is that the tree structure of

C-space is not chronological, as demonstrated by the de-
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partition that took place. To capture the time-dependence

of the design process, C–K’s concepts were labeled with

a running index and the operator arrows numbered. One

of the fundamental notions of C–K theory is that

everything in C-space represents ‘‘undecidable’’ entities,

but once a ‘‘true’’ or ‘‘false’’ logical status is assigned to

it, this entity becomes knowledge and ‘‘moves’’ to

K-space. The interpretation of this notion in the current

paper is that concepts in C remain undecidable even

when the designer finds them deficient and abandons

their further development in favor of pursuing other

paths. For example, concepts C5 and C8 of Fig. 14 are

still present although their development was stopped due

to their low value, as determined by the corresponding

evaluation steps. This means that the designers could

return to these concepts at a later stage, if their value

increased through learning new knowledge.

5.3 Steepest-first exploration

At two distinct steps of the design process, the designer is

required to make a choice or selection among issues at the

functional or conceptual level. First, during TI, the designer

examines the design task with the aid of added under-

standing gained during need analysis, to identify the most

difficult aspect of the task. The methodology directs the

designer to begin the design process with that issue, as

demonstrated by choosing ‘‘deceleration’’ for the root

concept. The second step requiring such selection is PI,

activated at every cycle of PA by the preceding evaluation.

Here, the designer should consider the ‘‘most critical

conceptual-level issue’’ of the moment.

At both instances, the selection represents an efficient

strategy of depth-first that is quite unique: Instead of

getting the easier aspects out of the way first and han-

dling the more difficult issues later, as might seem rea-

sonable in general problem solving, or perhaps

addressing all the issues simultaneously, as in systematic

design, the PA methodology sends the designer in the

‘‘steepest’’ direction. This heuristic rule is based on two

insights. First, there is the recognition of the function–

form dependence in design, which means that a structure

created to provide some function usually results in new

behaviors, themselves requiring structural modifications,

and so on (Gero and Kannengiesser 2004). To make this

potentially endless cycle more manageable and efficient,

it makes more sense to address the higher-difficulty

aspects first, assuming that the easier needs will be sat-

isfied later in a way that complies with the already-

solved problems.

The second insight inspiring the ‘‘steepest-first’’ heu-

ristics is the fact that most designers form quite early an

underlying core concept and keep pursuing it even when

faced with implementation difficulties. This realization

was central to forming the original PA methodology by

observing designers (Li et al. 1980) and has been con-

firmed by both anecdotal evidence and empirical studies

of practicing designers. For example, Cross (2004) calls

this central idea the ‘‘principal solution concept’’ and

Lawson (2005) names it the ‘‘primary generator idea.’’

This fundamental design idea dominates the rest of the

functional aspects and therefore needs to be addressed

early. Most of the critical issues with the evolving design

cannot be identified upfront, but rather arise as the

design unfolds according to the main idea.

In compliance with the ‘‘steepest-first’’ strategy, issues

of packing, deployment, etc. were put off during the TI

stage of the decelerator design example. Clearly, if the

decelerator itself is still undefined, one cannot design its

means of packing and deployment; nevertheless, these

secondary issues were not completely ignored when

designing the decelerators themselves. The initial ‘‘central

idea’’ was using flexible parachutes, but it was abandoned

quite early, perhaps indicating that the student designers

were not experts. A more experienced designer might have

addressed the new critical issues of opening the parachute

and tangling of the cords while keeping the original con-

cept. He or she could, for example, introduce means of

forcing the parachutes to open using the airflow created by

the airplane’s movement, or mechanically pulling on the

canopies with static lines.

The most critical aspect identified with the next central

idea (rigid parachute) was the packing of relatively large,

non-nesting structures. The decision to opt for an umbrella-

like foldable configuration could not have been made ear-

lier, when thinking of flexible parachutes. Furthermore, the

implementation with plastic rods, hinges, etc. facilitated

the identification of cost and reliability as key drawbacks.

Here, again the designers could have chosen to modify the

current concept by thinking of ways to simplify the struc-

ture, perhaps looking at cocktail umbrellas or the art of

origami. Instead, they generated another central idea, that

of a glider.

The steepest-first strategy is an inherent part of the PA

method, constituting meta-knowledge that resides in

K-space and originates from training and practicing the

method. The current interpretation through C–K theory and

the analogy to B&B, however, allow us to suggest that this

strategy is in fact carried out through the repeated appli-

cation of evaluation steps. When faced with a need to pick

the ‘‘most critical issue’’ among several choices, the

selection will be of the issue that could potentially reduce

the uncertainty most steeply and therefore generate more

value for the resulting concept.
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5.4 Design path evaluation

A significant result of this study is that the PA design

process is controlled by a learning-based state and path

evaluation function that is responsible for both the effi-

ciency and innovative capability of the inherent strategy.

For evaluation to be credible and useful, PA encourages the

designer to quickly implement ideas as hardware repre-

sentations and not rely on assessing abstract ideas. In this

sense, the strategy resembles the use of (virtual) rapid

prototypes as an aid to the design ideation process. Such

rough sketches of prototypes with initial sizing and perhaps

other specified properties represent the current state of the

solution and can readily be evaluated. In some cases,

simulations and physical models are needed for testing and

experimentation. Even more important, the design path that

has led to the current state can also be assessed, with the

robustness of the evaluation results constantly increasing

by learning. Comparing PA to OR’s and AI’s B&B family

of search algorithms, the former exhibits a more general

strategy wherein the evaluation function is not fixed a

priori, nor does it change algorithmically, but rather, it is

based on a process of learning during design and can be

modified accordingly at any time.

At the beginning of the process, during the TI stage,

technologies for the core task are proposed, their advan-

tages and drawbacks listed, and a selection of the best

candidate is made. Although this is clearly an activity of

evaluation, there is still no learning involved, and it only

serves to tentatively point in the general direction or path

of the design development to initiate the PA process. In

fact, PA’s depth-first with backtracking allows changing

the initial choice quite easily, as demonstrated in the

decelerator example. Moreover, the final design does not

necessarily have to be based on one of the core technolo-

gies identified at the outset. In the decelerator example, the

designers listed parachutes and balloons and ended up with

an original concept of a spiraling glider. In general, if we

use the term ‘‘innovative’’ to describe solutions that are not

based on the core technologies known at the beginning of

the design process, two mechanisms for innovation have

been revealed through the C–K interpretation: (1) looking

for a new technology (this has not been demonstrated by

the decelerators example but is depicted in Fig. 9) and (2)

re-examining the root concept and de-partitioning C-space.

C–K modeling, however, reveals much more about the E

step. In addition to looking at the latest version of the

evolving design and judging the extent to which it works

properly and satisfies the design task requirements, it also

examines the whole design path which is included in the

concept description. The ideational attributes of the eval-

uated C–K concept constitute a trace of the stream of

consciousness, the flow of thoughts, from the root concept

to the present state, while the structural attributes form the

description of the physical artifact. The designer can con-

clude that the current configuration represents a conjunc-

tion for the root concept, and then the design is complete,

or that there is a disjunction and the process should con-

tinue. In the latter case, the exact reason can be identified:

It may be a specific Si (a structural attribute) that needs to

be modified or a Pj (ideational attribute) that now turns out

to be problematic. Accordingly, the decision about how to

proceed will address the pertinent issues.

Learning-based evaluation has been demonstrated

through the case study of this paper. Choosing the flexible

parachute concept (C1 in Fig. 12) was equivalent to

forming a hypothesis that a solution based on this tech-

nology was feasible. To be tested, that hypothesis needed

to be refined by embodying the idea in specific hardware

(C5). The evaluation at that moment addressed two issues:

(1) did the specific hardware represent a good solution and

(2) was a solution based on flexible parachutes reachable?

The designers’ conclusion, that the 150-mm diameter

hemispherical parachute presented significant shortcom-

ings, was translated into a low value for the whole design

path of flexible parachutes and a corresponding decision to

attempt another technology whose value was higher.

In the second evaluation, that of rigid parachutes,

drawbacks of the configuration were initially addressed by

keeping the design path and attempting to modify the

concept. Only during the next evaluation step, E3, the

designers had already learned enough to assign a low value

to both the flexible parachute and rigid parachute paths and

conclude that they should take a fresh look at the under-

lying physics. Moreover, the two untried design paths of

using balloons were also put aside (again, through assign-

ment of low values) in light of the newly learned insight

regarding vertical versus non-vertical descents.

Evaluation in PA can therefore be generalized as fol-

lows. A configuration that consists of a C–K concept of the

form Ci (P1, P2,…, Pm, S1, S2,…, Sn) is given. The hard-

ware description (S1, S2,…, Sn) is examined to reveal

whether it would work properly and satisfy the design

requirements. If the answer is ‘‘yes,’’ then the design is

complete. Otherwise, some undesired behavior has been

detected because something is still missing or a problem is

discovered. If the value of the current concept is still higher

than all other concepts, the design process should continue

by modifying the set (P1, P2,…, Pm), which is the ideation

sequence in the design path. If the evaluation shows that

the design path as a whole is good, then it is kept and the

design process continues along it. A relatively minor

modification would be an addition of a new ideational

attribute Pm?1, followed by implementing it as a new

structural attribute Sn?1. Or perhaps the current problem-

atic aspect can be resolved by backtracking to a previous
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decision point, changing the path slightly from Pm to P0m,

and realizing it as S0n instead of Sn.

However, it may well happen that examination of (P1,

P2,…, Pm) will trace the current problematic situation to as

early as P1, meaning that the whole design path is unde-

sirable. Clearly, this can happen by the designer making a

mistake when generating P1 in the first place, or it can

represent a learning process: an original thought that was

correct at an earlier time turns out later to be wrong, after

acquiring new knowledge by means of the actual activity of

designing. Backtracking to the beginning of the design path

is a major shift in the design process and is carried out

through reasoning about the whole concept space and at the

ideation level (PA’s parameters). It can lead to choosing

another technology already listed as a possible candidate or

to searching for a yet-unknown technology, or even to re-

examining the validity of the root concept and attempting a

de-partition.

The innovative capability of PA’s strategy has been

attributed to de-partitioning in C-space, facilitated by the

extensive learning during the concept development pro-

cess, which in turn refined the evaluation function. PA

allowed recovery from the effect of the initial fixation by

learning accomplished through the repeated generation and

evaluation of ‘‘standard’’ configurations during the design

process. This learning manifested itself in the production of

new knowledge, or K-expansions in C–K terms, and dis-

covery of a final solution that was not included in the

fixation-affected initial set of technologies. Moreover, the

important attribute responsible for the de-partitioning was

the vertical descent, and this was implicit—either ignored

or unrevealed—at the beginning, when proposing concepts

C1 to C4. Only evaluation based on learning helped dis-

cover the criticality of this attribute, which was subse-

quently subtracted from the properties of the emerging

concepts. This generalization in the definition of the root

concept—de-partitioning or inclusion in C–K terms—has

been identified as the exact mechanism though which

innovation was achieved.

The learning process and the way the design progression

is controlled by the evaluation, as described above, are

similar to the more rigorous presentation in Ullah et al.

(2012). They attribute the learning in design modeled with

C–K theory to an increase in epistemic information content

due to the presence of undecidable concepts. When the

designer is unable to reduce the information content in the

current path, a different path is attempted.

It is also interesting to compare PA’s strategy to clas-

sical systematic design methods. In the latter, extensive

design work at the functional, conceptual and more

detailed levels would have taken place before carrying out

an evaluation that could lead to a similar de-partitioning.

PA, on the other hand, does not postpone the evaluation;

rather, it is incorporated in every step—including evalua-

tion of the design path—and becomes more robust as the

design unfolds due to the built-in learning.

5.5 Practical implications for PA

Studying PA with C–K theory helps to answer some

common practical questions regarding this design method:

How can one prioritize the unknown issues? How efficient

is PA? When is PA applicable? What are its limitations?

We briefly address these issues below.

As elaborated in Sect. 5.3, prioritization to determine the

present most critical issue depends on the designer’s

knowledge, experience and skill. There is no one ‘‘correct’’

way to prioritize, and different designers may derive dif-

ferent results. However, the learning process embedded in

PA helps to re-discuss the initial choices and change them

as needed and as might become apparent to the designer at

later stages of the process.

The claim that PA incorporates an efficient strategy is

clarified by the analogy to B&B. Just as the latter helps to

avoid exhaustive explorations of complete search spaces,

PA guides the designer to move in the most promising

direction, and this is explained as the logic of implicit value

assignment. We can therefore see this as a form of B&B

extended to design processes. Because it appears that the

efficiency and exploration capacity of the PA method

depend on the value assignment logic, a possible

improvement of PA may be to ask its practitioners to try to

explicate the value assignment, or it may be possible to

clarify different PA strategies associated with different

value assignment logics. For example, an approach similar

to ‘‘General-Opinion and Desire’’ (GD) proposed in Ullah

(2005) may help assign values to alternative concepts in a

structured way. GD provides means to encode the extent to

which a concept is both known and desirable using several

criteria and linguistic input information provided by the

designer.

We can now begin to specify some features of PA’s

domain of relevance and limitations. PA is neither specif-

ically adapted to situations where the goal of the design

process is to use only known solutions (i.e., routine design

tasks) nor to generating intentionally many breakthroughs

purely for the sake of innovation. Rather, PA is oriented

toward efficiently and quickly finding a good solution. If

known technologies suffice, PA will support a design using

them. If known solutions are unsatisfactory, PA will allow

discovering other technologies and possibly new perspec-

tives on the design task, leading to a breakthrough.

One possible limitation of PA stems from its depth-first

strategy: If a good solution is reached, the designer will
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probably stop with that and not explore other options.

Clearly, the PA process may be deliberately applied to

other technologies to generate alternative solutions, but it

would never be as exhaustive as morphological approa-

ches, for example. Moreover, PA seems to require more

skill and ability from the user than systematic design

methods such as in Pahl et al. (2007). As we have seen, the

judgment needed to continually prioritize critical issues

and evaluate partial solutions plays a significant role in PA,

and may be more demanding than systematically address-

ing all pertinent functional issues, creating numerous

combinations of solution concepts, and finally selecting

among them.

6 Conclusion

C–K theory was shown to be able to model PA’s steps,

which are fundamental design ‘‘moves’’: generating an

idea, implementing the idea in hardware representation and

evaluating the configuration. It also showed that PA sup-

ports innovative design by providing a means for recov-

ering from fixation effects. Conversely, PA helped to

clarify the structure of C–K’s concepts, operators and

C-space itself, and to emphasize the importance of K-space

expansions.

C–K theory is, by definition, a descriptive model of

design and does not contain a strategy for designing.

However, it is capable of providing explanations to what

happens during design and interpreting the strategy of

specific design methods. The main results of this study

are the explanation of PA’s strategy as steepest-first

exploration, controlled by a learning-based design path

evaluation. These have been clarified by applying C–K

theory and some search-related notions from OR and

AI, and demonstrated with the decelerator design case

study.

Several interesting issues remain for future research. We

have not touched in the present work the cognitive aspects

of identifying critical conceptual design parameters and the

taxonomy of the knowledge involved. In other words, what

particular knowledge and capabilities are required of the

designer when making the various decisions, and what

exactly happens in K-space during PA as related to the

structures of knowledge items and their role as drivers of

the design process? In addition, it might be useful to try to

identify additional innovation mechanisms in PA that can

be explained with C–K theory, and compare PA to other

design methods with the tools of C–K theory. An inter-

esting future direction might be the integration of creativity

methods, such as TRIZ, in the framework of PA to provide

even more innovation capabilities.
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