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Abstract. The goal of this study is to assess complications in atmospheric stable boundary layers which
are not included in numerical models of the stably stratified boundary layer and to provide a formulation
of surface fluxes for use in numerical models. Based on an extensive interpretive literature survey and new
eddy correlation data for the stable boundary layer, this study defines two prototype stable boundary layers:
the weakly stable case and the very stable case. The weakly stable boundary layer is amenable to existing
models. The very stable boundary layer eludes modeling attempts due to breakdown of existing formulations
of turbulence and due to features found in the atmosphere which are not normally included in models. The latter
includes clear-air radiative cooling, low-level jets, surface heterogeneity, gravity waves, meandering motions,
and other mesoscale motions which propagate from outside the local domain. While these mechanisms are
not essential to understanding idealized or laboratory versions of the stable boundary layer, they complicate
comparisons of numerical models and theories with actual atmospheric boundary layers. Statistics which
describe various features of the stable boundary layer are offered for future comparison with modeling results.

1. Introduction

Examination of stratified turbulence in atmospheric boundary layers is complicated by a multiplicity of
physical influences including clear-air radiative flux divergence, elevated shear associated with low-level
jets, increased relative importance of meandering motions, gravity waves, and increased relative importance
of surface heterogeneity and local slopes. Some or all of these mechanisms may be absent in modeling
studies. To examine the various complexities of the stable boundary layer, it will be useful to define two
prototype stable boundary layers: thevery stable boundary layerand theweakly stable boundary layer, as
sketched in Figure 1. Such a classification will help organize our discussions even though such a classification
is over-simplified and most stable boundary layers lie somewhere between these two idealized states.

The weakly stratified boundary layer over land is normally characterized by windy conditions and/or
cloudy conditions such that the surface cooling is relatively slow. In contrast, the very stable boundary layer
is characterized by weak winds and clear skies, corresponding to strong net radiative cooling at the surface.
Little is known about the very stable boundary layer even though this is of considerable practical importance.

1 Part of this work was carried out while a visitor at the European Centre for Medium Range Forecasting, Reading, Berkshire RG2
9AX, England. This material is based upon work supported by Grant DAAH04-96-10037 from the U. S. Army Research Office and
Grant ATM-9310576 from the Physical Meteorology Program of the National Science Foundation.

2 On leave from the College of Oceanic and Atmospheric Sciences, Oregon State University, Corvallis, OR 97331, U.S.A.
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Figure 1. Idealized schematic contrasting the vertical structure of the weakly stable and very stable boundary layers.σw is the standard
deviation of the vertical velocity fluctuations andθ is the potential temperature, analogous to density in an incompressible fluid.

The turbulence in this case is weak and intermittent allowing buildup of large near-surface concentrations
of contaminants. Because the downward turbulent heat flux is limited for this case, strong surface cooling
may correspond to unusually cold temperatures and frost damage.

Most of our knowledge and modeling capability for the stable boundary layer is confined to the weakly
stable boundary layer and it is not clear if present modeling capability can approximate any of the main
features of the very stable boundary layer. Formulations of turbulence for the very stable case is limited
by the fact that measurement of covariances and higher-order statistics in weak and intermittent turbulence
requires an averaging time that is so long that nonstationarity of the mean flow is inadvertently captured
(Wyngaard, 1973).

While we normally associate stably stratified boundary layers in the atmosphere with nocturnal conditions,
stable boundary layers are generated by a variety of other mechanisms including advection of warm air over
a cold surface. The usual nocturnal boundary layer is generated by net radiative cooling at the surface.
The surface cools the adjacent air through thermal conduction in the molecular sublayer and ultimately
through downward turbulent transfer of heat from the air above the molecular sublayer. In the atmosphere,
the Reynolds number is large and the molecular sublayer is usually thin (a few millimeters) compared with
the thickness of the stable boundary layer (typically 50–500 m).

The following provides an overview of the qualitative nature of stable atmospheric boundary layers and
introduces a number of features (Sections 4–5) which are probably not known to most fluid dynamicists and
in any event not included in numerical models of the stable boundary layer. The subject area is fascinating
and elusive in that our concepts of stratified turbulence based on theory and laboratory results are difficult
to verify in actual stratified atmospheric boundary layers. At the risk of confusing the overall picture, the
following interpretation of the existing literature includes studies which seem to contradict the main view.
The picture is partially clarified by appealing to new eddy correlation data collected in the stable atmospheric
boundary. These data were collected over simple, relatively flat, grassland in Kansas during March 1995 in
the Microfronts project. Eddy correlation data for computing fluxes of momentum, heat and moisture were
collected at 3 m and 10 m and detailed profiles were measured in the lowest 10 m. These data were described
in more detail in Sun (1997). The data set is particularly useful since it includes fluxes at two levels and
includes a wide range of stability.

In the next section we review the usual formulation of surface fluxes and then provide a self-contained
formulation of surface fluxes for use in numerical models of the stable boundary layer. In the subsequent
section the bulk structure of the stable boundary layer is examined.

2. Surface Fluxes

A critical part of modeling the stably stratified boundary layer is formulating the surface fluxes. The sur-
face buoyancy flux and stress along with the mean stratification determine the basic characteristics of the
stable boundary layer. No matter how sophisticated the numerical simulation, the surface fluxes must be
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parametrized or specified independently as boundary conditions. Specification of the surface fluxes inde-
pendently of the model removes important coupling between the surface and the stable boundary layer.

Surface fluxes are normally formulated in terms of the bulk aerodynamic formula using the mean wind
speed at the first model level. For heat and momentum, these formulations are written as

w′θ′ = CHu[θo − θ(z)],
(1)

w′u′ = CDu
2,

whereCH, is the transfer coefficient for heat,CD is the surface drag coefficient,z is the first model level
or observational height,θ0 is the aerodynamic surface temperature (discussed below), andu is the speed of
the vector-averaged wind where the coordinate system has been rotated in the direction of the mean wind.
Here we have assumed that the surface stress is aligned with the surface wind, as implicitly assumed in
Monin–Obukhov similarity theory. While such an assumption may not always be a good approximation,
more general formulations are not available.

Using Monin–Obukhov similarity theory, the drag coefficient and transfer coefficient for heat are estimated
as

CH =
[

k

ln(z/z0)− ψm

][
k

ln(z/z0T )− ψh

]
(2)

CD =
[

k

ln(z/z0)− ψm

]2

wherez0 and z0T are the roughness lengths for momentum and heat, respectively, andψm andψh are
the stability functions for momentum and heat, respectively (Section 2.1). These functions are historically
determined by first fitting the nondimensional profile functions

ϕh
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w′θ′(z)
, (3)
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u∗
, (4)

L ≡ − u3
∗

κ(g/θ)w′θ′
(5)

to dependencies onz/L whereL is the Obukhov length,u∗ ≡ w′u′
1/2

is the surface friction velocity, andκ
is the von Karmen constant, typically taken to be about 0.4. These relationships are valid in the surface layer
above the roughness sublayer (Figure 2). The roughness sublayer is the region adjacent to the surface where
the wakes of individual roughness elements influence the time-averaged flow. That is, the time-averaged
flow in the roughness sublayer varies horizontally according to position with respect to individual roughness
elements. The surface layer is assumed to be sufficiently thin that the variation of fluxes across the surface
layer can be neglected; that is, the fluxes are assumed to be constant. At higher levels, where the fluxes are
significantly different from the surface fluxes and the height-dependence of the fluxes cannot be neglected,
the above relationships are sometimes framed in terms oflocal similarity theory(Nieuwstadt, 1984) where
the surface values of the fluxes are replaced by their local height-dependent values (Figure 2).

The nondimensional profile functionsϕh(z/L) andϕm(z/L) are vertically integrated to obtainψh and
ψm which are required to evaluate the transfer coefficient (equation (3)). This vertical integration requires
that the fluxes and the wind direction are approximately height-independent.

To close the problem, one must specify the roughness lengths for heat and momentum and determine
a method for estimating the surface aerodynamic temperature. The problem becomes easily confused in
the literature, particularly in studies which reconsider the form of the stability functions. Formally, the
aerodynamic temperature corresponds to the temperature extrapolated downward to the surface roughness
height using (3). Since Monin–Obukhov similarity theory is not valid in the roughness sublayer immediately
adjacent to the surface, the required aerodynamic temperature can not be systematically identified with any
observable surface temperature.
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Figure 2. Different stable boundary-layer regimes as a function of stability. The vertical dashed line indicates the value ofz/L
corresponding to maximum downward heat flux.

In practice, the aerodynamic temperature is replaced with the temperature of the solid surface. In models,
the surface temperature can be computed from the surface energy balance or externally specified as a
boundary condition. Use of the surface temperature in place of the aerodynamic temperatureredefinesthe
roughness length for heat which is then computed from data using Eqs. 2 and 3, the observed fluxes and the
specified stability functionsϕh(z/L) andϕm(z/L).

The thermal roughness length is usually specified to be less than the momentum roughness length although
observations over a variety of surfaces collectively suggest that the thermal roughness is not closely related
to the momentum roughness length and is sometimes erratic and unpredictable (see Sun and Mahrt (1995);
and papers surveyed in Mahrt (1996)). Unfortunately, calculations ofz0T from observations in the stable
atmospheric boundary layer are almost nonexistent. Sun (1997) finds that in the stable boundary layer over
a simple grass surface,z0T is uncorrelated withz0 but is generally smaller thanz0 and sometimes reaches
extremely small values. The erratic behavior ofz0T probably indicates that applying Monin–Obukhov
similarity to compute the heat flux using a single surface temperature is flawed. Certainly, over complicated
surfaces, multiple surface temperatures are required and the use of a single surface temperature is inadequate.
This topic is beyond the scope of this review.

The erratic behavior of the thermal roughness length led Mahrtet al. (1997a) and Sunet al. (1997)
to eliminate the thermal roughness length as an unknown by equating it with the momentum roughness
length. This defines the surface aerodynamic temperature which must then be related to practical observable
temperatures. The problem has not been closed in a general way.

In the following, we proceed with the usual replacement of the aerodynamic temperature with the tem-
perature of the surface and return to the early practice of equating the thermal roughness length to the
momentum roughness length:

z0T = z0. (6)

The philosophy is to be as simple as possible until more sophisticated formulations can be fully justified.
This is the approach followed below. Using (6) and the value of the surface temperature for the surface
aerodynamic temperature, the heat flux can be predicted from (2)–(3), provided that the stability functions
ψh andψm are known.

2.1. Stability Functions

The usual route for estimating the stability functions is first to determine the dependence of the nondi-
mensional profile functionsϕh(z/L) andϕm(z/L) and then to integrate them vertically. The advantage of
determiningϕh(z/L) andϕm(z/L) is that they are calculated from data in the surface layer independently
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of surface properties and values of the roughness lengths. However, estimation ofϕh(z/L) andϕm(z/L)
require detailed wind and temperature profiles.

The nondimensional profile functions for heat and momentum for stable conditions are often parametrized
in terms of the “log-linear” form (Zilitinkevich and Chalikov, 1968; Busingeret al., 1971; Yaglom, 1977)

ϕh = 1 +
βz

L
, (7)

ϕm = 1 +
αz

L
(8)

whereα is generally specified to be equal to, or greater than,β for stable stratification where the latter
condition corresponds to a Prandtl number greater than unity.

The log-linear form of the profile functions (7)–(8) can be integrated to obtain relatively simple forms of
the stability functions. The stability functions presented in Busingeret al. (1971), sometimes known as the
Businger–Dyer relationships, are of the form

ψh = ψm = −γz
L

(9)

whereγ is typically chosen to be 5. However, the validity of (7) and (8), and therefore (9), has been challenged
in numerous studies for the very stable case.

For the very stable case, three possibilities must be considered:

1. The log-linear law remains valid for the very stable case (Section 2.2).
2. Monin–Obukhov similarity theory is valid but the log-linear form of the stability function is not valid

(Section 2.3).
3. Monin–Obukhov similarity theory is not valid due to effects not included in the stability parameter
z/L (Section 2.4).

2.2. Log-Linear Law and z-Less Stratification

First consider the behavior of the log-linear law for heat in the very stable case. In the limit whenβz/L in
(8) becomes large compared with unity, we note, from the definition ofϕh, thatz cancels on both sides of
the equation in which case

κ ∂θ/∂z

θ∗
=
β

L
. (10)

Substitution for the expressions forL andθ∗ yields a relationship for the heat flux and the vertical gradient of
potential temperature which is independent ofz. This is a special case of “z-less” stratification (Wyngaard,
1973; Hicks, 1976; Nieuwstadt, 1984; Diaset al., 1995). The concept of z-less stratification occurs when
the turbulence is sufficiently constrained by buoyancy; that is, not directly influenced by the ground surface.
Then height above the ground is not a scaling parameter and local scaling is valid. This condition is thought
to describe the interior of the stable boundary layer with sufficient stratification. In the very stable case,
z-less stratification may extend closer to the ground surface as sketched in Figure 2 and predicted by (10).

2.3. Alternate Stability Functions

However, some observational studies suggest that the log-linear law is not valid for the very stable case.
As a rough estimate, Taylor (1971) suggests that the log-linear similarity theory breaks down forz/L > 1

2.
Although the general arguments in Taylor (1971) were questioned by Arya (1972), the specific prediction
of breakdown of the log-linear law is also supported by the observations of Hicks (1976). Mahli (1995)
similarly finds that the log-linear law breaks down forz/L > 1. Holtslag (1984) concludes that prediction
of surface fluxes in the stable boundary layer for winds less than 1 m/s (presumably very stable) is usually
problematic.
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Modified formulations have been suggested by Webb (1970), Hicks (1976), Kondoet al. (1978), Louis
(1979), Holtslag (1984), Holtslag and De Bruin (1988), Beljaars and Holtslag (1991), and Launiainen
(1995), although some of these studies inferred the stability functions from profiles alone without actual
eddy correlation data. A review of the stability functions are presented in H¨ogström (1988, 1996). The
modified forms generally restrict the increase ofϕh with increasingz/L for very stable conditions (large
z/L). This modification corresponds to greater heat flux for a given vertical temperature gradient and
stability.

Howell and Sun (1997) compute fluxes from the Microfronts data using a variable averaging length which
is dependent on the flow itself. They find that the stability function for momentum lies numerically between
those of Busingeret al.(1971) and Beljaars and Holtslag (1991). They find that the heat flux and the stability
function for heat,ψh, are sensitive to the choice of observational height even in the lowest 10 m.

In contrast to the above studies, Sethuraman and Brown (1976) find that the log-linear form is valid for
z/L much larger than one. They attributed this behavior to the large roughness of the surface. Since the
stability functions are assumed to be independent of the roughness length, the arguments of Sethuramen and
Brown (1976) contradict Monin–Obukhov similarity theory.

However, most studies suggest that the log-linear law underestimates the surface flux for very stable
conditions. In numerical models, the underestimated downward heat transport leads to unrealistic surface
cooling. This cooling further stabilizes the boundary layer which in turn further reduces the turbulence and
downward heat flux. The final result may be total collapse of the turbulence and “run-away” surface cooling
due to the uncompensated surface radiative heat loss. This cooling eventually leads to radiative equilibrium
between the surface and the atmosphere which corresponds to unrealistically low surface temperatures.

2.4. Additional Length Scales

The uncertainty of the form of the stability functionsϕm andϕh for very stable conditions could be due to
the difficulty of measuring fluxes under such conditions or may be an inadvertent attempt to compensate for
additional affects not included in Monin–Obukhov similarity theory. Smedmanet al.(1993) concludes that
conditions for surface layer similarity theory are not met when the principal source of turbulence is aloft as
might occur with significant shear associated with a low-level jet. Intermittent downward transport of heat by
shear-generated turbulence above the surface-based nocturnal inversion has been observed by Mahrt (1985),
Smedman (1988), and Nappo (1991). Then the conditions for Monin–Obukhov similarity theory may not
be met in that this downward transport probably does not scale with the Obukhov length. Modification of
the nondimensional profile functions in Section 2.3 might be due to an attempt to compensate statistically
for sources of heat flux not included in Monin–Obukhov similarity theory.

However, in contrast to the above studies which suggest thatϕh is smaller (greater heat flux) than predicted
by the log-linear law, Smedmanet al.(1995) found that theϕ functions were much larger than predicted by
Monin-Obukhov similarity theory for stable offshore flows in the presence of a low-level jet. This implies
that for a given vertical gradient, fluxes are weaker in the presence of a low level jet. On the other hand, the
nondimensional velocity and temperature gradients obeyed Monin–Obukhov similarity at the same location
for stable cases without a jet (Bergstr¨om and Smedman, 1995). Smedmanet al. (1995) also observed that
larger eddies were suppressed by the low-level jet which is thought to be responsible for the reduced
transport. These data sets were characterized byz/L < 1 and therefore did not represent the very stable
case. In a similar study, Mahrtet al. (1997b) also found that existing similarity theories overestimate the
surface heat flux in stable offshore flows. They listed a number of possible causes including suppression of
large transporting eddies by the low top of the internal boundary layer. However, they were unable to isolate
a specific mechanism as the main cause.

The above studies suggest that the flux–gradient relationship atz, the first model level or observational
level, may be influenced by additional length scales such as the boundary-layer depth or height of the low-
level jet. Alternatively, the surface layer, where the flux-gradient relationship is influenced by onlyz/L,
may be confined to a layer below the levelz.

From another point of view, the flux decreases significantly between the surface and the levelz when
z/L is large. In the stable atmospheric boundary layer, H¨ogstöm (1988) observed a decrease of flux with
height even within the lowest 10 m. Even with modest stability in the classical Kansas experiment, the
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heat flux decreased by typically 20% between the 6 m and 23 m levels (see Figure 10 of Haugenet al.
1971). Substantial vertical divergence of the heat flux is observed in the lowest 10 m in Howell and Sun
(1997). The divergence may be larger than inferred from the data since the flux at the lowest level could be
underestimated with standard sonic anemometers where transport by small eddies close to the ground is not
completely captured due to pathlength averaging of the instrument.

A substantial decrease of the flux between the surface and levelz implies that the flux is influenced by
the depth of the boundary layer, that is the depth where the flux vanishes. Thenz/L alone is inadequate to
predict the flux at levelz. Perhaps choosing a lower value ofz (higher model resolution or attempting to
measure fluxes closer to the surface) would improve the applicability of Monin–Obukhov similarity theory.

We summarize the above results by suggesting that whenz/L is larger than unity, the existing calibration
of theϕ functions is uncertain. Whenz/h is not small compared with unity, flux divergence between the
surface and levelz may invalidate application of Monin–Obukhov similarity theory. The latter breakdown
may be more severe with the occurrence of low-levels jets. However, such conclusions are partly speculation
and more observations are needed.

2.5. Final Recommendation for Surface Fluxes

The above subsections show that existing surface formulations are not trustworthy in the very stable case.
Existing surface flux formulations may also be invalidated with low-level jets, sloped surfaces, surface hete-
orogeneity and significant clear-air radiative flux divergence. With these serious warnings in mind, the bulk
aerodynamic formula is recommended with the thermal roughness length simply equated to the momentum
roughness length (equation 6) and the stability functions simply estimated from (9). The formulation of the
thermal roughness length is the most tenuous part of the package but more sophisticated formulations cannot
be justified based on existing data. Considering the new evidence and formulations for the very stable case
surveyed in the above section, these conservative recommendations might seem like a step backwards in
time. The philosophy adopted here is that newer more sophisticated formulations are still characterized by
large uncertainty and the increased complexity is not justified. From an observational point of view, real
progress will not be made until field work with improved instrumentation is dedicated to the very stable
boundary layer. However, this is beyond the scope of this paper.

3. Bulk Structure

Based on observations of stable atmospheric boundary layers, this section describes the vertical structure
above the surface layer in the so-called “outer layer” of the boundary layer.

3.1. Weakly Stable

In theweakly stable boundary layer, the turbulence is more continuous in time and space and is more likely
described by existing similarity theory in both the outer layer and in the surface layer. The weakly stable
boundary layer is the usual “textbook” nocturnal boundary layer and has been examined with (a) atmospheric
observational studies (e.g., Lenschowet al. 1988a,b), theoretical studies (e.g., Derbyshire, 1990), and (c)
similarity theories (e.g., Zilitinkevich and Mironov, 1996). Almost all modeling studies (e.g., Brost and
Wyngaard, 1978) as well as recent large-eddy simulations (LES) of the nocturnal boundary layer (Mason
and Derbyshire, 1990; Brownet al.1994; Andrén, 1995) have concentrated on the weakly stable case.

The weakly stable case can be defined in terms of the stability of the surface layer,z/L. For weak
stratification (smallz/L), the magnitude of the downward heat flux is limited by the smallness of the
temperature stratification and vanishes as the temperature stratification vanishes (neutral stratification). With
stronger stratification, the downward heat flux becomes limited by the buoyancy constraints on the turbulence
and vanishes as the stratification becomes sufficiently large to suppress the turbulence completely. Between
these two regimes, maximum downward heat flux occurs (Figure 2). Mahli (1995) finds the maximum
downward heat flux occurs atz/L = 0.2. For the Microfronts data, the maximum heat flux occurs at roughly
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Figure 3. The heat flux as a function of stability for the Microfronts data.

z/L = 0.05 for 10 m data (Figure 3) but depends on the measurement height. In either study, the maximum
downward heat flux occurs at values ofz/L which are smaller than the order of one value thought to mark
the beginning of the breakdown of the log-linear law which here defines the beginning of the very stable
regime.

Between the stable surface layer and inversion layer capping the weakly stratified boundary layer, the
profile of potential temperature may be nearly well mixed (Figure 1) corresponding to an inflection point in
the flow profile (Van Ulden and Wieringa, 1996). Otte and Wyngaard (1996) apply a series expansion to the
basic equations where the zero-order state is the well-mixed layer and corrections to this state are higher-
order terms. However, even for the weakly stratified partially mixed layer, shear production of turbulence
energy is important in the upper part of the boundary layer (Vogelezang and Holtslag, 1996).

In contrast to the very stable case, the depth of the boundary layer seems definable in the weakly stratified
case. In some models the boundary-layer depth is explicitly modeled, while in other models the boundary-
layer depth is not needed or is diagnostically computed from the predicted vertical distribution of turbulence
kinetic energy. Zilitinkevich and Mironov (1996) provide a comprehensive survey of different models of the
stable boundary-layer depth. They organize their comparisons in terms of the vertically-integrated turbulence
kinetic energy budget and include the influence of rotation and stratification above the stable boundary layer.
It is clear from their survey, that a large number of theoretical treatments have been offered in the past three
decades which exceed the number of observational studies of the nocturnal boundary-layer. The Coriolis
parameter is often considered as one of the scaling parameters in the similarity description of the stable
boundary layer depth. Direct verification of the importance of the Coriolis parameter using data from a wide
range of latitudes has not been carried out. Garratt (1982) compared a mid-latitude boundary layer with a
low-latitude boundary layer and concluded that the differences between the two locations seemed to be due
to differences in terrain rather than latitude. Nonetheless, observations of Ekman spirals have been observed
in the stable nocturnal boundary layer (Van Ulden and Wieringa, 1996). Normally such spirals are difficult
to isolate because of the influence of the nocturnal inertial oscillation (Section 4.4).

3.2. Very Stable

Turbulence in the very stable boundary layer (Figure 1) is weak and intermittent even near the surface,
and perhaps layered at higher levels. Derbyshire (1990) argues that the turbulence may at least temporarily



Stratified Atmospheric Boundary Layers and Breakdown of Models 271

collapse due to strong net radiative cooling at the surface which demands a downward heat flux that cannot
be supported by the turbulence. In the very stable boundary layer, the turbulence may be strongest at the
top of the surface inversion layer (Mahrt, 1985) which may occur in shear on the underside of a low-level
jet (Smedman, 1988). As a consequence, the depth of the very stable boundary layer may not be definable
and models which assume a functional dependence of the exchange coefficients onz/h will probably not
be successful, whereh is the boundary-layer depth. Here, intermittency refers toglobal intermittencywhere
turbulence is suppressed for periods which are long compared with the time scale of individual eddies (Mahrt,
1989). This contrasts withlocal intermittencywhich describes the variation of the fine-scale structure within
individual large eddies (coherent structures).

Analyzing low-level aircraft data in the upper part of the nocturnal surface inversion, Ruscher and Mahrt
(1989) found that some of the intermittent turbulence and most of the flux was associated with upward
ejections of colder air apparently driven by local shear instability. The ejection motion spreads out hori-
zontally leading to “two-dimensional” horizontal motions. The collision of such motions in narrow conver-
gence zones contributed significantly to the averaged temperature variance but not to the averaged vertical
flux.

Some studies suggest that the vertical profile of the heat flux is more curved in the very stable case
corresponding to greater heat flux divergence in the lower part of the boundary layer (see, for example,
Yamada, 1979). This heat flux profile could be forced by radiative flux divergence. Grant (1997) finds a
tendency for greater curvature in the heat flux profile in the developing early evening nocturnal boundary
layer. In principle, a wide variety of vertical distributions of the heat flux is possible in the very stable
boundary layer.

3.3. Transition Between the Two Regimes

The above two-case division of the boundary layer is an oversimplification in that the stable boundary layer
assumes a variety of forms (Mahrtet al.1979; Stull, 1990; Kurzejaet al.1991). For example, in the simple
two-regime treatment above, the windy weakly stable boundary layer may contain a well-mixed layer or
partially well-mixed layer between the stratified surface layer and overlying capping inversion, while the
very stable case is more often characterized by profiles of potential temperature with negative curvature.
However, Tjemkes and Duynkerke (1989) show cases where the potential temperature profile switches
back and forth between these two regimes even though the surface heat flux was relatively time-inde-
pendent.

Intermittent switching back and forth between turbulent and nonturbulent states has been historically
posed in terms of a critical Richardson number and the feedback between turbulence fluxes and the mean
profiles. Numerous observations have been interpreted in terms of interplay between generation of mean
shear and reduction of shear by intermittent turbulence such that the Richardson number stays close to a
critical value (Atlaset al. 1970; Roach, 1970; Townsend, 1976; Nieuwstadt, 1984; Kim and Mahrt, 1992;
see also Derbyshire (1994) and references therein). The interplay between the intermittent turbulence and
mean shear is not symmetric since generation of turbulence is thought to require much smaller Richardson
numbers compared with the value required to maintain existing turbulence. In practice, exact values of
the critical Richardson number are difficult to establish since the computed Richardson number generally
increases with the thickness of the layer over which it is computed (Lyonset al.1964; Kim and Mahrt, 1992)
and turbulent sublayers may occur within layers of high Richardson number (Kunkel and Walters, 1982;
Padman and Jones, 1985). Consequently, models based on a critical Richardson number might benefit by
specifying the critical Richardson number to increase with grid size.

We unify the above discussion with previous sections by noting that the turbulence is more or less
continuous in the weakly stable boundary layer while in the strongly stable boundary layer, fully devel-
oped turbulence only occurs intermittently where temporarily the boundary layer appears similar to the
weakly stable case. The transition between the weakly stable and very stable cases is also marked by an
increased relative importance of nonturbulent mesoscale motions which is discussed in more detail in Sec-
tion 5.
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4. Special Features of the Stable Boundary Layer

4.1. Enhanced Heterogeneity

It is unlikely that numerical and laboratory studies would intentionally include the influence of surface
heterogeneity since understanding the stable boundary layer over homogeneous surfaces is far from complete.
However, comparisons of numerical, theoretical, and laboratory studies with observations of atmospheric
stable boundary layers must contend with the influence of surface heterogeneity on atmospheric stable
boundary layers. Since vertical mixing in the very stable boundary layer is weak and characterized by small
scales, small-scale heterogeneity may become important even though the influence of such heterogeneity
in unstable heated boundary layers is eliminated by large eddies. On the other hand, mesoscale surface
heterogeneity over flat surfaces is less likely to generate its own secondary circulation since larger scale
vertical motion fields are preferentially inhibited by the stratification through pressure adjustments (Smith and
Mahrt, 1981). Therefore the role of surface heterogeneity is mainly through modifying the local turbulence
flux.

Derbyshire (1995a) emphasizes that the nocturnal boundary layer is slow to adjust and therefore easily
influenced by surface heterogeneity and other variability. Because the mixing is smaller scale and weaker at
night, small-scale obstacles and surface features are individually more likely to influence the surface layer
compared with surface layers with weak stability or unstable stratification. Derbyshire (1995b) finds turbu-
lence extending to larger Richardson numbers at a heterogeneous site compared with a homogeneous site
which suggests that traditional formulations of the nocturnal boundary layer may underestimate turbulence
with strong stratification over many real surfaces. Parker and Raman (1993) find multiple layer inversions
and wind maxima and elevated layers of turbulence in nocturnal flow over complex terrain.

If the horizontal grid size of the model is large compared with turbulent scales and if the flow is not
horizontally homogeneous, then similarity theory (Section 2) and the concept of a critical Richardson
number do not apply to grid-averaged fluxes. Mahrt (1987) and Garratt (1992) argue that spatial variation
of stability within an averaging area leads to turbulence at larger values of the Richardson number than
predicted by applying similarity theory to spatially averaged variables. That is, even if the Richardson
number based on spatially averaged variables is large, the Richardson number is still likely to be small at
some locations within the averaging area. Therefore, the grid-averaged turbulent transport does not vanish
with large Richardson number. These considerations imply that in numerical models with large grid size,
the turbulence should extend to larger Richardson numbers than predicted by traditional similarity theory.
Because of such spatial variability, Delage (1997) concludes that some turbulent mixing should be included
in the model even for large Richardson numbers.

4.2. Turbulent Prandtl Number

The turbulent Prandtl number is sometimes assumed to be unity (Lacser and Arya, 1986; Tjemkes and
Duynkerke, 1989) in which caseϕh = ϕm in the surface layer andKh = Km above the surface layer where
Kh andKm are the turbulent diffusivities for heat and momentum, respectively. The Prandtl number is
thought to increase to values larger than one at larger Richardson numbers (Merrit and Rudinger, 1973;
Hicks, 1976; Kondoet al. 1978; Wittich and Roth, 1984; Beljaars and Holtslag, 1991; Kim and Mahrt,
1992; Yagüe and Cano, 1994). Apparently, pressure fluctuations induced by turbulence and gravity waves
lead to momentum flux without directly increasing the heat flux. For example, nonlinear gravity waves
transport momentum but transfer little heat. Beljaars and Holtslag (1991) predict that the Prandtl number,
ϕh/ϕm increases as (z/L)1/2. Consequently, the eddy Prandtl number is expected to be larger for the very
stable case compared with the weakly stable case. However, exceptions occur and the Prandtl number for
the Microfronts data remained near unity even for large stability (Howell and Sun, 1997).

4.3. Clear-Air Radiative Cooling

While stable stratification in the nocturnal boundary layer is induced by net radiative cooling at the surface,
radiative flux divergence within the air may also be important. The importance of radiative flux divergence



Stratified Atmospheric Boundary Layers and Breakdown of Models 273

leading to clear-air radiative cooling was emphasized in Yamada (1979), Garratt and Brost (1981), and Andr´e
and Mahrt (1982). Clear-air radiative cooling is thought to be most important in the very stable boundary
layer. To first order, clear-air radiative flux divergence acts to cool warmer air and warm cooler air. This
process leads to thickening of the surface inversion layer. Interaction between radiative effects and turbulent
temperature fluctuations might increase the critical flux Richardson number (Townsend, 1958). This topic
is beyond the scope of this survey and the reader is referred to Tjemkes and Duynkerke (1989) for further
discussion.

4.4. Low Level Jet and Elevated Turbulence

Shear-generation of turbulence at the top of the surface inversion layer may be primarily due to formation
of a low-level nocturnal jet (Figure 1) where turbulence is enhanced by shear on the underside of the jet
(Smedman, 1988). This wind maximum can be generated by two main mechanisms: effects of sloped surfaces
and inertial oscillations. Cooling over sloping terrain leads to a height-dependent pressure gradient force.
Small-scale sloping terrain leads to nonhydrostatic downslope drainage flows which can be significant even
over weak slopes if skies are clear and the large-scale flow is weak. Flows driven by slopes on scales greater
than the order of 100 km become influenced by the Coriolis parameter (Lettau, 1990). A classification of
different slope flows based on scale analysis of the basic equations is presented in Mahrt (1982).

As the second main mechanism, nocturnal low-level jets are driven by ageostrophic flow caused by
daytime frictional effects in concert with collapse of the daytime boundary layer in late afternoon. This
leads to the so-called inertial oscillation (Buajitta and Blackadar, 1957; Stull, 1990). The vertical resolution
of large-scale models may be inadequate to resolve this transition as well as the vertical structure of the
nocturnal boundary layer and overlying low level jet.

The initial formation of such a low-level jet can be viewed in terms of decoupling of the flow from
the surface. The decoupled flow accelerates leading to elevated shear and generation of turbulence. Such
turbulence was observed in a number of studies surveyed in Kim and Mahrt (1992) and also examined in
Tjernström and Smedman (1993), Parker and Raman (1993), and Smedmanet al. (1995). Shear associated
with the low-level wind maximum may effectively generate turbulence just above the surface inversion layer
in the overlying residual layer (Figure 1) where the stratification is weaker. The residual layer is the remnants
of the previous days convectively mixed layer and is generally characterized by near neutral stratification.
Eventually the elevated shear-driven turbulence generates sufficient turbulence that it diffuses to the surface
in the form of intermittent turbulence. Coupling between the nocturnal boundary layer and the residual layer
by intermittent turbulence is inferred in Mahrtet al. (1979) and Neu (1995).

The generation of the low-level jet by the inertial oscillation is complex. If momentum is well mixed
during the day within the boundary layer above the surface layer and the geostrophic wind is independent
of height, then the ageostrophic wind is also height-independent. The amplitude of the nocturnal inertial
oscillation is proportional to the ageostrophic flow at the onset of the inertial oscillation. Therefore, without
consideration of other factors, the collapse of the daytime boundary layer leads to an inertial oscillation
whose amplitude is independent of height; that is, uniform acceleration of a deep layer with no well-defined
local wind maximum. Height-dependent geostrophic wind enhances the height-dependent ageostrophic flow
in the daytime since the baroclinic geostrophic wind varies with height while the momentum may be well
mixed. For example, Arya and Wyngaard (1975) found that the actual shear in the mixed layer is considerably
less than the geostrophic shear, enhancing the ageostrophic flow. Height-dependent ageostrophic flow may
also be generated during the transition period between the daytime heated boundary layer and the nocturnal
boundary layer (Mahrt, 1981; Grant, 1997). The boundary-layer depth collapses rapidly while the stress
decreases more slowly with time leading to a temporary increase in the stress divergence in the lower levels.
The transition period is difficult to model because the turbulence may not be in equilibrium with the rapidly
changing mean flow (Grant, 1997).

5. Mesoscale Motions

Mesoscale motions include gravity waves, cold air drainage, and meandering motions which might propagate
from outside the local domain and therefore not be included in numerical studies. Atmospheric stable
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Figure 4. The standard deviation of the horizontal and vertical velocity fluctuations scaled by the surface friction velocity, as a function
of stability for the Microfronts data. The standard deviation for the horizontal velocity fluctuations is the square root of the sum of
variances for theu- andv-components.

boundary layers also frequently contain gravity waves (see Rao and Nappo (1998) and papers surveyed in
Smedman (1991)) and other mesoscale variability of unknown origin. Such mesoscale motions complicate
the comparison between observed and modeled statistics. These mesoscale motions become relatively more
important for the very stable case, partly because they are more active and partly because the turbulence is
weaker.

The mesoscale motions may also be locally generated in stably stratified flows by turbulence which decays
into mainly horizontal modes sometimes referred to as meandering motions or two-dimensional turbulence
(Kristensenet al. 1982; Lilly, 1983; Herring and Metais, 1989). Such meandering can be augmented by
topographical effects or other causes of vertical directional shear (Grant, 1994). These layered motions
randomly enhance the shear between layers which in turn intermittently regenerates local turbulence.

As a result of mesoscale motions and large eddies, Smedman (1988) finds that the standard deviation of the
velocity fluctuations scaled by the surface friction velocity suddenly increase with increasingz/L for values
greater than about 0.5. This increase is presumably due to the contribution of nonturbulent mesoscale motions
to the variances. For the Microfronts data, the standard deviation of the velocity fluctuations scaled by the
friction velocity increases substantially betweenz/L equal to 0.5 and 1.0 (Figure 4). The increased scaled
standard deviations are due to the increased relative importance of the mesoscale motions. The mesoscale
contribution might be reduced by using a smaller averaging scale to define the perturbation quantities for the
very stable case, although such a procedure is somewhat arbitrary and inadvertently removes a small part of
the turbulent flux. Mesoscale motions may also explain the decreased correlation between temperature and
vertical motion with increasing stability observed by Smedman (1991).

Such mesoscale motions complicate comparisons between numerical simulations and stable atmospheric
boundary layers since numerical domains do not naturally contain some of the above mesoscale motions. A
simple comparison between the numerical simulations and atmospheric stable boundary layers can be formed
in terms of variability of the horizontal flow. With substantial mesoscale variation of the wind vector, the
speed of the time averaged wind vector is expected to be smaller than the time-average of the instantaneous
wind speed due to flip-flop of the wind vector and cancellation in averaging the wind vector.

We therefore compute the ratio

CR ≡ [u]
V
, (11)
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Figure 5. The constancy ratio as a function of wind speed for the Microfronts data.

whereV is the average of the instantaneous wind speed and [u] is the speed of the vector-averaged wind.
This ratio is sometimes referred to as the constancy ratio. It represents the constancy or steadiness of the
wind direction and is unity with constant wind direction. With strong continuous turbulence and absence
of vigorous mesoscale motion, the ratioCR is close to unity, generally 0.98 or greater. That is, normal
turbulence does not lead to large changes in wind direction. However with weak intermittent turbulence
and mesoscale meandering of the wind vector, the constancy ratio will be smaller. SmallCR should be an
intrinsic feature of the very stable boundary layer and alerts the investigator that computed statistics will
be sensitive to the averaging time. For nocturnal flow in the Microfronts experiment, the constancy ratio
CR decreases with very weak winds to values less than 0.9 (Figure 5). The constancy ratio also decreases
with increasingz/L although the relationship is not as systematic because the mesoscale contribution does
not scale withz/L. PresumablyCR would be larger in numerical models due to absence of some of the
mesoscale activity.

As an additional complication, turbulence generated by mesoscale motions is not represented by the
vector-averaged wind speed used in the bulk aerodynamic prediction of the surface fluxes (2) since such
mesoscale motions reverse direction and are at least partly eliminated in the vector averaging process. This
leads to new controversies in application of the bulk aerodynamic method discussed in Mahrt and Sun (1995)
and references therein.

6. Conclusions and Summary of Special Modeling Problems

The above interpretive literature survey has organized the study of the stable boundary layer by considering
two idealized prototype boundary layers: the weakly stable case and the very stable case. While this classi-
fication is partly supported by analysis of new eddy correlation data (Sections 3–5), any such classification
is necessarily oversimplified.
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Section 2 provides a self-contained approach for parametrizing surface fluxes in the stable boundary layer,
briefly summarized in Section 2.5. Confident modeling of the very stable boundary layer seems tenuous due
to suspected breakdown of current formulations of the surface fluxes.

1. Monin–Obukhov similarity theory for surface fluxes appears to underestimate turbulence in the very
stable case (roughlyz/L > 1) which may cause unrealistic surface cooling in models of the at-
mospheric boundary layer (Section 2). In numerical models, underestimation of the downward heat
flux accelerates surface cooling and stabilization of the air adjacent to the surface. This further re-
duces the turbulence and downward mixing of warmer air. These feedback mechanisms can lead to
unrealistically large surface cooling and total collapse of the turbulence.

2. In large-scale models, the thin very stable boundary layer may be resolved by only a couple of levels.
With LES models, normally only the transporting eddies near the surface are unresolved and must be
parametrized. However, in the interior of the very stable boundary layer, the transporting eddies may
be locally generated by shear in thin layers and thus partly unresolved by the LES model. Data for
testing subgrid parametrizations for the very stable case are not available.

3. The very thin surface layer may occur completely below the first model levelz in which case current
formulations of the surface fluxes are not valid. Ifz/h is not small compared with unity, whereh is the
boundary-layer top where the fluxes first vanish, then the flux at levelz may be significantly smaller
than the surface value. From another point of view, the flux–gradient relationship at levelz depends
onz/h as well asz/L and Monin–Obukhov similarity theory is not valid.

In addition to these difficulties, the stable atmospheric boundary layer includes physical effects which
are not usually included in numerical models.

1. Inadequate resolution or omission of vertical divergence of the long-wave radiative flux which is
thought to be important with strong stratification and augmented by strong vertical gradients of
temperature, moisture, and other scalars.

2. Mesoscale motions such as gravity waves, meandering and cold air drainage can propagate from
outside the domain of interest and can locally enhance the shear and shear-generation of turbulence.

3. Dominant shear-generation of turbulence at the top of the surface inversion layer causes the very stable
boundary layer to lose its vertical integrity. When the main source of turbulence is elevated, definition
of the nocturnal boundary layer becomes problematic and models which assume such a definition
become invalid.

4. Low-level jets may involve large-scale flow features not fully recognized by the domain of the numer-
ical model. The low-level jet can cause shear-generation of turbulence at or above the stable boundary
layer but may also suppress large transporting eddies within the stable boundary layer. Then the height
of the jet may become an additional length scale affecting the flux–gradient relationship even near the
surface.

In conclusion, formulation of turbulence in the very stable boundary layer is uncertain and the stable
boundary layer contains a number of physical influences not present in existing models. However, the very
stable case is of considerable practical importance and even small future advances justify more work.
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