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Structural application of a shape optimization method based on

a genetic algorithm”*

S.Y. Woon, O.M. Querin and G.P. Steven

Abstract This paper presents a structural application
of a shape optimization method based on a Genetic Al-
gorithm (GA). The method produces a sequence of fixed-
distance step-wise movements of the boundary nodes of
a finite element model to derive optimal shapes from an
arbitrary initial design space. The GA is used to find the
optimal or near-optimal combination of boundary nodes
to be moved for a given step movement. The GA uses
both basic and advanced operators. For illustrative pur-
poses, the method has been applied to structural shape-
optimization. The shape-optimization methodology pre-
sented allows local optimization, where only crucial parts
of a structure are optimized as well as global shape-
optimization which involves finding the optimal shape of
the structure as a whole for a given environment as de-
scribed by its loading and freedom conditions. Material
can be removed or added to reach the optimal shape. Two
examples of structural shape optimization are included
showing local and global optimization through material
removal and addition.

Key words structural optimization, genetic algorithm

1
Introduction

The Genetic Algorithm (GA) method is a stochastic
search method that was first derived by Holland (1975)
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and then extended by Goldberg (1989). A GA is based
on evolution and genetics, and exploits the concept of
survival of the fittest. For a given problem or design
domain of significant complexity there exists a multi-
tude of possible solutions that form a solution space.
In a GA, a highly effective search of the solution space
is performed by allowing a population of traditionally
binary mathematical strings representing possible solu-
tions to evolve through the basic random operators of
selection, crossover and mutation. Over generations, the
population evolves into an increasingly fit and conver-
gent state. Survival of the fittest is implemented through
biased selection schemes which ensure that character-
istics of fit members have a significantly higher prob-
ability of propagating from one generation to another.
Crossover involves swapping some corresponding allele
values between two mathematical strings at some high
probability, hence emulating the biological operation of
gene swapping. In a GA, this is traditionally viewed as
the main operator that efficiently exploits the solution
space information inherent in a population of strings.
Mutation is a random operator that expands the search
space beyond that initially represented by the popula-
tion. Simulated mutation is achieved by allowing a ran-
dom, low percentage of string allele to switch values. It
also prevents premature convergence by providing ran-
dom variations. The resultant selection, crossover and
mutation pressure drives the population towards an opti-
mum solution.

Since its inception, GAs have proven to be robust,
relatively efficient and effective in finding global op-
tima. Its robustness stems from the use of problem-
independent low level operators, the only requirements
being a string representation of possible solutions (geno-
type) and a means of implicitly or explicitly evaluating
the fitness of the resultant phenotype. Its efficiency as
a search algorithm was mathematically established as an
implicit part of the GA formulation by Holland (1975)
and Goldberg (1989) through the theory of implicit par-
allelism and the schema theorem. Nondeterministic tran-
sition rules and operators as well as the multipoint search
enabled by an initial population of possibilities greatly in-
crease the ability of the GA to find global optima over
more traditional search or optimization techniques.
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GAs have since been successfully applied in a mul-
titude of forms to diverse applications. Some fields of
application include combinatorial optimization (travel-
ling salesman problem), Goldberg and Lingle (1985),
floor-plan design, Cohoon et al. (1991), job-shop schedul-
ing, Fang et al. (1993), Norman and Bean (1995), con-
trol systems, Odetayo and Dasgupta (1995), compu-
tational fluid dynamics, Doorly (1995), aerodynamic
design, Periaux et al. (1995), artificial learning, Andre
(1995) and database design, Cedeno and Vemuri (1997).
In structural mechanics, there has been a similarly high
level of interest. Schoenauer (1995) presented a GA ap-
proach to finding a partition of a given design domain
into material-void subsets. Le Riche and Haftka (1997)
and Le Riche et al. (1995) used a GA to optimize com-
posite laminates. Chapman and Jakiela (1996) applied
a GA to structural optimization with compliance and
topology considerations. For structural shape optimiza-
tion in particular, there has been research by Kita and
Tanier (1998) and Wibowo and Besari (1998) amongst
others. The scheme applied by Wibowo and Besari dealt
specifically with the shape optimization of oval axially
symmetric shells. Kita and Tanie used a GA to optimize
the shape as well as the topology of continuum struc-
tures through B- spline functions. A GA was used to find
the optimum positions of the knots of the B-spline func-
tions and the number of internal boundaries, hence the
optimum topology.

This paper details an alternate coding of the shape op-
timization problem that allows it to be amenable to the
classic binary valued GA using the actual coordinates of
the boundary nodes as the design variables. This coding
allows direct control over the extent of the local area of
a shape to be optimized as well as global shape optimiza-
tion through addition or removal of material.

2
Shape optimization using a genetic algorithm

2.1
Binary string representation

An optimal shape may be arrived at by a series of step-
wise movements of its boundary nodes. For example, in
Fig. 1 a hypothetical optimum shape is arrived at in a se-
ries of steps of equal magnitude. Figure 1 also shows
that there exists more than one sequence of equal sized
steps that will lead to the optimum shape. There is only
one “optimal sequence” that requires the least number
of steps. Figure 1 also shows that while there may be
more than one possible sequence, there conversely exist
sequences that will not lead to an optimum shape. For
a given step movement, there exist fit and unfit bound-
ary node movement combinations hence the combination
of nodes that are to be moved is important. The degree of
fit of a given combination is determined by the fitness it
imparts to the structure as a whole.

While a sequence of steps consisting of unfit combina-
tions will not lead to an optimum shape, Fig. 1 demon-
strates that it is not necessary to find the fittest possible
combination at every step. A sequence of the fittest com-
binations defines the optimal sequence but a sequence of
fit combinations also leads to an optimum shape, albeit
with more steps.

For any single step movement, a range of possible com-
binations can be defined, all of which have an attached
fitness. As such, every step movement is amenable to a bi-
nary GA scheme where a population of strings represents
possible combinations of boundary nodes which are to be
moved a given step. Each locus of a given string corres-
ponds to a boundary node that is to be optimized. The
number of boundary nodes to be included in the opti-
mization process is hence equivalent to the length of the
string. Each locus has binary alleles. A binary value of
“0” represents no movement and a binary value of “1”
represents a step-wise movement of a particular bound-
ary node. The series of ones and zeros hence represents
one possible form of a step movement arising from one
possible combination of boundary nodes. A population
represents a set of possible forms for a given step. The de-
sign variables are the coordinates of the boundary nodes
but they are not directly coded in the GA string. The
genotype, as expressed by a string, decodes to a set of
movement information for the boundary nodes. This in-
formation is used to create the phenotype (shape repre-
sentation of the string) by modifying the boundary node
coordinates accordingly.

A sequence of fit combinations, as opposed to the fittest
combinations, will suffice to create a highly effective struc-
tural shape. In GA terms, this means that a sequence of
locally optimal or near-optimal combinations in unison
will suffice to create the global shape optimum. The notion
of a series of local optima is especially suited to a form of
the Micro-GA operator, as explained in Sect. 2.2.

2.2
Genetic algorithm operators

221
Basic operators

A tournament selection scheme was used between two
randomly selected strings. Random selection of strings to
include in the selection process was facilitated by a ran-
dom number generator. The fitter of the two strings sur-
vives to become a parent in crossover. Tournament selec-
tion is performed twice for every crossover in order to find
a suitable mating pair (1)

dok=1to2
if fitness; > fitness;
parent(k) = string;
else
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Fig. 1 Three possible sequences of boundary node combinations. (a) Optimal sequence consisting of the fittest possible combina-
tions — optimum achieved. (b) Nonoptimal sequence consisting of fit combinations — optimum achieved. (¢) Nonoptimal sequence

consisting of unfit combinations — optimum not achieved

parent(k) = string;;
end if
end do (1)

After two parents were selected, single point crossover
was performed. This was done by selecting a randomly
generated crossover point and exchanging allele values
between parents in order to form two new strings. Each
crossover was only set to produce one offspring, with the
second offspring discarded. (Fig. 2)

J.Ulﬂl 110101 11111110101

g.D

11111 110000 10101110000 (DISCARDED)

Fig. 2 Single point crossover between two parents with only
the first offspring allowed to survive

The probability of crossover was set to 1 while the mu-
tation probability was set to 0. These values were set to
encourage quick convergence to an optimum, either local
or global.

2.2.2
Advanced operators

The advanced operators used were elitism and micro-GA.
Elitism is especially important in GA schemes that in-
volve quick convergence, whereby the schemata of high
fitness lost through sampling error may not have suffi-
cient time to re-emerge. Elitism was used throughout to
ensure the survival of fit schemata.

Micro-GA is a GA concept that was obtained from
and first encountered in coding published on the Inter-

net by Carroll (1997). Micro-GA, which may be applied
in place of or in conjunction with mutation, allows an ef-
fective search using small population sizes. It works by
allowing a small population to converge quickly. The de-
gree of convergence is determined by counting the number
of different bits in the population compared to the fittest
individual. If the difference is less that a set percentage
(e.g. 5%), then the population is deemed to have con-
verged. If this occurs, the entire population, except the
fittest string, which is reproduced through elitism, is re-
populated with random strings to form a new population.
This is akin to starting a new search after finding a local
optimum, but still retaining the most effective schema
from the previous search. This method does an effective
search of the solution space using a small population size,
thus reducing computational time.

2.3
String fitness

In this work two criteria were used to define optimality.
The first is low deflection (or high stiffness) and the sec-
ond is low weight. These two criteria were combined to
define the fitness function in (2),

1
fit ; = . 2
Hess weight, x deflection; @)

LL ”

The fitness of a given string is equivalent to the
inverse of the product of its resultant structural weight
and its deflection. The deflection of a structure is defined
as the average of the absolute value of the deflection ex-
perienced by a pre-determined number of points. If there

are “j” points and if each point has a deflection of “§”
to be included in deflection consideration, the deflection
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function is shown in (3),

J
deflection; = 1 Z [0n,] - (3)
J n=1

The fitness function optimises the shape of a structure
for the best balance between weight and stiffness. A struc-
ture can be made infinitely stiff if there are no material or
weight constraints. Conversely, the weight of a structure
can generally be reduced if minimum stiffness constraints
are not imposed. The fittest string is the string represent-
ing the combination of nodal step-wise movements that
decodes to a structure that has the best trade-off between
weight and stiffness.

In order to define, solve and obtain structural prop-
erties of a design, the GA was coupled with a Finite
Element Analysis solver, STRANDG6 by G+D Computing
(version 6.17 1993). The FEA solver acts as an external
evaluator for a given structure.

2.4
Options

The design domain of a given structure can be explic-
itly defined by highlighting the relevant boundary nodes.
Each node can be individually set to move in the positive
and negative z and y directions. The step size can be set
to any given magnitude. Termination of the optimization
process can occur either through achieving a fixed num-
ber of micro-GA convergences or a pre-defined number
of generations. If a line of symmetry exists, a mirroring
function can be used. The function allows definition of
a line of symmetry about which selected nodes move syn-
chronously. This allows shorter strings to be used for sym-
metric structures and hence saves computational time.

2.5
Binary GA shape optimization methodology

The initial structure creates a set of base coordinates
consisting of the boundary node coordinates. The struc-
tural representation, or phenotype, of a given string is
defined by moving the appropriate boundary node by
a small fixed amount, based on the base coordinates.
The normal GA steps of fitness evaluation, selection,
crossover and mutation are used to process the string
population. Micro-GA is used to check for convergence.
Upon convergence, the fittest string is used to generate
a new set of base coordinates, based on the old set of
base coordinates. When there is convergence, the pop-
ulation is repopulated with random strings and elitism
invoked. The final set of base coordinates represents the
final optimized set of boundary coordinates that can
be used to define the optimized shape of the structure
(Fig. 3).
The procedure for the method is as follows.

1. Create an initial structural design.

2. Select the nodes on the boundary whose coordinates
will be used as design parameters to be optimized.

3. Specify the movement direction of each node.

4. Specify the nodes whose displacements are to be used
in the fitness function.

5. If necessary, define the line of symmetry and the mir-
rored nodes.

6. Save the boundary node coordinates as the initial set
of base coordinates.

7. Create a random population

8. Decode one of the chromosomes of the population
to boundary movement information and modify the
boundary nodes selected in step 2 to form the struc-
tural phenotype.

9. Using the FEA solver, calculate the displacement of
the nodes selected in 4.

10. Determine the chromosomal fitness as defined by (2)
and (3).

11.Repeat steps 8 through 10 until all members of the
population have been evaluated.

12. Store the string finesses for later post-processing and
identify the fittest string.

13.Select any two chromosomes from the population
through tournament selection and perform crossover
to create one offspring. Repeat until a new population
of offspring has been created.

14. Perform micro-GA. Check the binary form of all chro-
mosomes against the fittest chromosome. If the bits
differ by less that 5%, the population is deemed to
have converged. If so, create a new set of base coor-
dinates based on the phenotype of the fittest chromo-
some. Create a new random parent population.

15.1f a set number of micro-GA convergences have oc-
curred, go to step 17, otherwise perform elitism by
checking if the fittest chromosome has been repro-
duced and if not, randomly replace one offspring with
the fittest string as determined in step 12.

16.If a set number of generations have been run, go on to
step 17, otherwise return to step 8.

17. Replace the coordinates of the nodes in the finite elem-
ent structure with that defined by the movement vec-
tor of the fittest chromosome of the last population.
This final set of base coordinates defines the final op-
timized shape.

3
Examples

For the initial tests conducted in this research, two-
dimensional plane stress elasticity problems were studied.

3.1
Simple spanner head

The objective of this example was to apply the method
to a simplified two-dimensional spanner design, specif-
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Fig. 3 Schematic representation of the binary GA shape optimization methodology

ically to optimize the shape of its head. The initial de-
sign domain consisted of a 429 mm by 150 mm plate with
a rectangular notch 99 mm by 30 mm in size. The finite-
element mesh consisted of elements of two sizes, 16.5 mm
by 15mm and 33 mm by 15mm. The smaller elements
covered the notched end with a 12 by 10 grid while the
larger elements were used in the remaining portion of
the block in a 7 by 10 grid. The applied load consisted
of a distributed load of magnitude 100 N/mm. The free-
dom conditions were set around the notch to approximate
a spanner locking a nut as shown in Fig. 4. The mate-
rial properties were set as mild steel (Young’s modulus

210 GPa and Poisson’s ratio 0.3). The thickness was arbi-
trarily set to one.

Initially, only the upper surface boundary was used
as the design domain. Each chromosome or string had
a length of twenty bits, corresponding to the twenty
boundary nodes on the upper surface. These nodes were
set to move in the negative y-direction only. The deflec-
tion of interest was the deflection of the nodes along the
length of application of the load. A population size of 18
was used and the magnitude of each step change in geom-
etry was set to 0.5 mm, or 0.33% of the original height
of the beam. When the material in the top most layer of

198
66
= il
429 100N-"ITIITI1

Fig. 4 Initial design for a simple spanner, boundary nodes to be moved highlighted. All units in mm unless specified otherwise
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Fig. 5 Final shape of upper half of spanner after 807 gen-
erations. Contours show von Mises stress distribution. The
figure above shows initial shape and stress distribution

elements was sufficiently reduced such that it began to en-
croach into the next layer of elements, the structure was
manually re-meshed in order to allow optimization into
the next layer of elements. The simple spanner example
was allowed to run a total of 807 generations.

The resultant structural domain, after a final re-mesh
is given in Fig. 5. The final fitness was increased by 21.7%
(2.7628 x 10 kg ! mm~! t0 3.3622 x 10 S kg~ ! mm~1!)
at the nominal cost of a 9.9% increase in the value of
the maximum von-Mises stress (1.946 GPa to 2.138 Gpa).
The higher fitness was achieved in conjunction with
a reduction in volume from 60522mm? to 49921 mm?3
(17.5%) without a reduction in stiffness. The average ab-
solute deflection of the nodes along the application of
the load remained constant at 6.0 mm per node. There
were a total of 109 step movements of magnitude 0.5 mm.
The gain in fitness was largely due to the GA based
method’s ability to identify and remove inefficiently used,
low stressed material which did not contribute signifi-
cantly to its stiffness (see Fig. 5).

Note the flat region between the two smooth curves
on the upper boundary. Although the boundary within
this region was also to be optimized, no movement oc-
curred. A study of the stress distribution revealed that
this was because it is a highly stressed region. In order to
get a continuous curve on the upper surface, the height of
the initial design domain will have to be larger. The lip at
the mouth of the spanner is the residual material from the
optimization of the upper surface that was not allowed to
go to zero.

3.2
Simple spanner head with mirroring function

The structure obtained after 807 generations (Fig. 5) was
used as the basis of a new optimization run. The purpose

of the additional run was to fine tune the general shape
obtained from the previous run. As such, the step size
was halved to 0.25 mm or 0.17% the original height. Be-
fore the optimization was carried out, the lip was manu-
ally removed and the top half was reflected about the
initial line of symmetry to obtain a symmetrical struc-
ture. Using the mirroring function, both the upper and
lower boundaries were included in the new design domain
while retaining the same chromosome length, hence sav-
ing computational time. After 391 generations, no further
nodal movement occurred, indicating a global optimum
had been reached for the given structure with respect to
the fitness function and its environment. The initial de-
sign domain and stress distribution as well as the final re-
sultant structural domain, after a final re-mesh, is shown
in Fig. 6. Fitness increased by a further 1.8% and a fur-
ther 1.9% of material was removed without any decrease
in stiffness.

The results in Fig. 6 demonstrate the method’s ability
to produce smooth boundaries and optimize detail as well
as perform shape optimization on a global scale.

Fig. 6 Simple spanner head fine-tuned using a smaller step
size and the mirroring function. Figure above shows initial
shape and von Mises stress distribution before fine-tuning;
figure below shows the final optimal shape

33
Flange webbing

The objective of this example was to demonstrate local
optimization by “growing” a two-dimensional optimally
shaped webbing between the two arms of an inverted
L shaped flange. The initial design domain consisted of
a flange 110 mm in height and length. The FE mesh of
the horizontal arm consisted of 40 x 2 elements of 2.5 mm
by 5 mm. The vertical arm was meshed with 4 x 2 elem-
ents of 25 mm by 5 mm. Both arms had a width of 10 mm.
The intersection of the two arms was meshed with 2 x 2
elements of 5mm by 5 mm. The applied load consisted



of a distributed force of 100 N/mm applied on the upper
surface of the horizontal arm. The flange was fully sup-
ported at 5 points distributed evenly along the vertical
arm (Fig. 7) to approximate a flange bolted at 5 places
to a given surface. The material properties used were the
same as those used for the example in Sect. 3.1.

A thin strip of boundary nodes covering the inner
lower half of the horizontal arm was to be optimized by
allowing it to grow away from the surface. The length of
each chromosome was of size 20, and each locus corre-
sponded to a single node that was to be optimized. These
nodes were set to move in the negative y-direction. The
deflection of interest was the deflection of the nodes along
the length of application of the load. A population size
of 18 was used and the magnitude of each step change in
geometry was initially set to 1 mm. The webbing was pe-
riodically manually re-meshed as it grew. After 342 gen-
erations, the step movement magnitude was reduced to
0.5 mm for a further 408 generations. For the fine tuning
process, the magnitude was reduced to 0.25 mm and the
structure allowed to evolve for a further 425 generations
after which no further movement occurred.

The resultant flange with a half-armed optimized
web is shown in Fig. 8. The total run was 1175 gen-
erations with 29 convergences for the 1 mm-movement
steps, 42 convergences for the 0.5 mm steps and 56 con-
vergences for the 0.25 mm steps. The final fitness was
1.1942 x 10~*kg~ ! mm~!, an increase of 494% from the
initial fitness of 0.2010 x 10~*kg ! mm™'. This increase
in fitness was obtained at the expense of an increase
in volume of 77.2% (2124.4mm? to 3763.7m?). Nodal
deflections along the length of application of the load
decreased by 90.5%, indicating that the webbing was

100

L7

4 A0
100

Fig. 7 Initial design for a flange, boundary nodes to be
moved highlighted. All units in mm unless otherwise specified
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effective in substantially improving the stiffness of the up-
per arm. The maximum von Mises stress was decreased
by 78.2% from 32.33 GPa to 7.06 GPa. The optimization
method was able to add material to effectively increase
the stiffness and overall fitness of the structure without
an excessive increase in weight. As a result, the stress
concentration was also reduced.

P — | r.:-

Fig. 8 The figure on the right shows the final shape of the
flange with webbing that was allowed to grow until no further
movement was encountered. Contours show von-Mises stress
distribution. The figure on the left shows the initial shape and
stress distribution

4
Concluding remarks

The research presented here shows the validity and ef-
fectiveness of the alternate binary valued Genetic Al-
gorithm coding for structural shape optimization. Ini-
tial structural applications demonstrate the ability of the
developed method to produce optimal shapes, based on
stiffness and weight criteria, through a sequencing of fit
steps based on sets of locally optimal combinations of
boundary nodes. The method is shown to be able to iden-
tify and remove material that do not significantly con-
tribute to stiffness as well as add material to regions in
order to effectively increase the structure’s fitness with
minimal cost to weight. The research also underscores the
ability of this method to design both optimal local details
as well as global shapes. Fine-tuning of shapes through re-
duced step sizes produces smooth boundaries and gradual
transitions and presents a useful tool for controlling the
optimization fidelity of a given surface. Variations of the
method that reduce the computational cost are currently
being researched. At present, the mirroring function al-
lows optimization of symmetrical structures at half the
expected computational time.
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