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On the trajectories of penalization methods for topology

optimization

M. Stolpe, K. Svanberg

Abstract We consider the discretized zero-one mini-
mum compliance topology optimization problem of elas-
tic continuum structures under multiple load conditions.
The binary design variables indicate presence or absence
of material in the finite elements. A common approach
to solve these problems is to relax the binary constraints,
i.e. allow the design variables to attain values between
zero and one, and penalize intermediate values to obtain
a “black and white” (zero-one) design. To avoid conver-
gence to a local minimum, it has been suggested that
a continuation method should be used, where the penal-
ized problems are solved with increasing penalization.

In this paper, the trajectories associated with optimal
solutions to the penalized problems, for continuously
increasing penalization, are studied on some carefully
chosen examples. Two different penalization techniques
are used. The global trajectory is defined as the path fol-
lowed by the global optimal solutions to the penalized
problems, and we present examples for which the global
trajectory is discontinuous even though the original zero-
one problem has a unique solution. Furthermore, we
present examples where the penalization method com-
bined with a continuation approach fails to produce
a black and white design, no matter how large the penal-
ization becomes.

Key words topology optimization

1
Introduction

The worst case minimum compliance topology optimiza-
tion problem of an elastic structure subject to volume
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constraints is considered. The infinite dimensional prob-
lem consists in finding a subdomain with prescribed vol-
ume within a predefined design domain such that the
maximum compliance over all load conditions is mini-
mized. The design variable is a density function defined
on the design domain with value one on the subdomain
and zero elsewhere. In practice, the topology optimiza-
tion problem is treated by discretizing the design do-
main into n finite elements and approximating the dens-
ity function to be constant in each element. It is well-
known that the underlying infinite dimensional problem
lacks a solution in general. It is possible to construct
a design with lower compliance by increasing the num-
ber of holes, and hence the set of feasible designs is not
closed. When solving the discretized zero-one problem,
the non-existence of solutions is evident, since the designs
become more complex as the number of finite elements is
increased. This phenomenon is commonly referred to as
mesh-dependence.

To obtain a well-posed problem, restrictions on the
variation of the density may be imposed. One method is
to control the perimeter of the design (see Ambrosio and
Buttazzo 1993; Haber et al. 1996). Another approach is to
introduce local gradient constraints on the density vari-
ation (Petersson and Sigmund 1998; Zhou et al. 1999).
Other numerical problems in topology optimization such
as checkerboards, where alternating regions of solid ma-
terial and void are formed can also be eliminated by the
restriction methods mentioned above. For an overview of
numerical instabilities in topology optimization such as
mesh-dependence and checkerboards, see Sigmund and
Petersson (1998) and references therein. For an overview
of topology optimization of discrete and continuum struc-
tures see Bendsge (1995) and Rozvany et al. (1995).

To avoid cumbersome branch and bound techniques
when solving the discretized zero-one problem, it has
been suggested that the binary constraints should be re-
laxed, i.e. the design variables should be allowed to at-
tain values between zero and one, and the intermediate
values should be penalized to obtain a “black and white”
(zero-one) design. Several penalization techniques have
been suggested. In the SIMP approach (Solid Isotropic
Microstructure with Penalization) (Bendsge 1989; Roz-
vany et al. (1992), a power-law material model is used,



where intermediate densities give very little stiffness in
comparison to their weight. Another penalization tech-
nique is to add a penalty function that suppresses in-
termediate densities to the objective function. Numerical
examples using this technique are presented by Haber
et al. (1996), Allaire and Francfort (1993), and Allaire
and Kohn (1993).

Since the penalized problems in general are noncon-
vex, with a possibly large number of local minima, the
use of continuation methods has been proposed to in-
crease the possibility to obtain a global optimal solution
to the zero-one problem. The idea is to start with no
penalization, solve the convex variable thickness sheet
problem, increase the amount of penalization, solve the
possibly nonconvex penalized problem, using the solution
to the previous problem as starting point, and continue
this until the penalization is sufficiently large. Contin-
uation methods are used in minimum compliance opti-
mization by Allaire and Kohn (1993), Allaire and Franc-
fort (1993), Sigmund (1994), and Petersson and Sigmund
(1998). Proof of existence of solutions and proof of con-
vergence for a class of penalization techniques are given
by Petersson (1999), under the assumption that global
optimal solutions to the penalized problems can be ob-
tained. Rietz (1999) shows that under certain restrictive
assumptions a finite penalization in SIMP is in some sense
sufficient.

The purpose of this paper is to study the behaviour of
the analytical and computational trajectories, defined as
the path followed by the solutions to the penalized prob-
lem as the penalization is increased.

The paper is organized as follows. In Sect. 2, we state
the original zero-one problem and the penalized prob-
lems and define the trajectory of global optimal solu-
tions to the penalized problems. In Sect. 3, we consider
a certain two-dimensional truss structure and show that
the trajectory of global optimal solutions may be discon-
tinuous. In Sect. 4, we show that similar behaviour may
occur also when considering discretized continuum struc-
tures. In Sect. 5, we study the behaviour of the SIMP
approach when applied to an example with only one load
condition.

1.1
Notations and basic relations

The symmetric positive semi-definite stiffness matrix is
defined as

:Z.’)ZjKj EZRdXd, (1)

Jj=1

where z; is a binary variable denoting presence (z; = 1)
or absence (z; =0) of material in the j-th element, n
is the number of elements, and d is the number of de-
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grees of freedom of the structure; K; denotes the sym-
metric positive semi-definite j-th local stiffness matrix in
global coordinates, divided by the density of solid ma-
terial p"®. The vectors fi,... ,f, € IR? are the given
external loads, and uy, ... ,u,, € IR? are the correspond-
ing nodal displacement vectors. The displacement vectors
are connected to the external loads through the equilib-
rium equations

Kxu=1f, {(=1,...,m. (2)

2
Problem formulation

We consider the discretized worst case minimum compli-
ance topology optimization problem subject to perimeter
and simple resource constraints

: £
(P): min max {f; uck,

st. K(x)uy=1£,, ¢=1,...,m,

P( < Pmax

Z%

z;€{0,1}, j=1,...,n, (3)

where P(x) is the perimeter function; M is assumed to be
a given positive integer.

In the SIMP approach the binary constraints are re-
laxed and intermediate values are penalized by replacing
x; by x? in the equilibrium equations. For a given penal-
ization parameter p > 1, the problem is formulated as

(Pp) : I;ltrl} Ry {ffw},

st. KxP)uy=1£,, (=1,...,m,

i=1,...,n, (4)

where xP = (z7,... ,28)T. When p = 1, (P,) corresponds
to the variable thickness sheet problem.

In the quadratic penalty approach a concave quadratic
penalty function is added to the objective function in
order to force the variables to become either zero or one.
For a given penalization factor ¢ > 0, the problem state-
ment is

(Py): min max {£/ ue}+q§;xj(1—xj),
=



0<z; <1, j=1,...,n. (5)

When ¢ =0, (P,) corresponds to the variable thick-
ness sheet problem.

We assume that K(x), and K(xP) are positive defi-
nite for all vectors x suchthat 0 <z; <1forj=1,...,n,
and Z?:l x; = M. This is in practice often guaranteed
by assigning a small lower bound > 0 on the variables x;,
but that is not necessary in our examples below. Then
a nested problem in the variables x only can be obtained
by defining the function u,(x) by u,(x) = K~!(x)f; for
£=1,...,m. The compliance under load condition £ is
denoted by c¢(x) = £} ug(x). The penalized compliances
are denoted by

cop(x) = £ (xP), (6)
and
ce,q(x) =feTue(X)+qzxj(1—$j)~ (7)

The objective functions for (P,) and (P,) are denoted
by ¢p(x) and cq(x) and defined as

(%) = max fees (0}, e = max {eoy(x)}. (8)

The nonempty set of global optima to the nested prob-
lem (P,) is denoted by X', and we let X(p) denote a trajec-
tory of global optimal solutions to (P,) generated when p
is increased continuously, i.e. X(p) € X, for all p > 1. Sim-
ilarly, the nonempty set of global optima to the nested
problem (P,) is denoted by X, and a trajectory of global
optimal solutions to (P,) generated when ¢ is increased
continuously is denoted by X(g). Throughout, these tra-
jectories will be called the global trajectories.

3

A truss example

The first example under study is the six-bar truss struc-
ture shown in Fig. 1. The bars in the truss are divided
into two groups, such that z; denotes the common design
variable for the bars in the j-th group.

Fig. 1 Six-bar truss

There are several benefits of using variable linking in
this six-bar example:

— the number of variables is reduced so that we can illus-
trate the results more easily;

— the stiffness matrix becomes diagonal, which allows
us to obtain analytical expressions for the trajectories
and local optima; and

— the local stiffness matrices are no longer rank one, so
that the situation resembles topology optimization of
continuum structures.

Throughout, the following resource limits are used

P™ =1 and M=1. (9)

Assuming unit length of the bars, unit cross-sectional
areas, and unit modulus of elasticity, the stiffness matrix
for the six-bar truss is given by

K(x) = % ((El + 522 0 ) . (10)

0 5x1 + X2

The example consists of a family of problems param-
eterized by the scalar . The parameter enables us to
control the number, as well as the positions, of the global
optimal solutions. The load conditions for this example
are defined as

() o= ().

where « is assumed to satisfy 2.3 < o < 2.9.

The perimeter constraint becomes |21 — z2| < 1 since
the interface length is equal to one. The constraint is re-
dundant since |z; — z3| < 1forall 0 < 1,22 <1, and it is
therefore removed. If P™* < 1 it is not possible to obtain
a black and white solution.



The nested example problem is given by
(P%) : min max{cy(x),c2(x)},
x1,T2 € {0,1}, (12)

st.x1+ax2=1,

where the compliances are given by

8a 2a
= 13
Cl(x) .’E1+5.’132+5.’E1 —+ 9 ’ ( )
and
8 18
= . 14
c2(x) 1+ dxo + o5T1 + T2 (14)
The global optimal solutions to (P%) are given by
(1,007 and (0,1)T  ifa=17/3,
x=1(0,1)7 if o> 7/3, (15)
1,0)T ifo<7/3.
3.1

The SIMP approach

The example problem penalized using the SIMP ap-
proach can be formulated as

(Pg) - min max{e; p(x), co,p(x)}

st.xi+axe=1, 0<z,220<1, (16)

where the penalized compliances are given by

8« 2

= 17
c1p(%) ¥ + 5ah + S5z + b’ (17)
and
8 18
c2,p(x) (18)

A e

Since z2 = 1 —; at all feasible solutions to (Py), the
variable x5 can be eliminated, and the compliances be-
come univariate functions of the single variable x;. These
compliances, again denoted by c; , and ¢ 5, are given by

8a 2a
= 19
c1.p(21) x} +5(1— )P +5az’f+(1—x1)1’ ’ (19)
and
8 18
cop(T1) = (20)

2y +5(1—xz)P * 528+ (1—zq1)P

In Figs. 2 and 3, ¢1,p(21) and ¢ (1) are shown for
various values on p and «. As indicated in these fig-
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ures there exists a point zj(p) such that ci (x5 (p)) =
¢2,p(z7(p)). This point is given by

(98 —18a)'/P

*(p) = . 21

1(P) = 20 —58) 177 + (93— 180)177 1)
For all p > 1 it holds that
<05 ifa>2.6,

zi(p)=<>05 ifa<2.6, (22)

=05 ifa=26.

Further, for each @ € [2.3,2.9], 25 (p) — 0.5 as p — oo.

Let x*(p) = (#i(p),z3(p)" = (21(p),1 —2i(p)"-
Then, x*(p) — (0.5,0.5)T as p — oco.

C1,6(X1), CoplX1)

CplX4)

0 0.2 04 06 08 1
() Xq

Fig. 2 The penalized compliances for o= 7/3. (a) c1,p(21)
(solid) and c2 p(z1) (dashed) for p=1.0,1.5,2.0,...,4.0; and
(b) ep(x1) = max{er,p(21), c2,p(21)}

Since ¢1 p(21) < c2p(x1) if 21 < 27 (p) and ¢ p(x1) >
cap(1) if 21 > x7(p), the objective function to (Py') is
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Fig. 4 cp(z1) forp=10and a =2.6

For p > 1 it follows from (21), (24), and (25) that
(26)

¢t p(@1(p)) >0, andch,(a7(p)) <0.

To illustrate that this holds even for large values on p,
cp(21) is depicted in Fig. 4 for p =10 and o = 2.6.

For p > 1 it further follows from (24) and (25) that
(1) =c; (1) <0, andc,(0)=ch,(0)>0. (27)

Since this is not apparent from Figs. 2 and 3, ¢z (1)
is shown in magnification in Fig. 5 for x; close to zero.

b 0O 0:2 0‘.4 0:6 0:8 1
®) X 19.6
Fig. 3 The penalized compliances for o =2.6. (a) c1,p(x1)
(solid) and ¢3 ,(z1) (dashed) for p = 1.0,1.5,2.0, ... ,4.0; and 19.6f
(b) ep(z1) = max{ey,p(21), c2,p(71)} 196
19.61
given by ~ 196
cop(z1) if 21 <(p), <1956
ep(1) = ) . (23)
c1p(z1) ifz >2i(p). 19.6}
Differentiating ¢ ,(x1) and ¢z (1) gives 198
19.6
40ap(1 —z1)P~ 1 — 8apxl ™
/ _ 1 . . ‘ .
c1p(T1) = (27 +5(1—z1)P)2 + 198 0.2 0.4 0.6 0.8 1
X1 x10°
2ap(1 —z1)P~ L — 1Oapx’f_1 (24) Fig. 5 ca p(z1) forp=11and a=7/3
(bz{+(1—z1)r)>
d We conclude that, for p = 1, (P;¥) is a convex problem
an with one unique optimal solution, namely X(p) = x*(p).
40p(1 —1)P~ 1 — 8pmp71 Forp > 1, (73;‘) has three local minima, the interior point
chp(21) = 5 51 1 » 21 + x = x*(p), and the integer points x = (1,0)7 and x =
(@ +5(1—2)7) (0, 1)T. Figures 2 and 3 indicate that there exists a num-
p1 b1 ber p*(a) such that for all p > p*(a) the global optimum
18p(1 —21)""" — 90pz; (25) of (Py) is an integer point. p*(«a) is given as the solution
to the equation ¢; , (27 (p)) = min{c,(0), cp(1)}.

(527 + (1 —z1)P)?



The global trajectory for o = 7/3 is given by

_ . [x® if p <p*(a),
x(p) = L,0)T or (0,1)T ifp>p*(a),

where p*(a) ~ 2.23.
The global trajectory for a # 7/3 is given by

x*(p) ifp<p*(a),
%(p) =< (0,1)T ifp>p*(a)and a>7/3, (29)
(1,007 ifp>p*(a)anda < 7/3.

If a = 2.6 then x* (p) = (0.5,0.5) for all p > 1, and the
global trajectory is given by

{(0-5,0-5)T if p < p*(«),
X(p) =

(O’ l)T ifp>p* (Ol) ) (30)

where p*(a) ~ 2.18.
The global trajectories for « = 7/3 and a = 2.6 are de-
picted in Fig. 6.

3.2
The quadratic penalty approach for o = 2.6

The example problem with a quadratic penalty function
is formulated as

(Py) : min max{cy q(x), c2,4(x)},
st.x1+as=1, 0<z,22<1, (31)

where the penalized compliances are given by

2
8« 2«
= Y aj(1-a; 32
c1,4(x) x1+5x2+5x1+x2+qj:1xj( ), (32)
and
8 18 2
= E (1—z;). 33
€2,4(X) 1+ 522 + 51+ T2 +j:1 xj( %) 33)

Again, since o =1—x1 at all feasible solutions to
(Pg), the variable z2 can be eliminated, and the compli-
ances become univariate functions of the single variable
z1. These penalized compliances, again denoted by ¢y 4
and ¢y 4, are given by

8a 2

= 2 1—- 4
Cly‘](xl) 5_4x1 +4x1+1+ qxl( ml)? (3 )
and

8 18

= 2 1_ .

c2,4(21) T gr1(l—z1) (35)
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p>2.23
0.8-
0.6
Oy p=223
0.4r N
p=1
0.2
0 ‘ ‘ ‘ p>223
o} 0.2 04 0.6 0.8 1
(@ X1
1 T T |
p>2.18
0.8
0.6
p<2.18
5! .
0.4f
0.2
0 1 1 L L
0 0.2 04 0.6 0.8 1
(b) Xi

Fig. 6 Global trajectories for the SIMP approach. (a) o=
7/3, (b) a =2.6

In Fig. 7, c1,4(x1) and ca 4(z1) are shown for o =2.6
and various values on q.

Since c1,4(71) < co,q(z1) if 21 < 0.5 and ¢; 4(z1) >
c2,q(w1) if £1 > 0.5, the objective function to (Pg') is given
by

C2,¢\T1 iffl?l S 0.5
cq(r1) = { (o) (36)

CLq(fEl) iffl?l Z 0.5.

Differentiating ¢1 4(21) and ca 4(21) gives

, 32a 8«
= — 2q(1-2
Cl,q(xl) (5_41:1)2 (41:1 +1)2 + Q( x]_), (37)
and
, 32 72

ch 5 +2q(1—2x1).  (38)

al®) = (5—4x1)2  (4z1+1)
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30

Fig. 7 The penalized compliances for a =2.6. (a) c1,4(x1)
(solid) and c24(x1) (dashed) for ¢ =0,5,10,...,35,

(b) cq(z1) = max{c1,q(z1), c2,4(21)}
Since
8 40
¢.,(0.5) = ?O‘ >0, andch,(05)=—7 <0,  (39)

independently of ¢, we conclude that the interior point
x = (0.5,0.5)7 is a local minimum for all . The objective
function ¢4(z1) is depicted in Fig. 8 for ¢ = 200.

Since

c;(O) = c’Q,q(O) >0 ifg>884/25(=35.36), (40)
and
(1) =c1,4(1) <0 if g > 3960/25 (= 41.184), (41)

the point x = (0,1)7 is a local minimum for all ¢ > 35.36,
and x = (1,0)7 is a local minimum for all ¢ > 41.184.

108.7
108.6F

108.5f

108.4" \
108.3+ / \

108.2- \

108.1~-

108~ /

107 09 ‘ ‘ ‘ ‘ ‘ .
44 046 048 0.5 052 054 056 058
X4

Co(%y)

Fig. 8 cq(z1) for ¢ =200 and o = 2.6

Figure 7 indicates that for each ¢ in a certain in-
terval [g1, 2] there is a point 0 < Z1(q) < 0.2, such that
Z1(q) is a local minimum; #;(g) is the unique solution
to ¢ 4(w1) = 0, with z; < 0.2. Let x(q) denote the point
x(q) = (21(q),1 —1(q))". Then %(q) — (0,1)" as ¢ —
35.36. Furthermore, Fig. 7 shows that there exists a §(«)
such that the global optimum of (Pg') is given by %x(q)
for g € (4(«x), 35.36). G(a) is the solution to the equation
€2,4(21(q)) = c2,4(0.5).

The global trajectory for a = 2.6 is given by

(0.5,0.5)T if g < (o),
x(q) = { X(q) if §(a) < ¢ < 35.36, (42)
(0,1)T if g > 35.36,

where §(2.6) ~ 17.90.
The global trajectory for o = 2.6 is depicted in Fig. 9.

3.3
A continuation method applied to the example
problem

The motivation for using continuation methods in top-
ology optimization is to hopefully avoid convergence to
a local minimum. The method starts by solving the con-
vex problem (P,) or (P,) with p=1 or ¢ = 0. Using the
solution to the previous problem as starting point, (Pp)
or (P,) are repeatedly solved by some gradient-based op-
timization method for a sequence of gradually increasing
penalization factors. The following is a reasonable imple-
mentation of a continuation method.

Algorithm 1. Continuation approach.

Start with an initial topology x° and pp =1 (g0 = 0). Set
k=0.



q>35.36

0.8 q=17.90 1

0.6 1

X2

17.90
0.4r a< B

0.2

0 0.2 0.4 0.6 0.8 1
X4

Fig. 9 Global trajectory for a = 2.6

while pi, < p™** (g1, < ¢™**) do

Solve (Pp,) or (Pg) using some gradient-based
method with x* as starting point.

Denote the solution by x*+1.

Let prr1 = pr + Apr (qr+1 = a1 + Aqr), k< k+ 1.
end

This continuation method will in fact not produce a black
and white design when applied to the example problem
with o = 2.6. In both the SIMP and the quadratic penalty
approach, the solution to the variable thickness sheet
problem, i.e. x = (0.5,0.5)T will also be a local minimum
for all p > 1 and ¢ > 0, respectively. Using this point as
a starting point for any penalized problem will give the
same point x = (0.5,0.5)7 as a solution, at least if the op-
timization method verifies the optimality conditions prior
to performing any iterations.

4
A continuum example

The second example under study is the two-dimensional
continuum structure of unit thickness shown in Fig. 10. It
is divided into two linear triangles (finite elements).

The following material properties and resource limits
are used:
v=03, E=1, P"™ =42, and M=1, (43)
where v is Poisson’s ratio and F is the modulus of elastic-
ity of the solid material.

The perimeter constraint becomes |21 — z2| < 1 since
the interface length is equal to v/2. This constraint is re-
dundant since |z1 — 22| <1 for all 0 < z1,22 <1, and it
is therefore removed. If P™2% < /2 it is not possible to
obtain a black and white solution.
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0.2)

0,0) 2,0)

V4 / 7

Fig. 10 A continuum example

The stiffness matrix in plane stress is given by

K(x) 1 <(1—1/)x1 + 2z9 0

B 0 2z 4+ (1— V)a:2> ’ (44)

where 8 =2(1—v?)/E = 1.82. All conclusions in this sec-
tion hold also if, instead, plane strain is used.
The load conditions for this example are defined as

£ — (i’) = (2‘\//%) : (45)

The nested example problem is given by
(P€) : min max{c1(x), c2(x)},
T1,T2 € {07 1} ) (46)

st.x1+xz2=1,

where the compliances are given by

96 p

C1 (X) = (

1—v)zy + 229 + 221+ (1—v)xo
and
2 8
ca(x) = b + B . (48)

(I1-v)x1+222 221+ (1—v)z2

The unique global optimal solution to (P¢) is given by
x=(0,1)T.
The penalized problems are

(Py) : min max{cy 5(x), c2p(x)},

st.xy+xeo=1, 0<z1,22<1, (49)

and

(Py) : min max{cy ¢(x), c2,4(x)},

st.xi+zo=1, 0<z,2o<1. (50)
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Fig. 11 The compliances penalized with SIMP. (a) c1,p(21)
(solid) and ¢ p(x1) (dashed) for p=1.0,1.5,2.0,...,4.0,
(b) cp(z1) = max{ey p(21), c2,p(21)}

The penalized compliances are shown in Figs. 11
and 12 for various values on p and q.

The behaviour of this continuum example is very simi-
lar to the behaviour of the six-bar truss example with
a = 2.6. The global trajectories associated with () and
(Pg) are both discontinuous. It also holds that the point
x = (0.5,0.5)" is a local minimum to (P§) and (Pg) for
all p > 1 and q > 0, respectively. Thus, a continuation ap-
proach will get stuck in this local minimum.

5
An example with only one load condition

The discontinuous global trajectories in the previous ex-
amples relied heavily on the fact that the objective func-
tion was nondifferentiable due to the multiple load condi-
tions. A natural question is then if the global trajectory is

120 0.2 0.4 0.6 0.8 1

(b) X4

Fig. 12 The compliances with quadratic penalty. (a) c1,4(21)
(solid) and ecp4(z1) (dashed) for ¢ =0,5,10,...,35.
(b) cq(z1) = max{cy,q(21), c2,q(x1)}

better behaved if there is only one single load condition.
As our next example will show, the answer is negative, at
least for the SIMP approach.

The third example under study is the six-bar truss
structure shown in Fig. 13, where the resource limits are
given by (9).

Assuming unit length of the bars, unit cross-sectional
areas, and unit modulus of elasticity, the stiffness matrix
for the six-bar truss is given by

_(az1+bxa 0
K(x) = < 0 bxq —l—axg) ’ (51)
where
a=——, and b= +2\/§ . (52)
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Fig. 13 A six-bar truss under one load condition

The load condition for this example is defined as

£ (}) . (53)

The nested example problem is given by
(PY): min ¢(x),

st.x1+axo=1, x1,22€ {0,1}, (54)

where the compliance is given by

B 1 1
T a1z + b

c(x)

. 55
bri+a xo (55)

The global optimal solutions to (P!) are X = (1,0)7
and X = (0,1)7.

The example problem penalized using the SIMP ap-
proach can be formulated as

(PL): min ¢,(x),

p
st.xi+axe=1, 0<z,20<1, (56)

where the penalized compliance is given by

1 1
= . 57
(%) azl+bzh  bal+adh (57)
Substituting x5 = 1 — x1, we obtain
1 1
cp(z1) = (58)

azh+b(l—1z1)P +baz’f+a (1—zp)P’
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Differentiating c, (1) gives

bp(1—z,)P~! —apa™!
(@ 2h +b(1—z1)P)2

cp(z1) =

ap(l—z)P~t —bpat !
(bz} +a (1 —z1)P)?

(59)

Since ¢},(0.5) = 0 for all p > 1, x = (0.5,0.5)" is a sta-
tionary point for all p > 1.

The second derivative of the penalized compliance
evaluated at x1 = 0.5 is

8p2P

cy(0.5) = @+ b7

((a+b)*+p (a®+b>*—6ab)) . (60)

Since ¢ (0.5) > 0 for all p > 1 if a® +b* —6ab >0, x =
(0.5,0.5)T is a strict local minimum for all p > 1 if

SRS

b
>3+V8 or 5§3—x/é§. (61)

Since the first condition in (61) is satisfied for a and b
given in (52), we conclude that x = (0.5,0.5)7 is a strict
local minimum for all p > 1.

In Figs. 14 and 15, ¢,(x1) is shown for various values
on p.

Fig. 14 cp(z;) for p=1.0,1.5,2.0,...,4.0

Figure 14 indicates that there exists a number p* such
that for all p > p* the global optimum of (P, ) is an integer
point (in fact two integer points).

The global trajectory is given by

. [©5,05)7
x(p) = (1,0)7 or (0,1)7 ifp > p*,

ifp<p* (62)

where p* ~ 2.50.
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Fig. 16 Global trajectory

The global trajectory is depicted in Fig. 16.

If the load vector is changed slightly to £ = (1.01,
0.99)7, there will be a unique optimal solution of the zero-
one problem (P1), but there will still be an interior local
optimum (close to x = (0.5,0.5)T) of the penalized prob-
lem (P,), for all p > 1.

If the quadratic penalty approach is applied to this
single load problem, the penalized compliance ¢,(x) be-
comes strictly concave for sufficiently large values on ¢
(see Figs. 17 and 18). Thus there are no interior local op-
tima of the penalized problem for these large g.

6

Conclusions

We have demonstrated that the global trajectories associ-
ated with the SIMP and the quadratic penalty approach
may be discontinuous even though the original zero-one

Fig. 17 cq4(zy1) for ¢=0,1,2,...,6
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Fig. 18 cq(z1) for ¢ =40

problem has a unique optimal solution. This has practical
implications for the continuation approach. In general, we
cannot expect to be able to follow the global trajectory,
no matter how gently p or g are increased.

Furthermore, we have presented examples where the
continuation approach, combined with either SIMP or
the quadratic penalty approach, fails to produce a black
and white design, no matter how large the penalization
parameters p or ¢ becomes.

The main conclusion from these examples is that al-
though the continuation approach combined with some
penalization techniques may be a very good heuristic
in many cases, it is not possible to prove any con-
vergence results. At least not without some severe as-
sumptions which exclude the examples presented in this

paper.
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