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Abstract
In this paper, an adaptive parameterized level set topology optimization method (APLSM) is proposed by using a bilinear 
basis function which is common in the finite element method (FEM) to parameterize the level set function. A CPU parallel 
computing strategy is applied for large-scale topology optimization problems. In the presented APLSM, the solving of an 
additional linear system, which is necessary for each iteration in the radial basis functions-based parametric level set method 
(PLSM), is completely avoided since the coefficient matrix of the system degenerates into an identity matrix when using 
the basis function to parameterize the level set function. In this way, the computational efficiency could be improved signifi-
cantly. Furthermore, pattern repetition constraints are also imposed to design the graded hierarchical and cellular structures 
with high geometric complexity by using the proposed APLSM and parallel computing. Several numerical examples have 
been carried out for verifying the effectiveness of the proposed method. For two-dimensional examples, the computational 
efficiency is improved about 20% to 80% by comparison with the traditional compactly supported radial basis functions 
(CSRBFs)-based PLSM with different support radii. For the large-scale three-dimensional problems, the computational 
efficiency of the proposed method is also much higher. For a plate model meshed by more than 13 million 8-node hexahedral 
elements, only approximately 2 s in each iteration are consumed in all the calculation processes except for the solving of the 
structural static equilibrium equations, including the generating of mesh, the assembling of the element stiffness matrices, 
the imposing of the boundary conditions, and the updating of the level set function.

Keywords Structural topology optimization · Parallel computation · Parameterized level set method · Large-scale · Basis 
function

1 Introduction

A series of great progress has been made in structural 
topology optimization since the prominent research work 
of Bendsøe and Kikuchi (1988). By transforming the opti-
mization problem of structural configuration into the evolu-
tion problem of a level set function, Wang et al. (2003) and 
Allaire et al. (2004) developed the level set-based topology 
optimization method, where the evolution of the level set 
function was determined by solving the Hamilton–Jacobi 
partial differential equation (HJ-PDE) and the boundary of 
the structure was represented by the zero isosurfaces of the 
level set function. In the past two decades, this method has 
been improved greatly and has been widely used in various 
optimization problems (Burger and Osher 2005; Gain and 
Paulino 2013; van Dijk et al. 2013; Sigmund and Maute 
2013; Deaton and Grandhi 2014).
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To avoid some issues caused by solving the HJ-PDE in the 
classical level set method, a parameterized level set method 
(Wang and Wang 2006; Wang et al. 2007) was developed. 
In this method, the level set function was parameterized 
by using radial basis functions (RBFs). Consequently, the 
boundary of the structure was updated by adjusting a set of 
coefficients of RBFs with fixed knots (Wei et al. 2018) or the 
locations of RBFs with dynamic knots (Ho et al. 2007). Due 
to the simplicity of numerical implementation, the RBFs 
with fixed nodes are often used in the parameterized level 
set method (Wei and Wang 2006; Luo et al. 2007, 2008).

The supported domain of RBFs can be global or local, 
i.e., global supported radial base functions (GSRBFs) or 
compact supported radial base functions (CSRBFs). By 
parameterizing the level set function with any spatial dis-
cretization method, such as the GSRBFs and CSRBFs, the 
HJ-PDE can be transformed into a set of ordinary differential 
equations (ODEs), which are much easier to solve.

However, in the calculation, another problem was raised, 
that is, an additional linear system needs to be solved dur-
ing this parameterization process in each iteration step. The 
number of equations in the additional linear system is the 
same as the number of knots of the RBFs. When using the 
GSRBFs to parameterize the level set function, the coeffi-
cient matrix of the additional linear system is full, and it will 
become a sparse matrix when using the CSRBFs. Regardless 
of whether the GSRBFs or CSRBFs are used, the parameter-
ization process will consume a lot of computing resources. 
To improve the computational efficiency of this parameteri-
zation process, Li et al. (2015) adopted a discrete wavelet 
transform (DWT) approximation to compress the coefficient 
matrix by reducing the number of its non-zero elements. 
Although this technique can improve the calculation effi-
ciency to some extent, it still needs to solve the additional 
linear system in each iteration. For the same purpose, the 
partition of unity method was employed by Ho et al. (2011) 
in the parametric level set method to improve the efficiency. 
Recently, Liu et al. (2019a) provided a subdomain paramet-
ric level set method, where the parameterization process was 
conducted and the coefficient matrix can be obtained only 
on each subdomain independently. It should be mentioned 
that the level set function can also be parameterized by using 
the B-Spline functions (Wang et al. 2019), the non-uniform 
rational basis spline (NURBS) functions (Wang and Ben-
son 2016; Jahangiry and Tavakkoli 2017), the cardinal basis 
functions (Jiang et al. 2018), etc.

In this work, an adaptive parameterized level set method 
is proposed by adopting the basis function used in the 
FEM to parameterize the level set function. Compared 
with the traditional GSRBFs- and CSRBFs-based parame-
terized level set methods, there is no longer a need to solve 
an additional linear system in each iteration step, which 
will save lots of computational resources. In our previous 

proposed fully parallel CSRBFs-based parameterized level 
set method (Liu et al. 2019b), the establishment of the 
coefficient matrix of the additional linear system is very 
difficult. The number of non-zero elements in each row and 
column of the matrix is the same as the number of knots 
located in the support domain of the CSRBFs. Therefore, 
for different knot densities, the number of knots located in 
the support domain is different, which requires different 
memory spaces to be allocated for different rows and col-
umns of the matrix. In this paper, the coefficient matrix of 
the additional linear system becomes an identity matrix for 
any non-uniform structured mesh or unstructured mesh, 
since the basis function is used to parameterize the level 
set function and it is non-zero only on their label knot. To 
verify the effectiveness of the proposed method further, 
the proposed method is extended to the topology optimiza-
tion of large-scale/high-resolution structures by virtue of 
an open-source and high-performance parallel computing 
platform (PETSc, https:// www. mcs. anl. gov/ petsc/).

This paper is organized as follows. In the next section, 
the fundamentals of the adaptive parameterized level set 
method are presented. As a comparison, the traditional 
parameterization process using the GSRBFs or CSRBFs is 
also briefly introduced. Then, the optimization problem of 
minimum compliance is considered and the corresponding 
evolution velocity field of the parametric level set func-
tion is deduced in Sect. 3. Furthermore, in Sect. 4, some 
typical numerical examples are carried out for verifying 
the effectiveness of the proposed method. Finally, some 
conclusions are given in Sect. 5.

2  Adaptive parameterized level set method

In the level set method, the boundary of structure is rep-
resented by a level set function �(�,t) , as illustrated in 
Fig. 1, i.e.,

Fig. 1  Representing a two-dimensional problem with a level set func-
tion

https://www.mcs.anl.gov/petsc/
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where t, D , Ω , and �Ω represent the artificial time, the 
design domain, the structure domain, and the boundaries of 
structure, respectively.

By using the level set function, the evolution of structural 
boundaries is transformed into the updating of the zero iso-
surfaces of the level set function implicitly. In the classical 
level set method (Wang et al. 2003; Allaire et al. 2004), the 
evolution of level set function is achieved by solving the 
HJ-PDE, i.e.,

with �n being given by

where �n = �n(x, t) denotes the normal velocity field of the 
zero isosurfaces of the level set function and it depends on 
the shape derivative of the objective function of the optimi-
zation problem.

In the classical level set method, the level set function is 
updated by solving the above-mentioned HJ-PDE in every 
iteration step. This will cause some main issues which have 
been pointed out in our previous work (Wei et al. 2018):

– The level set function must be re-initialized frequently to 
maintain a signed distance function, which is important 
to keep the normal gradient of the level set function con-
stant.

– The time step size must be sufficiently small to satisfy the 
Courant–Friedrichs–Lewy (CFL) condition for numeri-
cal stability since the explicit time integration scheme is 
usually used for solving the HJ-PDE.

– The classical level set method cannot create new holes 
(Xia et al. 2019), which makes it easy to fall into the local 
optimal solution space.

To overcome these shortcomings, the parameterized level 
set method (Wang and Wang 2006; Wang et al. 2007) is 
developed by treating the level set function as a linear com-
bination of a series of radial basis functions. Generally, the 
radial basis functions are fixed and do not change during 
optimization. Only their coefficients are related to artificial 
time and can be changed. In this way, the level set function 
can be evolved by adjusting the coefficients of the radial 
basis functions. In addition, the capability of hole nuclea-
tion is also improved greatly in the framework of PLSM, as 
studied in our previous work (Wei et al. 2018).

(1)
𝜙(�,t) > 0 ⟺ ∀ �∈Ω

𝜙(�,t) = 0 ⟺ ∀ �∈𝜕Ω

𝜙(�,t) < 0 ⟺ ∀ �∈D�(Ω ∪ 𝜕Ω)

,

(2)
��(x, t)

�t
− �n|∇�(x, t)| = 0

(3)�n = −
dx

dt
⋅
∇�(x, t)

|∇�(x, t)| ,

In fact, in addition to the radial basis functions, we can 
also choose other functions to parameterize the level set 
function. In this paper, the basis function used in the FEM 
is employed since it can make the parameterization process 
much easier.

Without loss of generality, suppose here that a set of func-
tions �i(�) and their coefficients �i(t) are employed to param-
eterize the level set function, i.e.,

in which m is the number of knots.
Substituting Eq. (4) into Eq. (2) leads to

w h e r e  �(x) = {�1(x),�2(x),⋯ ,�m(x)}
T  a n d 

�(t) = {�1(t), �2(t),⋯ , �m(t)}
T.

Furthermore, Eq. (5) can also be discrete on the knots, 
i.e.,

where � and v can be called the parameterization matrix 
and the evolution velocity vector, respectively. They can be 
written as

When the gradient of level set function at the 
st r uctural  boundary is  normal ized by using 
|∇�(�,t)| = |∇�(x)�(t)| = 1 , the velocity field in Eq. (8) 
becomes

The condition of |∇�| = 1 requires that the level set function 
is a sign distance function at least around the boundary. A 
strategy (Wei et al. 2018) is adopted to make this require-
ment approximately satisfied. In addition, an approximate 
function (Wei et al. 2018) is employed to limit the normal 
velocity �n around the zero isosurfaces of the level set func-
tion for improving the stability of the algorithm. Then, the 
velocity field in Eq. (9) finally can be re-written as

(4)�(�,t) =

m∑
i=0

�i(�)�i(t)

(5)�(x)T
d�(t)

dt
− �n|∇�(x)�(t)| = 0,

(6)�
d�(t)

dt
− v(�(t), t) = 0,

(7)� =

⎡⎢⎢⎢⎣

�1(x1) �2(x1) ⋯ �m(x1)

�1(x2) �2(x2) ⋯ �m(x2)

⋮ ⋮ ⋱ ⋮

�1(xm) �2(xm) ⋯ �m(xm)

⎤⎥⎥⎥⎦

(8)v =

⎧⎪⎨⎪⎩

�n(x1, t)�∇�(x1)�(t)�
�n(x2, t)�∇�(x2)�(t)�

⋮

�n(xm, t)�∇�(xm)�(t)�

⎫⎪⎬⎪⎭
.

(9)v =
{
�n(x1, t) �

n(x2, t) ⋯ �n(xm, t)
}T

.
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By using the first-order difference scheme for solving Eq. 
(6), we have

where �k is a temporary variable to be solved, tk is the 
kth time step, and △t is the time step size. For the initial 
moment ( t0 = 0 ), we have

with �(t0) =
{
�(x1, t0),�(x2, t0),⋯ ,�(xm, t0)

}T.
In the computation, the additional linear system, i.e., Eq. 

(11), needs to be solved in every iteration step (Liu et al. 
2019b; Wei et al. 2020). Furthermore, the parameterization 
matrix � will become a full matrix which takes up lots of 
computer memory, when using the GSRBFs to parameterize 
the level set function, such as the MultiQuadric spline func-
tions. To reduce the computational cost, the CSRBFs, such 
as the C2 Wendland functions (Wendland 1995), are usually 
employed and the matrix � will become a sparse matrix 
whose number of non-zero elements closely depends on the 
support radius and knot density distribution of the CSRBFs.

As illustrated in Fig. 2a, 21 × 21 knots are uniformly dis-
tributed in the global domain [−1, 1] × [−1, 1] . Each knot 
is represented by a small black dot. The number of the non-
zero points of different radial basis functions (the GSRBFs 
and CSRBFs) at the i-th knot marked with a solid red cir-
cle is investigated. It should be mentioned that the number 
of the non-zero points of the radial basis function at the i-th 
knot is the same as the number of non-zero elements in the 

(10)v =

⎧⎪⎨⎪⎩

�n(x1, t)�(�(x, t))

�n(x2, t)�(�(x, t))

⋮

�n(xm, t)�(�(x, t))

⎫⎪⎬⎪⎭
.

(11)��k = v
(
�(tk), tk

)

(12)�(tk+1) = �(tk) +△t�k ,

(13)�(t0) = �
−1�(t0)

corresponding i-th row and column of the parameterization 
matrix � . For the GSRBFs, all the non-zero points are marked 
by red hollow circles shown in Fig. 2b. For the CSRBFs, only 
the points in the support domain with rs being the radius are 
marked as shown in Fig. 2c.

When using the basis function Ni(x) to parameterize the 
level set function, i.e., let �i(x) = Ni(x) , the matrix � will 
degenerate into an identity matrix, since the basis function has 
the property Ni(xj) = �ij , where � is the Kronecker symbol, i.e.,

The single non-zero point of the basis function is marked on 
their label knot as shown in Fig.2d.

By using the basis function to parameterize the level set 
function, Eq. (11) and Eq. (12) become

with �(tk) =
{
�(x1, tk),�(x2, tk),⋯ ,�(xm, tk)

}T.

3  Optimization problem

The minimum compliance problem is considered in the pre-
sent study and its optimization formulation can be given by

where J(u) is the compliance of structure; a(u,w) = �(w) is 
the weak form for the linear elasticity problem; V = ∫

Ω
dΩ 

denotes the material volume of the current structure; V  is a 
user-specified maximum material volume usage; f  , u , and 

(14)Ni(xj) =

{
1, if i = j

0, if i ≠ j

(15)�(tk+1) = �(tk) +△tv
(
�(tk), tk

)

(16)

min
𝜙,u

∶ J(𝜙, u) = �Ω(𝜙)

f ⋅ udΩ + �
𝜕Ω𝜎 (𝜙)

� ⋅ udS

s.t. ∶ a(u,w) = 𝓁(w), ∀w ∈ U

u = ū, on 𝜕Ωu

� = � , on 𝜕Ω𝜎

V − V ≤ 0

,

Fig. 2  Illustration of non-zero points of different functions: a knot 
distribution and the i-th knot marked with a solid red circle; b non-
zero points of the GSRBF at the i-th knot; c non-zero points of the 

CSRBF at the i-th knot with rs being the radius of its support domain; 
d single non-zero point of the basis function at the i-th knot
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� represent the body force, displacement, and stress, respec-
tively; ū is the specified displacement on the displacement 
boundary and � is the specified stress on the stress boundary. 
The definition of the two-dimensional problem is illustrated 
in Fig. 3.

For the minimum compliance problem, if the body force 
and boundary traction are neglected, the normal velocity 
field �n of the zero isosurfaces of the level set function is 
related to the strain energy density and a Lagrange multiplier 
in the gradient-based optimization formulation (Wang et al. 
2003; Allaire et al. 2004; Wei et al. 2018), i.e.,

in which Eijkl is the fourth-order elastic tensor; �ij is the sec-
ond-order strain tensor; � is the Lagrange multiplier to deal 
with the constraint on the material volume.

In the parameterized level set method, the level set func-
tion can be updated by using Eq. (12) or Eq. (15) with �n 
being obtained from Eq. (17). Figure 4 shows the calcu-
lation flowcharts of the two schemes of the parameterized 
level set methods based on the radius basis function and the 
basis function, respectively. From Fig. 4, we can see that 
the generation of the matrix � and the solving of the linear 
equations for parameterization, i.e., the calculation processes 
with red color and dashed boxes shown in Fig. 4a, are com-
pletely avoided in the proposed method by comparison with 
the traditional GSRBFs- and CSRBFs-based parameterized 
level set methods.

It should be mentioned that the same mesh is employed 
for the spatial discretization of the level set function and 
the finite element analysis of the design domain during the 
optimization process. Therefore, the numbers of coefficients 
used in the CSRBF-based PLSM and the proposed APLSM 
are the same. In addition, the reference mesh remains fixed 
during the whole optimization. According to Eq. (1), the 
whole design domain is divided into three parts by the 
level set function, i.e., the structure (solid) domain Ω , the 
boundary of structure �Ω , and the weak material domain 
D ⧵ (Ω ∪ �Ω) . Correspondingly, three kinds of elements with 
different elastic constants are employed in the finite element 

(17)�n(x) = Eijkl�ij(x)�kl(x) − �

Fig. 3  Definition of a two-dimensional structure in the optimization 
problem

Fig. 4  Calculation flowcharts: 
a the traditional GSRBFs- and 
CSRBFs-based parameter-
ized level set methods; b the 
proposed basis function-based 
parameterized level set method
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analysis, i.e., the solid element with �e = 1 , the blending 
element with 0 < 𝜌e < 1 , and the weak element with �e = 0 , 
where �e represents virtual element density. As illustrated 
in Fig. 5a, the solid element is completely covered by the 
structure domain and the weak element is completely located 
in the weak material domain, while the blending element is 
crossed by the zero-isosurface of the level set function. For 
the blending elements, �e can be calculated by

where H(x) indicates the Heaviside function; �e represents 
the Jacobian matrix of element; �p denotes the coordinate 
vector of Gaussian integration point; wp means the integra-
tion weight factor; De means the domain of element; the 
superscript �dim� denotes dimension of the optimization 
problem. �dim� is equal to 2 for plane problem, 3 for spatial 
problem.

By using the definition of Eq. (18), the virtual densities of 
all elements can be calculated as shown in Fig. 5b. Then, the 
stiffness matrix of each element �e can be given by

where �0 represents the stiffness matrix of the solid element 
with unit Young’s modulus; Es denotes Young’s modulus of 
solid material; and Ew is a positive small quantity used to 
represent the elastic modulus of weak material. Ew = 10−9Es 
is adopted in this paper.

(18)�e =
∫
De
H(�)dΩ

∫
De
dΩ

=

∑6dim

p=1
H(�(�p))��e(�p)�wp

∑2dim

p=1
��e(�p)�wp

,

(19)�e = [Ew + �e(Es − Ew)]�0,

To assess the computational accuracy of this projection 
approach, the strain energy distribution, as shown in Fig.5c, 
is obtained by using the finite element analysis (FEA) based 
on the fixed coarse regular mesh with 60 × 30 quadrilateral 
four-node (Q4) elements. For the results of the optimized 
structure with fixed coarse mesh, vertical displacement of 
the node at the midpoint on the right end is Vf ixed = −59.46 , 
the maximum strain energy of the node is Sf ixed = 0.50 , and 
the compliance is Jf ixed = 59.92 . As a comparison, the FEA 
is also conducted for the optimized structure with refined 
unstructured body-fitted mesh as shown in Fig.6a, where 
11583 triangular three-node (T3) elements and 6465 nodes 
are used. Other calculation parameters are the same for the 
fixed coarse regular mesh and the refined body-fitted mesh. 
The strain energy distribution of the optimized structure 
with body-fitted mesh is presented in Fig.6b, where the 
maximum strain energy of the node is Sf itted = 0.57 . In addi-
tion, the vertical displacement of the node at the midpoint 
on the right end is Vf itted = −59.56 and the corresponding 
compliance is Jf itted = 59.46 . Their relative errors are 
Verr =

|Vf ixed−Vf itted|
|Vf itted| × 100% = 0.17% and Jerr =

|Jf ixed−Jf itted|
|Jf itted|

×100% = 0.77% , respectively. The relative error of the maxi-
mum strain energy is a bit large due to the high stress con-
centration in the upper and lower local areas of the left end 
of the structure, i.e., Serr =

|Sf ixed−Sf itted|
|Sf itted| × 100% = 12.28% . 

From this comparison, we can see that the calculation accu-
racy of the simple projection method used in this paper is 
reliable and efficient. Actually, this approach is usually 

Fig. 5  Geometry configuration, density distribution, and strain energy of the optimized structure based on the fixed mesh

Fig. 6  Refined unstructured body-fitted mesh and strain energy of the optimized structure
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adopted in the level set-based structural topology optimiza-
tion (Luo et al. 2008; Xia and Shi 2015; Liu et al. 2020).

4  Numerical examples

Several typical numerical examples are carried out in this 
section for verifying the effectiveness of the proposed adap-
tive parameterized level set method (APLSM). Hierarchical 
structures usually have the same microstructure in one or 
two of the dimensions. In this work, a repetition constraint 
is also introduced herein for designing the hierarchical 
structures and it is illustrated in Fig. 7. In addition, these 
structures usually have extremely high geometric complex-
ity. Thus, the parallel computing technology is used for 
optimizing the hierarchical structures. When applying the 
repetition constraint (Liu et al. 2018), the design domain D 
is divided into a set of subdomains Dp

q with q = 1, 2,⋯ ,Q 
and p = 1, 2,⋯ ,P , where Q and P are the numbers of sub-
domains in the x direction and the y direction, respectively. 
When applying the repetition constraint in the x direction, 
we only need to make

where (�n)p
q
 means the normal velocity �n at the local posi-

tion of the subdomain Dp
q . Similarly, the repetition constraint 

can be also applied in the y direction as

(20)(�n)
p

1
= (�n)

p

2
= ⋯ = (�n)

p

Q
=

1

Q

Q∑
q=1

(�n)p
q
,

Furthermore, generalized symmetry constraints can also be 
imposed in this manner. Interested readers can refer to our 
previous work (Liu et al. 2018) for more details.

In the following numerical examples, Young’s modulus 
of solid material is set as Es = 1Pa and it is Ew = 10−9Pa 
for the weak material. In addition, the Poisson’s ratios for 
all examples are the same, i.e., � = 0.3.

4.1  Comparison of optimized structures 
by the traditional method and the proposed 
method

As shown in Fig. 8, an MBB beam model, a cantilever 
beam model, and a Michell-type model are designed by 
using both the traditional parameterized level set method 
(PLSM) based on the CSRBFs with different support radii 
and the proposed APLSM. All the quantities are dimension-
less. L = 210 and W = 70 for the MBB model and they are 
L = 180 and W = 90 for the cantilever beam model and the 
Michell-type model. In these three models, their external 
forces and the upper bounds of the maximum material vol-
ume usage ratios are set to F = 1 and vf = 0.5 , respectively. 
Due to the symmetry of the MBB model, only half of the 
model is considered. The meshes used for these three mod-
els are 210 × 70 , 180 × 90 , and 180 × 90 , respectively. For 
comparison purposes, two different support radii rs = 2 
and rs = 8 are considered in the traditional CSRBFs-based 
PLSM for studying the effect of support radius on computing 
time of the parameterization process. In this example, all the 
models are calculated on the same computer equipped with 
Inter(R) Core(TM) i7-8550U CPU and 16G RAM.

The initial designs are shown in Fig.9a and f. The opti-
mized structures of the MBB beam problem are shown in 
Fig.9b ∼ Fig.9d and those of the cantilever beam problem 
are given in Fig.9g ∼ Fig.9h. The optimized structure in 
Fig. 9b is obtained by using the CSRBFs-based PLSM 
with support radius being rs = 2 . The number of iteration 
steps is Nsteps = 504 and the average computing time for 

(21)(�n)1
q
= (�n)2

q
= ⋯ = (�n)P

q
=

1

P

P∑
p=1

(�n)p
q
.

Fig. 7  Schematic diagram of applying repetition constraint

Fig. 8  Computational models and their boundary conditions: a MBB beam model; b Cantilever beam model; c Michell-type structure
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each iteration is taverage = 0.55 s. The structure in Fig. 9c is 
designed by using the PLSM based on the CSRBFs with 
rs = 8 . Nsteps = 508 and taverage = 1.72 s for Fig. 9c. While 
for the optimized structure in Fig. 9d obtained by using 
the proposed APLSM, Nsteps = 501 and taverage = 0.44 s, 
which indicates that the computation efficiency per itera-
tion is improved by about 20% and 74% by comparison 
with the results in Fig. 9b and Fig. 9c, respectively. Simi-
lar conclusions can also be drawn from the comparison 
of the optimization results of the cantilever beam model. 
The optimized structures shown in Fig. 9g are obtained 
by using the PLSM based on the CSRBFs with support 
radii rs = 2 and rs = 8 . The average computing time per 
iteration is taverage = 0.62 s and taverage = 2.46 s, respectively. 
While for the optimized structure calculated by using the 
proposed APLSM, as shown in Fig. 9h, its average time is 
only about taverage = 0.44 s, which means that the computa-
tional efficiency for the cantilever beam model is improved 
by 29% and 82% appropriately. For the Michell-type 
structure, the average computing time per iteration of the 
results obtained by the proposed method and the CSRBFs-
based PLSM with rs = 2 and rs = 8 are 0.32s, 0.42s, and 
1.52s, respectively. Thus, the computational efficiency is 
improved by about 24% and 79% by comparison with the 
CSRBFs-based PLSM with rs = 2 and rs = 8 , respectively. 
From the comparison in this example, we can see that our 
new proposed APLSM has higher computational efficiency 
since the parameterization process is completely removed.

It should be noted that some small features may appear 
in the optimized structures as shown in Fig.9a ∼ Fig.9d. 
In these regions, there are only blending elements that are 
crossed by the zero isosurfaces of the level set function. For 
these elements, the level set function values at some nodes 
are positive, and they are negative at the other nodes. In this 
case, the virtual densities of those blending elements are 
distributed between 0 and 1, which can be seen in Fig.9e. 
These small features can be removed by using some implicit 
(Yaghmaei et al. 2020; Chen et al. 2021) or explicit (Guo 
et al. 2014; Xia and Shi 2015) size control algorithms.

4.2  Design of large‑scale/high‑resolution structures

To solve large-scale/high-resolution structural topology 
optimization problems in the parameterized level set design 
framework, the proposed method is implemented on the 
PETSc, a high-performance scientific computing platform.

For the GSRBF-based PLSM, the parameterization 
matrix � is a full matrix that will consume a lot of computer 
memory and computing time, especially for the three-dimen-
sional problems. Therefore, the CSRBFs-based parameter-
ized level set method is usually used for large-scale struc-
tural topology optimization (Liu et al. 2019b) due to the less 
computational resources consumed in its parameterization 
process. Since the proposed APLSM in this paper avoids 
this process, its calculation is expected to be more efficient.

Compared with our previous work (Liu et al. 2019b), 
the pre-allocated memory space and generation of the 

Fig. 9  Comparison of the optimized results: a initial design of the 
MBB beam; b optimized MBB beam by using the CSRBF-based 
PLSM with rs = 2 ; c optimized MBB beam by using the CSRBF-
based PLSM with rs = 8 ; d optimized MBB beam by using the 
proposed APLSM; e element density distribution of the optimized 
structure shown in (d); f initial design of the cantilever beam model; 
g optimized cantilever beam by using the CSRBF-based PLSM with 
rs = 2 ; h optimized cantilever beam by using the CSRBF-based 

PLSM with rs = 8 ; i optimized cantilever beam by using the proposed 
APLSM; j element distribution of the optimized structure shown in 
i; k initial design of the Michell-type structure; l optimized Michell-
type structure by using the CSRBF-based PLSM with rs = 2 ; m opti-
mized Michell-type structure by using the CSRBF-based PLSM with 
rs = 8 ; n optimized Michell-type structure by using the proposed 
APLSM; o element density distribution of the optimized structure 
shown in (n)
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parameterization matrix � , the solving of Eq. (11) in each 
iteration and the coefficient vector � of CSRBFs are no 
longer needed in the proposed method. In this way, the 
parallel calculation program of the proposed method is 
very convenient to implement. In this work, the whole 
calculation processes are parallelized, including the gen-
eration of mesh, the calculation and integration of ele-
ment stiffness matrix, the structural analysis by using the 
FEM, the computation of the normal velocity field �n , 
the updating of level set function, and the outputting of 
optimization results. The implementation details are the 
same as our previous work (Liu et al. 2019b), such as the 
mesh generation, the selection of integral points, and the 
post-processing.

In the PETSc computing platform, many kinds of sparse 
linear system solvers are available, including parallel and 
sequential, direct, and iterative. The combination of a 
Krylov subspace method and a preconditioner is popular 
for the iterative solution of linear systems. In this paper, 
the Flexible Generalized Minimal Residual method (Saad 
1993) in conjunction with a multigrid preconditioner is 
employed in the structural analysis.

In this subsection, two design problems are solved by 
using the proposed APLSM and the traditional CSRBFs-
based PLSM. Their computational models and boundary 
conditions are shown in Fig. 10, where all parameters 
are assumed to be dimensionless, i.e., H = 96 and F = 1 
for Fig. 10a, L = 1280 , H = 32 and F = 4 for Fig. 10b. 
Since the design domain and its boundary conditions are 
all symmetrical about the x and y axes, only one-quarter 
of the design domain is used for calculation. The meshes 
of 384 × 192 × 96 and 640 × 640 × 32 are employed for 
the optimizations of the cantilever beam model and the 
one-quarter of the plate model, respectively. In addition, 
the upper bounds of the volume fractions of the allow-
able material usages for these two models are set as 12% 
and 20%. For the plate model, the regions with a distance 
of 1

32
H from the upper and lower surfaces are undesign-

able domains. These two optimization problems are con-
ducted on a computer cluster, where each computer node 
is equipped with two Intel(R) Xeon(R) CPU E5-2678 v3 
@ 2.50GHz and 64GB of RAM. For the cantilever beam 
model, 6 computer nodes with a totally of 144 processors 

are occupied. While for the plate model, 15 computer 
nodes and 360 processors are used.

For the optimization problem in Fig. 10a, it converged 
after 172 iterations by using the proposed APLSM and the 
total computing time is about 2.7 h. The average calcula-
tion time per iteration step is about 56.5 s where 54 s are 
used to solve the linear system of the structure based on 
the Flexible Generalized Minimal Residual method and the 
multigrid preconditioner. The remaining 2.5 s are consumed 
during the other processes including the mesh generation, 
the assembly of element stiffness matrices, the imposition of 
boundary conditions, and the evolution of the level set func-
tion. The corresponding optimized configuration is shown 
in Fig. 11b. For comparison, the optimized result obtained 
by using the traditional PLSM is also presented in Fig. 11a. 
We can see that the two optimized configurations are almost 
the same, which indicates the correctness and effectiveness 
of the proposed APLSM once again.

For the optimization problem of the plate model shown 
in Fig. 10b, it converged after 182 iterations and the total 
consumed time is approximately 6 h. The average calcu-
lation time per iteration is about 119 s where more than 
117 s are consumed by the finite element structural analysis 
and the remaining calculation time of fewer than 2 s is used 
for generating the meshes, assembling the element stiffness 
matrices, imposing the boundary conditions, and updating 
the level set function. As shown in Fig. 12, the whole con-
figuration of the plate is obtained by reflecting the quarter 
of the plate optimized by using the proposed APLSM. From 
the internal views, we can see that a lot of very small truss-
like structures with certain distribution rules appear in the 
sandwich domain of the plate.

4.3  Optimization of a bridge model with two 
different displacement constraints

A bridge model, whose design domain and boundary condi-
tions are shown in Fig. 13, is optimized by using the pro-
posed method under two different displacement constraints. 
For the first case (Case I), two edges at x = 0 and x = 4W 
on the bottom surface of the design domain are clamped. 
For the second case (Case II), all the degrees of freedom of 
the nodes around the four corners of the lower surface of the 

Fig. 10  Two computational 
models and their boundary 
conditions
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design domain are constrained. A uniform distributed force 
q is imposed on the upper surface of the design domain. The 
domain less than W/64 from the top surface is undesign-
able. Only half of the model is calculated in this example 
because of symmetry. For the two cases, half of the design 
domain is divided into a uniform grid of 256 × 128 × 128 . 
Material properties of Young’s modulus E = 1 and Poisson’s 

ratio � = 0.3 are used in this example. For Case I and Case 
II, the upper limits of volume fraction are set to 12% and 
10%, respectively. The optimized results are presented in 
Fig. 14. Figure 14a, b, and c shows the optimized bridge and 
its features obtained under the fixed displacement constraints 
of the edges at x = 0 and x = 4W  on the lower surface of 
the design domain. Figure 14d, e, and f presents the results 
obtained under the fixed displacement constraints around the 
four corner points on the lower surface of the design domain.

4.4  Design of the structures with repetition 
constraints

In this subsection, two rotary-like structures are firstly 
designed by using the proposed APLSM with consider-
ing the repetition constraints. The two design models and 
their boundary conditions are shown in Fig. 15. As shown 
in Fig. 15a and c, pure torsional loads and corresponding 

Fig. 11  Comparison of the 
optimized cantilever beams

Fig. 12  Optimized plate and its local features (colored by the displacement field in the direction of plate thickness)

Fig. 13  Design domain and boundary conditions of the bridge model
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fixed displacement constraints are applied to both ends of the 
design domains of the cylinder-like and vase-like structures. 
In addition, their initial designs are presented in Fig. 15b 
and d, respectively. In this subsection, the numbers of three-
dimensional 8-node hexahedral elements in all of the com-
putation models are the same, which is 576 × 8 × 576 in 
the height, thickness, and circumferential directions. The 
calculations for the models in this subsection are all carried 
out on the same workstation equipped with 48 CPU cores 
and 256 GB RAM.

The optimization results are shown in Figs. 16 and 18, 
where the repetition constraints are imposed in the circum-
ferential direction with the different numbers of repeating 
patterns. In Fig. 16, except that the upper limit of the volume 
ratio in Fig. 16a is 0.15, those of other models are all 0.3. 
The numbers of repeating patterns Npatterns of the optimized 
cylinder-like structures in Fig. 16a, b, c, and d are 6, 12, 24, 
and 24, respectively. From Fig. 16, we can see that the opti-
mization results will become a thin-walled cylinder structure 
with the increase in the number of repeating patterns. How-
ever, when the upper limit of the amount of usable material 
is reduced, the optimal structure becomes a truss-like cylin-
drical structure as shown in Fig. 16d, whose internal view 
is given in Fig. 17. From the optimization results, we can 
deduce that for the design of the gyroscopic design models 
with pure torsional load, the thin wall structure has better 
force transmission performance when the allowable material 
amount is sufficient. However, when the maximum allowable 
material amount becomes small, the truss-like structure will 

appear in the optimization result if the element size is not 
fine enough.

For the vase-like structure design problem, the numbers 
of repeating patterns Npatterns of the optimized vase-like 
structures shown in Fig. 18 are set as 6, 12, and 24, respec-
tively. From Fig. 18, we can find that the hole size of the 
designed truss-like structure becomes smaller and the lattice 
of the truss becomes denser when the number increases. 
This shows that if we continue to increase the number of rep-
etitions, the optimized vase-like structure will also become 
a thin-walled structure, as long as the element size is fine 
enough. It should be mentioned that these conclusions are 
consistent with the conclusions in the work conducted by 
Sigmund et al. (2016).

A simply supported plate as shown in Fig. 19 considering 
the repeat pattern constraints in the x and y directions is car-
ried out herein for further verifying the effectiveness of the 
proposed method. A uniform distributed force q is imposed 
on the top surface of the design domain. The upper limit of 
volume fraction is set as 30%. The whole design domain 
is meshed by 320 × 320 × 32 with the number of repeating 
patterns being Npatterns = 20 in the x and y directions, while 
there is no repeat pattern constraint in the z direction. The 
optimized plate as shown in Fig. 20 is obtained by using the 
proposed APLSM with the repeat pattern constraints. The 
result indicates that the sandwich structure with periodic 
microstructure can be easily designed by using the presented 
topology optimization method with considering the repeti-
tion constraints.

Fig. 14  Optimized bridges and images of these results from differ-
ent perspectives (colored by the displacement field in the z direction): 
a–c are the optimized bridge and its features obtained under the dis-

placement constraints of Case I; d–f are the results obtained under the 
fixed displacement constraints of Case II
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5  Conclusion

The level set method has been more and more widely used 
in the field of structural topology optimization since 2003, 
because of its obvious advantages, especially in describ-
ing complex geometric configurations. To overcome 

some shortcomings of the classic level set method, the 
traditional parameterized level set method (PLSM) 
has been proposed since 2006 by using the radial basis 
functions (RBFs) to parameterize the level set function. 
However, an additional linear system needs to be solved 
during the parameterization process within each optimi-
zation iteration. The number of non-zero elements of the 

Fig. 15  Computational models 
and their boundary conditions: a 
Cylindrical model with multiple 
torsional loads; b Initial design 
for the cylindrical model; c 
Vase-like model with multiple 
torsional loads; d Initial design 
for the vase-like model

Fig. 16  Optimized structures 
with considering the repetition 
constraint: a number of repeti-
tion patterns along the circum-
ferential direction Npatterns = 6 ; 
b Npatterns = 12 ; c Npatterns = 24 ; 
d Npatterns = 24 for a lower 
volume fraction upper limit 
vf = 0.15
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parameterized matrix � is closely related to the size of the 
support region of the GSRBFs or the CSRBFs. The param-
eterized matrix is full when using the GSRBFs to param-
eterize the level set function and it will become sparse 
when the CSRBFs are employed for the parameterization. 
No matter which kind of the RBFs is used for the param-
eterization, the additional linear system must be solved, 
which will consume a lot of computer memory and calcu-
lation time, especially for 3D large-scale/high-resolution 
structural topology optimization problems.

To further improve the calculation efficiency based on 
the traditional PLSM, the shape functions adopted in the 
FEM are employed herein to parameterize the level set func-
tion. After using the shape functions, the parameterization 
matrix � will become an identity matrix, which completely 
avoids the solving of the above-mentioned additional linear 
system of the parameterization process. In this way, lots of 
computer memory and computing time will be saved when 
using the shape functions for parameterization. In addition, 
the shape functions are adaptive for any structured mesh 
or unstructured mesh, which keeps the parameterization 

matrix � always an identity matrix for the arbitrary shape 
of the design domain. Because of this, we call this proposed 
method an adaptive parameterized level set method. Further-
more, to verify the effectiveness of the proposed method in 
large-scale structural topology optimization problems, the 
calculation program is processed in parallel based on the 
PETSc, an open-source scientific computation platform.

Several numerical examples have been carried out for 
verifying the correctness and effectiveness of the proposed 
APLSM. By comparison with the traditional GSRBFs- or 
CSRBFs-based PLSM, we can see that the optimized con-
figurations obtained by both the PLSM and APLSM are 
almost the same for the 2D and 3D problems. Based on the 
fully parallel computation technique, the calculation scale 
can theoretically be infinitely expanded as long as there 
are enough computer resources. In this paper, more than 
13 million hexahedral elements are used for the optimiza-
tion of the plate model. By analyzing the computing time, 
one can see that the efficiency of the proposed APLSM is 
very high. In the optimization problem of the plate model, 
except for the time cost in solving the linear system of 
structural analysis, only less than 2 s are consumed during 
the processes in each iteration including the mesh genera-
tion, the assembly of each element stiffness matrix, the 
calculation of the strain energy, the evolution of the level 

Fig. 17  Internal view of the optimized structure shown in Fig. 16d

Fig. 18  Comparison of the 
optimized vase-like structures: 
a number of repetition pat-
terns is set as Npatterns = 6 ; b 
Npatterns = 12 ; c Npatterns = 24

Fig. 19  Design domain and boundary conditions of the plate model 
with considering the repeat pattern constrains
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set function, etc. From the optimized structures, we can 
find that lots of very small structures, such as truss-like 
and thin shell components, will appear in the final designs. 
Besides, a repetition pattern constraint in this paper is suc-
cessfully applied for optimizing the hierarchical and peri-
odic cellular structures by using the proposed method and 
the parallel computing technique.
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