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Abstract An Occupant Protection System (OPS) has very
important applications in an automobile accident, which
can save an occupant from fateful hurt or death. To pro-
vide a feasible framework for decreasing occupant injury
degree, this paper presents a practical approach of the
Reliability-based Design Optimization (RBDO) for vehi-
cle OPS performance development based on the ensemble
of metamodels. The weight factors of the ensemble associ-
ated with each metamodel are determined using a heuristic
method. The comparative result shows that the prediction
accuracies of the ensemble of metamodels exceed all indi-
vidual one. Generally, the deterministic optimum designs
without considering the uncertainty of design variables fre-
quently push design constraints to the limit of boundaries
and lead objective performance variation to largely fluc-
tuate. So, the RBDO is presented and aims to maintain
design feasibility at a desired reliability level. The First
Order Reliability Method (FORM) and Second Order Reli-
ability Method (SORM) are used to calculate the reliability
index, and the results are checked by Monte Carlo (MC)
simulation respectively, from which the failure probabil-
ity of the OPS performance design is obtained. The result
demonstrates that the reliability design is more reliable than
the deterministic optimization in real engineering applica-
tion. Finally, the reliability-based design optimization result
is validated by the simulation result, which shows that the
proposed RBDO approach is very effective in obtaining an
optimum design.
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1 Introduction

Over the past century, occupant safety has become an impor-
tant design objective among all the performance criteria of
vehicles. In the automotive-related industry, the effort goal
of engineering design in the field of vehicle occupant pro-
tection is to fulfill or exceed the government regulations
such as FMVSS, ECE, and NHTSA. The Occupant Protec-
tion System (OPS), including the energy-absorbing steering
columns, three-point belts, front and side air bags, is a safety
device that is designed to assist in restraining the occupant
in the seating position, and reduce the risk of occupant con-
tact with the vehicle interior, thus decreasing the risk of
injury in a vehicular crash event. There are abundant lit-
eratures dealing with the effectiveness of the OPS such as
belts and supplemental airbags in providing occupant pro-
tection in automobile crashes (Mizuno et al. 2011; Douglas
and Hampton 2010; Huston 2001; Bruno et al. 1998)

The mandatory usages of the seatbelts and airbags have
significantly decreased occupant fatality and injury. In order
to effectively prevent the occupant hurt a number of Deter-
ministic Design Optimization (DDO) strategies of the OPS
based on Computer Aided Engineering (CAE) are discussed
(Gu et al. 2013; Zhao et al. 2010; Dias and Pereira 2004;
Liao et al. 2008) However, the DDO has little or even no
room for uncertainties in the manufacturing process. Con-
sequently, the DDO that is obtained without considering
uncertainty of design variables may frequently push the
design constraints to boundary and result in a lack of feasi-
bility. So, it requires the Reliability-based Design Optimiza-
tion (RBDO) which involves the evaluation of probabilistic
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constraints (Sinha 2007; Gu and Lu 2014; Lin et al. 2014,
Gu et al. 2013; Youn et al. 2004; Yang et al. 2000; Taflanidis
and Beck 2009b)

However, it is prohibitively expensive or not an appro-
priate application for many large-scale applications when
RBDO involves the evaluation of probabilistic constraints.
The computational cost would become excessively high by
using the simulation results that require several hours of
compute time. To replace the simulations results, metamod-
els (or surrogate models) with smooth analytic functions
for efficient estimation of system responses have been
widely used for highly efficient and stable RBDO. A num-
ber of metamodeling techniques have been investigated in
approximating mathematical test functions in the open liter-
ature, such as Polynomial Response Surface (PRS), Radial
Basis Function (RBF), Kriging (KRG), Support Vector
Regression (SVR) (Forsberg and Nilsson 2005; Dubourg
et al. 2011; Dyn et al. 1986; Martin and Simpson 2005;
Smola and Scholkopf 2004)

The accuracies of metamodels in predicting critical crash
responses of an automobile have been investigated by many
researchers. For instance, Fang et al. (2005) found that
RBF could give accurate metamodels for highly nonlinear
responses, Simpson et al. (2001) found KRG to be most
suitable for slightly nonlinear responses in high dimension
spaces, and Jin et al. (2001) proposed the use of PRS for
slightly nonlinear and noisy responses. An extensive review
of metamodeling can be found in Wang and Shan (2007).

Since the metamodels are used in the RBDO process,
the quality of metamodels affects directly the result of the
optimization design and reliability analysis. Even the opti-
mization results may be misleading if the quality of the
metamodel cannot be ensured. It is necessary to further
the investigation of developing efficient metamodeling tech-
niques for approximating, as accurate as possible, highly
nonlinear responses of OPS performances. The custom in
metamodelling techniques is based on constructing many
different metamodels and then selecting the best one and
deleting the rest. Since the performances of different meta-
models are dependent on the training data set used, the
selected metamodel is not guaranteed to be the optimal
choice with the other response data set. For example, Krig-
ing sometimes works very well in the estimation of one
function, but it may not work well in others simultaneously.
These obstacles can be overcome by the use of an ensemble
of metamodels rather than a single one. Therefore, several
researchers combined multiple metamodels in the form of
an ensemble. The main purpose for the use of an ensemble
of metamodels is to protect against the error and variability
in the prediction of individual metamodels. The use of an
ensemble of different models is first introduced by Bishop
(1995) and alternative formulations are proposed by Zerpa
et al. (2005), Goel et al. (2007), Lee and Choi (2014) and
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Acar and Rais-Rohani (2009). These studies showed that
the results of the ensemble of metamodels had taken advan-
tage of the prediction ability of each individual metamodel
to enhance the accuracy of the response predictions.

Although there have been substantial published works
on the optimization for structural crashworthiness design
using the ensemble of metamodels, limited reports have
been available to optimize OPS The reliability-based design
optimization for OPS considering the uncertainty also has
received limited attention in the literature. Thinking for its
significant practical value, the development of the RBDO
methods for OPS is very important. This paper presents
a comprehensive study approach of how non-deterministic
optimization schemes are performed in the design of vehi-
cle OPS under the frontal full impact rigid wall test modes
based on GB11551 of China. Nine design variables are
selected from the airbag, seat and seatbelt parameters which
include mass flow rates, vent areas, belt limiter load etc.
Based on the Design of Experimental (DOE) dominant
design variables, optimization criteria and methods are
established for the next step. To achieve high accuracy
with limited number of simulations analyses, an ensem-
ble of four individual metamodels including PRS, RBF,
KRG and SVR is used to estimate OPS performance of
an automobile in this paper The prediction capability of
individual metamodels and the ensemble are discussed.
After validating the ensemble of metamodels, the Particle
Swarm Optimization (PSO) algorithm is applied to search
the optimal solutions, and the First order reliability method
(FORM) and Second Order Reliability Method (SORM) are
applied to perform the reliability analysis. To validate the
accuracy of the reliability analysis method, the results are
checked by Monte Carlo (MC) simulation. The determinis-
tic and non-deterministic optimization results are generated
and their calculating efficiencies are compared, respectively.
The reliability-based optimization results are validated with
the simulation data and then will be applied for products
design in the future.

2 Ensemble of metamodels

In order to improve the accuracy of approximate models,
it is a reasonable strategy to combine all the stand-alone
metamodels into an ensemble model. Ensemble technique
is an effective way to make up for the shortfalls of tra-
ditional strategy. For example, Goel et al. (2007) have
demonstrated the advantages of an ensemble of metamodels
instead of individual metamodel using analytical problems.
For a given problem, if all the stand-alone metamodels
developed for a given response happen to have the same
level of accuracy, then an acceptable form for the ensemble
would be a simple average of the metamodels (Zhou et al.
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2011). However, this is not a general case because some
metamodels tend to be more accurate than others. Hence,
in attempting to enhance the accuracy of the ensemble, the
members of the ensemble have to be multiplied by different
weight factors (Bishop 1995; Acar 2010; 2014). An ensem-
ble of metamodels for approximation can be expressed as:

Nu
Jensemble (¥) = wi (x) Hi (x) (1)
i=1
where Yensembieis the prediction of the ensemble, Nyis the
number of metamodels, w;is the weight factor for the ith
metamodel, and J;is the prediction of theith metamodel.
The weight factors satisfy

Ny
Dowit)=1 @
i=1

Goel et al. (2007) proposed a heuristic method for calcu-
lating the weight coefficients, where the weight coefficients
are computed as:

wl
wi = —- 3)
> wh
j=1
wf = (E; +«E)" )
E = 1NME (3)
=3 :

Where E; is the Generalized Mean Square Error (GMSE) of
the ith metamodel, while E is the average error of all meta-
models used in constructing each ensemble. « and S are
two parameters which control the importance of averaging
and importance of individual metamodel, respectively. The
parameters of « < 1 and 8 < Oare selected by the analyst
based on the importance of E;and E. Goel et al. (2007) sug-
gested that two parameters of & and Bare determined to be
0.05 and -1 respectively in (4). In this study, the weight fac-
tors of the individual metamodels are selected according to
a heuristic method proposed by Goel et al. (2007).

The four different individual metamodels including PRS,
KRG, RBF and SVR are used in the ensemble of metamod-
els. The rationale of selecting these metamodels to demon-
strate the proposed approach was (1) these metamodels are
commonly used by practitioners and (2) they represent dif-
ferent parametric and nonparametric approaches (Queipo
et al. 2005).The features of the PRS, KRG, RBF and SVR
models are described in the following.

Equatin (1) a general PRS model can be written as:

Yy =fX+e (6)

wherey (x)is the exact response function dependent upon a
number of variables x andeis random error. The approximat-
ing function f (x) is assumed to be a summation of basis
functions:

L
f®=>"aipi (x) )
i=1

where Lis the number of basis functions, ¢; is used to
approximate the model. The unknown coefficients a =
lay, ap, - -, aL]T have to be determined in order to minimize
the sum of the square errore. The quadratic approximation is
chosen as basis functions in this study. The more details of
PRS can be also consulted from the literature (Redhe et al.
2002).

Equation (2) KRG is applied by empirical methods for
determining true ore grade distributions from distributions
based on sampled ore grades. In recent years, the Kriging
method has been found for wider application as a spatial
prediction method in engineering design. A general KRG
model can be written as (Zhao and Xue 2011):

y®=f®+Zx ®)

where y is the unknown function of interest, f (x)is a known
polynomial and Z(x)a known polynomial and is the
stochastic component with mean zero and covariance. More
details regarding the KRG model can be consulted from the
literature (Timothy et al. 2001)

Equation (3) the RBF method was originally developed
to approximate multi-variate functions based upon scattered
data. For a dataset with input variables and responses at S
sampling points, the typical RBF model takes the following
form:

S K
Y =Y ol —x50) + D Crpr(x) )

s=1 k=1

where ||x — x;|| is the Euclidean norm between design vari-
ables x and the sth sampling point x;, ¢ is a basis function,
As 1s the unknown weighting factor positioned at the sth
sampling point, pg(x) is polynomial terms, K is the num-
ber of polynomial terms (usually K < S), and Ci(k =
1, 2,---,K) is the coefficient for p(x). Therefore, an
RBF model is actually a linear combination of § radial
basis functions and Kpolynomial terms with the weighted
coefficients. In this study, the multi-quadric formulation
(specificallyp(r) = +/r2 + ¢2, in whichcis the free shape
parameter (Buhmann 2003)) of RBF was chosen for its
proven prediction accuracy in the structural crashworthiness
design problems, and commonly linear and possibly expo-
nential rate of convergence with increased sampling points.
More details of RBF can be found in these literatures (Dyn
et al. 1986; Fang et al. 2005).
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Equation (4) the SVR is a new surrogate modeling tech-
nique with higher accuracy and a lower standard deviation
(Lee et al. 2008). SVR is derived from Support Vec-
tor Machine (SVM) technique introduced for dealing with
regression recognition problems and approximate function.
The algorithmic purpose of SVR is to find a flat function,
which separates the data into two classes by using the max-
imum margin principle. The linear case can be given by:

f&x)=(w-x)+b (10)
wherewis the parameter vector that defines the normal to
the hyperplane, bis the threshold, and(w - x)is the dot prod-
uct ofwandx. The non-linear function approximations can
be easily achieved by exchanging the dot product of input
vectors for the kernel function. In this study, the SVR model
is constructed by the Gaussian kernel function, which is
frequently used in the SVR technique (Pan et al. 2010)
There are several error measures available to determine

the accuracy of the metamodels, such as Root Mean Square
Error (RMSE) Coefficient of determination (R2), and the
Relative Error (RE) (Hou et al. 2012; Su et al. 2011). The
equations for these measures are given below, respectively.

n

Z ()’t - Yz)
R*=1- ’;— (11)

Z i — YI)

i=1

12)

13)

Yi
Where y; is the corresponding predicted value; y;is the
actual simulation value;y; is the mean of they; Generally
speaking, the larger values of RZ, as well as the smaller val-
ues of RMSE indicate a better fitness of the metamodels

(Fang et al. 2005) The RE is an error measure for local
region and a small RE value is preferred.

3 Particle swarm optimization algorithm

The Particle Swarm Optimization (PSO) algorithm has been
proposed and applied for engineering optimization by some
researchers in the last years (Reyes-Sierra and Coello 2006;
Ebrahimi et al. 2011) It is found that the information given
on this topic in Pinto et al. (2007) is most instructive. The
development of the basic algorithm presented here draws
heavily from this work. For completeness, some ideas from
their papers are included here.
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In PSO, each particle represents a candidate solution
associated with two vectors: position (X;) and velocity (V;).
In a d-dimensional search space, the position of particle i
can be described asX| = (xl.’l, xh, xi’d), the velocity of
particlei can be represented asV} = (vl’ 1> Vs oy V) d) at iter-
ation r. Let P! = (p!,, pl,, ..., p!;) denotes the personal
best (pBest), which is the best solution that particle i has
obtained until iterationt; and Pfg = (P;w pgz, . p; d) rep-
resents the global best (gBest), which is the best solution
obtained from Pﬁ in the population at iterationt. To search
for an optimal solution, each particle updates its velocity
and position according to the following equation:

Xl+] Vt+1
{ Vit = ol )V’ +erhy (P = X0) + caha (P, — X!
(14)

where cjand cpare the cognitive and social learning factor
in the range of [0, 4], & and A, are the uniform random
numbers in the range of [0,1], c(()k) = eta X cok l)(k =

-, kmax) 1s the inertia weight that controls the influence
of previous velocity in the new velocity and has a critical
effect on PSO convergence behavior. eta is the decreasing
rate of codefined by the user; & is the current iteration; kpaxis
the maximum of iteration defined by the user.

4 Vehicle occupant protection system optimization
design

The continuously increasing demands on vehicle safety per-
formance and improving requirement of the government
regulations have been a major challenge for vehicle manu-
facturers in the today. This has resulted in a rapid implemen-
tation of the various Occupant Protection System (OPS) into
a new car. This paper describes the optimization of OPS to
meet performance requirements for the frontal full impact
rigid wall test modes according to the GB11551. One of
very important problems in the development process is the
optimal designs of OPS at a limited short time and in a cost
economy way. The flow chart of the optimization procedure
is shown in Fig. 1.

The solution process is systematically divided into seven
steps:

1) Develop the computer code and validate the model by
comparing the simulation and physical test results.

2) Define the optimization problem including objective
functions and constraints, design variables and ranges
etc.

3)  Adopt the Optimal Latin Hypercube Sampling (OLHS)
method for Design of Experiment (DOE) and construct
the four individual metamodels.
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Fig. 1 Flowchart of the
reliability-based design validation
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4) Build the ensemble of metamodels, find the weight fac-
tors, and evaluate the error. The first loop continues
until a satisfying result is obtained by adding the sam-
pling points. In this research, the values of R>, RMSE
and RE are employed as the termination criterion.

5) Solve the deterministic optimization as well as the
RBDO using PSO algorithm

6) Conduct the reliability analysis for every constraint
based on the metamodels.

7) Validate the reliability optimization solution with sim-
ulation result. The second loop continues until a satis-
fying result is obtained. In this research, the error value
between the optimal solution and simulation result is
employed as the termination criterion.

4.1 Model description and validation

Mathematical Dynamic Model (MADYMO 2005) is the
worldwide standard software for analyzing and optimiz-
ing occupant safety designs. Using MADYMO, researchers
and engineers can model, thoroughly analyze and opti-
mize safety designs early in the development process. This
reduces the expense and time involved in building and test-
ing prototypes. Adopting MADYMO also minimizes the
risk of making design changes late in the development
phase. For new or improved vehicle models and compo-
nents, MADYMO cuts cost and reduces the time-to-market
substantially. MADYMO simulations correlate well with
real crash test results and are completed within minutes.
Safety designers can easily apply design-of-experiment
methods, optimization or stochastic techniques together

with MADYMO to explore the effects of multiple design
variables simultaneously. The MADYMO Solver is a flexi-
ble multi-physics simulation engine that uniquely combines
the capabilities of Multi-Body (MB) and Finite Element
(FE) in a single CAE solver. This makes the MADYMO
solver a highly efficient tool for design and analysis of
complex dynamic systems. MADYMO dummy models are
famously accurate and also renowned for their computa-
tional speed, robustness and user-friendliness.

A restraint system and a driver-side airbag which are pro-
vided by an industrial partner are used to create a baseline
model for simulation analysis. The baseline model consists
of the following groups of components:

1) A biofidelic dummy is used in the driver seating posi-
tions and represented by a 50th percentile male dummy
model of MADYMO program;

2) The restraint system includes the airbag model, the
seat, seat belt, retractor, sash and webbing clamp, the
steering column;

3) The vehicle interior consists of the dashboard, steering
wheel, floor pan and toe pan;

4) The vehicle frontal structure is represented by a decel-
eration pulse taken from a vehicle test of full impact
rigid wall with the initial velocity of 50km/h.

The dynamic model of the system is shown in Fig. 2.

To examine the availability of the MADYMO baseline
model, the simulation results can be validated by the sled
test. As Table 1 shows, the maximum error of the injury cri-
teria between simulation and test is less than 8%. As Fig. 3
shows that simulation curves of the chest acceleration, chest
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Fig. 2 (a) Restraint system Airbag
model and (b) vehicle 50 Vehicle front AccX
deceleration pulse Steering assemb
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compression and femur loads correlate well with the sled
test results. It is found that the head deceleration differs in
a slight time delay around the peak. This difference may
be caused by an assumption of constant venting discharge
coefficient in the MADYMO airbag model.

Figure 4 exhibits the dummy campaign gestures of the
simulation model and corresponding physical test at times
(a) t=0ms (b) t=50ms, (c) t=60ms and (d) t=100ms. Obvi-
ously, they agree well with the physical test. Therefore, the
MADYMO simulation model is accurate enough for the
subsequent OPS optimization.

4.2 Design responses and variables

The multi-criteria injury values of dummy are formulated
as a single cost function with the Weight Injury Crite-
ria (WIC) (Viano and Arepally 1990) subject to multi-
ple functional constraints. The WIC combines these five
injury criteria as a single-design objective in this paper
as follows:

HIC c
WIC = 0.6( 36)+0.35 (“3”” n ”""’"”) /2.0 (15)

687 57 51
femur femur
left right
0.05 2.0
+ 4.2 + 3.3 /

The value of WIC is chosen as the optimization objec-
tive and the injury measures of the 50th percentile male
dummy including the HIC36 of head injury criterion for con-
tinuance 36ms, chest acceleration for cumulative 3ms, chest
compression and femur loads are adopted as the constraint
level. Table 2 summarizes the responses of initial design

Gravity

Time (ms)

and the maximum allowance values of each constraint. The
specified constraints should be less than the initial design
values

Changes in the airbags, seat and seatbelts parameters
have all contributed to a reduction in the safety risk from
OPS, which are reflected in the dummy injury measure. So,
nine related design variables in this study are selected from
the parameters as followers.

Generally, an airbag has two vents that can adaptively
release gas when the occupant impacts the airbag and
the size of the vents changes depending on the pressure
existing in the airbag. Internal straps used to control the
shape of the air bag and the number of straps for the
driver airbag has been a trend toward “2” tethers. An
airbag trigger time is provided with a first sensor which
is disposed in a predetermined position in a vehicle body.
The average time for driver air bag trigger has approxi-
mately been consistent 15 ms in impact rigid wall with
velocity of 50km/h. The rate of inflator mass flow is the
gas that is generated during the inflation process to fill
the air bag.

The seatbelt stiffness is the amount (in percent) a seat
belt stretches when subjected to a specific force, and a low
percent in elongation indicates a stiffer belt. For the driver
and passenger sides, the seat belt stiffness has remained
about constant at around eight to nine percent elonga-
tion per unit load. The seatbelt load limiter is the device
that limits the forces imparted to the occupant by the seat
belt during the crash event, and the forces are prevented
from exceeding a pre-determined level by allowing the
seat belt webbing to yield when forces reach this level.
The seatbelt pretension is the device, usually pyrotechnic,

Table 1 Comparison of

simulation results with sled test Injury values H1Cs6 A3ms Ceomp F, I'Z;-TM F, ,'Cg,nfw
results
Sled test 673 59 49 3.9 3.5
CAE result 687 57 51 4.2 3.3
Error 2.0% 3.5% 4.1% 7.1% 6.0%
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Fig. 3 Comparison of the
curves between simulation and
physical test

to remove slack from the seat belt upon detection of a

crash condition.
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For reliability analysis, a probabilistic variable has a

mean or nominal value, a variation around this mean value
according to a statistical distribution and an optional lower
and upper bound. Assume that xis a probabilistic design
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variable and the mean or expected value (u,) of xcan be
calculated as

(16)

(b) t=50ms

Fig. 4 Comparison of the between the simulation and test in four different time steps

(c) t=60ms

(d) t=100ms
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Table 2 Objective and constraints

Description Objective Constraints

Item wIC HI C3() A3ms Cmmp F]j;;;nur F, r{;TtM
Initial design 1.0 687 57 51 4.2 33
Target design Minimize <687 <57 <51 <42 <33

The variance (Var (x)) of x is a measure of the spread in
the data about the mean and can be estimated as
1 n
Var () = — 21: (x; — px)? (17)
1=
The standard deviation (o, ) is defined as the square root of
Var (x) and can be expressed as

oy =+/ Var (x) (18)
The Coefficient of Variation (COV) is expressed as

Ox
COV (x) =68 = — 19)

X

For a deterministic variable COV (x) is zero, a smaller
value of the COV indicates a smaller amount of uncer-
tainty in the variable. The design variables are assumed to
distribute normally, whose COV is given as 3% from typical
manufacturing tolerance in this study.

Table 3 provides the list of design variables, the values
for the baseline design, COV (o/u), as well as the cor-
responding lower and upper bounds. The values of design
parameters with the function are defined by the percent-
age changes relative to their baseline values. The design
ranges of all the nine design variables are defined in terms
of possible design changes allowed

4.3 Comparison and discussion of metamodel predictions

Considering affordability of simulation runs, the OLHS
technique (Yang et al. 2005a; Yang et al. 2005b) is adopted

for these nine design variables. Based on previous inves-
tigation, a SN sample size is utilized to start the OLHS.
A total of 45 initial sampling points are generated in the
design space. The objective and constraint values of each
sampling point are computed using MADYMO 6.3 version
in a personal computer.

Following the simulation results, these individual meta-
models including PRS, KRG, RBF and SVR are con-
structed. In order to further improve the approximation
accuracy, the ensemble of metamodels is constructed and
these individual metamodels (i.e., PRS, RBF, KRG and
SVR) are used as the four members of the ensemble.
The weight factors of the individual metamodels are
gained based on the previously described techniques in this
Section 2. The threshold values of two measures of R? and
RMSE are set as 0.96 and 0.04 in this study The targets of
threshold values of the two measures of R?> and RMSE are
met by adding 15 additional sampling points. The weight
factors and validation results of the metamodels with 60
sampling points are clearly listed in Table 4. It is found
that all of the individual metamodels cannot accord with the
requirements of the threshold values except the ensemble of
metamodels. Compared result for WIC except for PRS and
KRG, other metamodels achieve good accuracy reflected
by remarkably higher R? value and lower RMSE when all
different training sets are used. For other five constraints,
the SVR is the most accurate for Fr];;;?lw and as,s; RBF is
the most accurate for HIC36; KRG is the most accurate for
Ceomp- So, the performance of a good model on the response
does not necessarily mean good prediction of the other data.

Table 3 Nine design variables

Design variations distribution COV Initial value Vary range

Lower Upper
a = vent diameter (x) Normal 3% 50mm 40 mm 60 mm
b =Belt limiter load (x;) Normal 3% 3.5 KN 2.0 KN 5.0 KN
¢ =Straps length (x3) Normal 3% 270 mm 240 mm 320 mm
d =Belt pretension time (x4) Normal 3% 12ms 7 ms 17 ms
e =Airbag Trigger time (xs) Normal 3% 15 ms 10 ms 20 ms
f = Steering column force (xg) Normal 3% 1.8KN 1.2KN 2.4KN
g =Inflator mass flow (x7) Normal 3% 1.0 0.8 1.3
h =Seat cushion stiffness (xg) Normal 3% 1.0 0.8 1.3
i =Webbing stiffness (x9) Normal 3% 1.0 0.8 1.3
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Table 4 Error assessment and
weights of the metamodels PRS KRG RBF SVR ENS
models
wIC RMSE 0.136 0.119 0.082 0.095 0.039
R? 0.7913 0.8842 0.9135 0.9021 0.9923
Weights 0.205 0.131 0.362 0.302 /
HIC36 RMSE 0.172 0.107 0.076 0.123 0.040
R? 0.7765 0.9132 0.9327 0.8932 0.9983
Weights 0.127 0.412 0.252 0.209 /
WBs RMSE 0.096 0.073 0.126 0.069 0.021
R? 0.8786 0.9163 0.8145 0.9627 0.9852
Weights 0.301 0.276 0.201 0.222 /
Ceomp RMSE 0.176 0.057 0.186 0.093 0.031
R? 0.8543 0.9332 0.8551 0.9162 0.9963
Weights 0.154 0.291 0.305 0.310 /
Fl’:;:”'” RMSE 0.216 0.082 0.173 0.077 0.025
R? 0.7875 0.9256 0.8632 0.9312 0.9892
Weights 0.078 0.286 0.273 0.363 /
F/;;Z’t”r RMSE 0.121 0.083 0.133 0.069 0.016
R? 0.8865 0.9131 0.8764 0.9631 0.9992
Weights 0.101 0.276 0.251 0.372 /

In general, the weight factors are selected such that
the metamodels with smaller errors have large weight
factors and vice versa. However, the relation between
the errors and the weight factors is complex. For instance,
even though RBF is the most accurate model forH ICsg,
the weight factor for RBF is not the largest value. Simi-
larly, although the errors of SVR and KRG are much smaller
than the error of PRS forasz,, the weight factor of PRS
is larger than the weight factors of SVR and KRG. The
main reason is that the weight factors are selected based on
cross validation errors, whereas the accuracy of meta-
models is evaluated using error at test points. The
Fig. 5 shows that the error of the ensemble of meta-

1.2

[ PRS Il KRG Il RBF ] SVRIE ENS

1.0

0.8

0.6 1

o

o

0.4-

0.2

0.0-
Fiemur

C Ffemur

3ms comp left Iright

WIC HIC, a

(a) Error of R?

Fig. 5 Error comparison of the four different metamodels

models is smaller than the error of the best individual
metamodel.

These models are validated using eight more additional
random actual simulation results. If the Relative Error
(RE) of the point picked out exceeds 4%, the correspond-
ing points are added into initial sample points and then
re-construct the metamodels. The update process of the
metamodels will be terminated until the RE is less than 4%.
Through the two cycles, the RE curves of six metamodels
are displayed clearly in Fig. 6 and variations are found to be
less than 4% including all responses. Therefore, the accura-
cies of the current models are considered to be feasible and
effective for the further study.

0.25

[ PRS Il KRG I RBF (] SVRIEE ENS

RMSE

WIC HIC, a,, C,, Fa' Frx
(b) Error of RMSE
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Fig. 6 The RE of the six 6 6
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4.4 Reliability-based design optimization of occupant
protection system

The deterministic optimization problem can be formulated
as:

Min WIC (x)

S.t. HICzg < 687

azms < 57

Ccomp <3l

Flomr <42

Pl <33

xF < x; < X7, x; = (X1, X2, X3, X4, X5, X6, X7, Xg, X0) |

(20)

L

The deterministic optimization without considering
uncertainties could lead to unreliable designs. So, the
Reliability-based Design Optimization (RBDO) can be for-
mulated by converting the constraints to probabilistic as
follows:

Min WIC (x)

S.t. P ((HIC3—687) <0) > P,
P ((azms —57) =0) > P

P ((Ceomp —51) <0) > Py

P ((F,{;i;”"’ - 4.2) < 0) > P,

P((Flgmr=33) <0) = A,

21

xF < x; <xY,x; = (x1, X2, X3, X4, X5, X¢, X7, X3, X0) |

The desired reliability P is set as 0.99. The nine ran-
dom variables are incorporated according to the probability
distribution defined previously in Table 3.

The Particle Swarm Optimization (PSO) algorithm is
chosen as the solver in both deterministic and reliable opti-
mization in this study To compare the computational cost
and solution quality, a simple convergence criterion which

Table 5 Details of the PSO parameters used in this study

T

14 16 18 20 0 2 4 6 8 10 12 14 16 18 20

Sample points

is a predefined maximum iteration number is used. Table 5
contains the PSO parameters used in this study

Starting design point of RBDO is performed from the
deterministic design. A normally distributed response is
assumed for the estimation of the probability of failure
giving the probability of failure as:

Py =1—(=p)or (B) (22)

where®is the cumulative density function of the normal dis-
tribution. The reliability indexfof a response is computed
as:
P
o
where © and o are the expected value and standard devia-
tion of response respectively. In this study, the First Order
Reliability Method (FORM) and Second Order Reliabil-
ity Method (SORM) are used to calculate reliability index,
which are shown to be an accurate and efficient procedure
for estimation of the extreme value statistics of even very
non-linear responses (Zhao and Ono 1999; Jensen 2007).
For an analysis of a specific probability associated with
one (or a few) target values, the FORM and SORM will
usually be much more efficient than Monte Carlo (MC)
Simulation. To validate the accuracy of the reliability anal-
ysis method, the results are checked by Monte Carlo (MC)
simulation. It takes less than 1 minute for checking the reli-
able solution obtained by FORM or SORM method. This
method has been performed by other researcher (Koch et al.
2004). The MC simulation is consisted with 10,000 descrip-
tive sampling points using given distribution in this study.
Performing the Monte Carlo analysis using metamodels to
the functions instead of CAE function evaluations allows a
significant reduction in the cost of the procedure.
The FORM and SORM analysis would be conducted
for every constraint using the ensemble of metamodels in

(23)

PSO parameters Maximum Iterations

Number of Particles

Inertia Learning coefficients Maximum Velocity

Values 500 10

0.9 1.0 0.2
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Iteration

Fig. 7 The iteration of deterministic optimization

this study Probabilistic methods based on the most proba-
ble point of failure focus on finding the design perturbation
most likely to cause failure. The method computes the stan-
dard deviation of the responses using the same metamodel
as used for the deterministic optimization portion of the
problem. No additional CAE runs are therefore required for
the probabilistic computations.

The CPU time for the deterministic optimization is
approximately 16 seconds and the reliability optimization
time of FORM and SORM is about 9 minutes and 15
minutes on a personal computer, respectively. The determin-
istic and reliable optimization iteration convergence process
can be shown in the Figs. 7 and 8. The results indicate
that the 500 generations converged fairly and is adequate
for solving the optimization problem. Nine design vari-
able parameters of deterministic and reliable optimization
in Table 6.

The final designs of the problem by different methods
are summarized in Table 7. It is found that the differ-
ences of results between the FORM analysis and MC
checking are very obvious Thus, the FORM cannot be
an appropriate reliability method for the vehicle occu-
pant protection system in this study The SORM method

0.9 -
—=— SORM
—e— FORM
0.8 -
Q
=
0.7 1
0.6 -
0 100 200 300 400 500

lteration

Fig. 8 The iteration of reliability optimization

is more accurate than the FORM method if the responses
are nonlinear functions of normally distributed design vari-
ables (Cai and Elishakoff 1994) So the accuracy of failure
probability is acceptable using the SORM method in this
study and the result will be applied for products design
in the future.

It shows that approximate 47% and 52% sample points at
deterministic optimum only satisfy the F lﬁ;;""r and Frfgftw,
leaving 53% and 48% out of 100% samples violating the
constraints, respectively. On contrary, the RBDO  has over
99% of 100 sample points lying in the feasible region using
the SORM analysis.

The reduced WIC value by using deterministic opti-
mization and RBDO is 0.604 (39.6%) and 0.755 (24.5%),
respectively. As expected, the reduced WIC result from
RBDO is conservative compared to the ones from deter-
ministic optimization, which results from the fact that the
uncertainties of the design variables are taken into account.
It means that the 99% reliability of ORS design optimum
goal is achieved or exceeded for all constraints in reliability
design when the worst-case tolerances of design variables
are considered. As the reliability of performance constraints
is considered during the RBDO, the feasibility of OPS
design for vehicle safety is greatly improved in the real
engineering application.

The CAE result was used to verify the optimization
solution. The error values between the reliability-based opti-
mization solution and CAE result are listed in Table 8, it
is indicated that the results at the optimal point are exactly
close to each other and the optimal solution has sufficient
accuracy.

5 Conclusions

An Occupant Protection System (OPS) design without con-
sidering uncertainty may result in a lack of feasibility, which
indicates that it is important to incorporate uncertainty
in engineering design optimization and develop computa-
tional techniques that enable engineers to make efficient
and reliable decisions. The primary goals of this paper
were to provide a system approach of the Reliability-based
Design Optimization (RBDO), which has been developed
to design and optimize the OPS by using Optimal Latin
Hypercube Sampling (OLHS), the ensemble of metamodels,
the First/Second Order Reliability Method (FORM/SORM)
analysis, Monte Carlo (MC) simulation checking and Par-
ticle Swarm Optimization (PSO) algorithm Here computer
simulations were the primary tool to explore the whole
design space and search for the optimal designs, so physical
tests need be used to correlate the baseline computer simu-
lation models. The use of the ensemble of metamodels was
investigated for improving the accuracy of automobile crash
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Table 6 Design variable parameters of the different optimization designs
Description X1 X2 X3 X4 X5 X6 X7 X8 X9
Initial design 50mm 3.5KN 270mm 12ms 15ms 1.8 1.0 1.0 1.0
Deterministic design 56mm 3.3KN 282mm 13ms 16ms 1.6 0.9 1.1 1.2
Reliability design FORM 54mm 3.1KN 288mm 12ms 14ms 1.6 0.8 1.0 1.2
SORM 54mm 32 KN 283mm 12ms 15ms 1.6 0.9 1.0 1.1
Table 7 Deterministic and reliability-based optimization results
HIC3 A3ms Ceomp Flm Elan” wIC
Initial 687 57 51 4.2 33 1.000
Deterministic design Solution 321 46 37 4.2 32 0.604
MC checking 100% 100% 100% 47% 52% /
Improving 53.2% 19.3% 27.5% 0% 3% 39.6%
Reliability design FORM Solution 476 52 43 3.8 3.0 0.768
Reliabilty 100% 100% 100% 99% 99% /
MC checking 100% 100% 100% 72% 83% /
Improving 30.7% 8.8% 15.7% 9.5% 6.1% 23.2%
SORM Solution 456 51 45 3.7 3.1 0.755
Reliabilty 100% 100% 100% 99% 99% /
MC checking 100% 100% 100% 100% 99% /
Improving 33.6% 10.5% 11.8% 11.9% 6.0% 24.5%
Table 8 The RE between the reliability-based optimization solution and CAE result
Injury values wIC HIC3 A3ms Ceomp F, Z'Z;’["” F rf;%”
Optimization solution 0.755 456 51 45 3.7 3.1
CAE result 0.762 471 50 42 3.6 2.9
Error 1.0% 3.3% 2.1% 6.7% 2.7% 6.4%

dummy injury response approximations. The prediction
capability of the ensemble of metamodels was compared to
the best individual metamodel. From the results obtained in
this study, the error of the ensemble was smaller than that of
the most accurate individual metamodel. The predominance
in approximation accuracy indicated that the ensemble of
metamodels held great potential in approximating highly
nonlinear problems

It was found that the RBDO was more conserva-
tive than the results of deterministic optimization as
expected, which was indicated by the fact that the reduced
injury of dummy by using RBDO is less than the
one obtained through deterministic optimization. How-
ever, as the variation of performance constraint functions
raised by the uncertainties of design variables was con-
sidered, the reliability of the OPS design for the vehi-
cle safety was greatly improved in the real engineering
application.

@ Springer

Finally, the optimum solution was verified with simu-
lation result. It was found that the OPS performance was
substantially improved for meeting product development
requirements based on the proposed optimization method.
The continuous improvement of the system approach to
complex OPS design and optimization is still an ongoing
process.
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