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Abstract Bi-Level Integrated System Collaborative Opti-
mization (BLISCO) is a new multidisciplinary design opti-
mization (MDO) method based on Bi-Level Integrated
System Synthesis (BLISS) and Collaborative Optimization
(CO). The key ideas of BLISCO are to replace compatibility
constraint with the sum of coupled outputs as an integrated
objective of subsystems and to decompose design variables
into system design variables and subsystem design vari-
ables, while maintaining the collaborative mechanism of
CO. One mathematical example and two engineering prob-
lems are used to test the effectiveness of BLISCO under the
platform of iSIGHTTM. Results from the test cases show
that BLISCO has satisfactory convergence, accurate result
and reliable robustness.

Keywords Bi-Level Integrated System Collaborative
Optimization (BLISCO) · Multidisciplinary Design
Optimization (MDO) · Bi-Level Integrated System
Synthesis (BLISS) · Collaborative Optimization (CO)

Nomenclature

xi Design variable i in original optimization
yi Output i in original optimization
zi Design variable i in system-level optimization
xi Design variable i in subsystem-level optimization
Ji Compatibility constraint i in system-level optimization
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1 Introduction

With the rapid development of modern engineering, more
and more disciplines are involved in the design. In order
to solve these complex multidisciplinary problems, tradi-
tional optimization methods are to be extended or improved.
With the increase of the design variables and organizational
complexity, traditional methods face difficulties, which are
slowly converging or even not converging at all in modern
engineering problems. For the purpose of reducing the
organizational complexity and improving the design accu-
racy and efficiency, Multidisciplinary Design Optimiza-
tion (MDO) (Sobiesczanski-Sobieski and Haftka 1996) was
brought into modern engineering design field to deal with
such large coupled systems.

MDO is a methodology for the design of complex engi-
neering systems and subsystems that coherently exploits
the synergism of mutually interacting phenomena (Korte
et al. 1997). With the development of MDO, there are three
important periods. In the first period, three MDO methods
are introduced, which are Multidisciplinary Design Feasible
(MDF) (Cramer et al. 1994), Individual Discipline Feasible
(IDF) (Cramer et al. 1994) and All At Once (AAO) (Cramer
et al. 1994). The main characteristics of these three methods
are to integrate different codes for monolithic optimization
problem, while these methods have difficulties when opti-
mizing slightly more complex engineering problems. In the
second period, two MDO methods are introduced, which are
Concurrent Subspace Optimization (CSSO) (Renaud and
Gabrile 1994) and Collaborative Optimization (CO) (Braun
1996). The main characteristics of these two methods are the
architecture of bi-level optimization, which releases the bur-
den of organizational complexity in monolithic optimiza-
tion. Besides, CO is considered to be promising, because
the collaborative thought quite matches the plan of modern
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engineering design. However, there are still some problems
for the two methods. The adoption of compatibility con-
straint as the subsystem objective in CO leads to difficult
convergence during optimization (DeMiguel and Murray
2000; Alexandrov and Lewis 2002). CSSO costs Multidis-
ciplinary Analysis (MDA) and is not suited for problems
with large number of design variables (Tedford and Martins
2006a, b). In the third period, Bi-Level Integrated System
Synthesis (BLISS) (Sobiesczanski-Sobieski et al. 1998) is
introduced. BLISS separates the system design variables
from the subsystem design variables, provides the auton-
omy of subsystem-level optimization, and performs well
as solving the problem with large number of subsystem
design variables and few system design variables. BLISS-
2000 (Sobieszczanski-Sobieski et al. 2002; Kim et al. 2004)
is a completely different MDO formulation from BLISS.

In this paper, Bi-Level Integrated System Collaborative
Optimization (BLISCO) is proposed, which integrates the
collaborative thought of CO and the main characteristic of
BLISS-2000. It will be shown to be effective and robust
through one mathematical example and two engineering
examples.

2 The algorithm of BLISCO

BLISCO is a bi-level optimization method, which divides
the design variables into system design variables and sub-
system design variables while keeping the collaborative
thought of CO. The subsystem objective of BLISCO is not
compatibility constraint, but is replaced by the sum of the

coupled outputs of subsystems, which is different from CO.
Besides, one optimization procedure of the subsystem is
just one iterative step of system level optimization, which
is different from BLISS-2000.

2.1 Introduction to collaborative optimization

CO belongs to bi-level optimization, which is shown in
Fig. 1. The optimization problem is decomposed into two
level optimizations. The main task of subsystems are to
find local design variables {xi } that satisfy local constraints
{gi } and come close to that specified by system-level opti-
mizer as much as possible, while the main task of system
is to coordinate the system design variables {z} to ensure
the optimization progress towards the optimum and com-
patibility between the subsystem designs. Besides, {yi } and
{Ji } are state variables and compatibility constraints respec-
tively. Since the mechanism of CO quite matches the plan of
modern engineering design, it is widely studied and applied
to engineering problems (Sobieski and Kroo 1996; Braun
et al. 1997; McAllister et al. 2002). However, the adop-
tion of compatibility constraint in CO leads to converging
difficulty during optimization. In order to overcome this
difficulty, many researchers made improvements for CO.
Sobieski et al. (1998) proposed the use of response sur-
face estimation instead of the disciplinary optimization in
CO, replaced the system objective with penalty function
and suggested two approaches to estimate the disciplinary
optimal results. However, response surface estimation is
a local approximation, and penalty function is utilized as

Fig. 1 The architecture of collaborative optimization
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a distinction to Collaborative Optimization. DeMiguel and
Murray (2000) proposed a Modified Collaborative Opti-
mization (MCO), which also used penalty function as a
distinction. Jang et al. (2005) employed neural network clas-
sification to determine whether a design point is feasible
or not, and set up the global approximation with Kriging,
but the compatibility constraint is not truly approximated,
which has discontinuity at the boundary of the feasible and
infeasible regions. Therefore, the optimization with approx-
imation model may not be accurate. Zhang (2006) pro-
posed a two-level optimization for aerodynamic/structural
integrated design of wings based on CO and AAO. The
design variables are divided into system design variables
and subsystem design variables, the objectives of aerody-
namic subsystem and structural subsystem are weight and
lift coefficient respectively. However, this method does not
consider coupled output response in subsystem objective,
and is not fit for the complex coupled problem which sub-
systems have the explicit objectives as wing design problem,
so the method is lack of generality. Zhao and Cui (2007)
applied optimal Latin hypercube design and radial basis
function network to Collaborative Optimization, which cre-
ated the sample points with optimal Latin hypercube design
and built the approximation model with radial basis function
network. Compared with Jang’s model, the compatibility
constraints are better approximated. However, the infeasible
sample points will lead to the infeasible region of approx-
imation model, and it will also cause failure to find the
optimal solution with approximation model, so the success
of this application quite depends on the sample points. Liu
and Yao (2007) proposed Low Degree-of-Freedom Collabo-
rative Optimization (LDFCO), which includes two different
formulations. The main characteristics different from CO
are that design variables are divided into system design vari-
ables and subsystem design variables, and penalty function
is utilized. Roth and Kroo (2008) introduced Enhanced Col-
laborative Optimization (ECO). The main idea is to include
models of the global objective and all of the subspace
constraints in each subspace optimization problem, but it
will increase the dimension of subsystem design variables.
Due to the impact on ECO’s computational efficiency, the
penalty parameters should be chosen reasonably.

2.2 Introduction to BLISS-2000

BLISS-2000 is a quite different MDO formulation from
BLISS, which utilizes the surrogate model to approximate
the relationship between outputs of each subsystem and sys-
tem level design variables. The subsystem objective is the
weighting sum of outputs from each subsystem, and the
weighting coefficients are system level design variables,
which hold constantly and represent the relative impor-
tance of each output in subsystem. Compared with BLISS,

BLISS-2000 eliminates the optimum sensitivity analysis
and the system sensitivity equations, the efficiency is highly
improved.

The BLISS-2000 utilizes trust region algorithm to find
the optimal value. According to Design of Experiments
(DOE), the sample points are created. After the subsystem-
level optimization performed at each sample point, the
approximation models between outputs of each subsystem
and system level design variables can be set up. Then, the
system optimization is performed with the approximation
models. If the design history does not converge, the lower
and upper bounds of design variables will be updated for the
next iterative step. This procedure will continue until the
convergence. For BLISS-2000, Kim et al. (2004) pointed
out that the accuracy of approximation model was critical to
the success of the BLISS procedure.

The formulation of BLISS-2000 is as follows:
The subsystem-level optimization

Min
x

:
∑

i=1,2··· ,N

wi · yi (1a)

s.t.: g
(
x, z, y∗, w

) ≤ 0 (1b)

where z, y∗ and w are system level variables, and y∗ repre-
sent the coupled input variables. These variables are passed
from the system and hold constant during the subsystem-
level optimization. x is the subsystem level design variable,
and yi is the output of subsystem.

The system optimization

Min
z,y∗,w

: f
(
z, y∗, w

)
(2a)

s.t.: g
(
z, y∗, w

) ≤ 0 (2b)

y = y∧ (
z, y∗, w

)
(2c)

where f is the system level objective, and y∧ are the surro-
gate models of coupled response variables which are set up
during the subsystem-level optimization.

However, Brown (2004) pointed out that the greatest
obstacle to the acceptance of BLISS is the fact that it was
“crafted” as opposed to “rigorously derived.” Tedford and
Martins (2006a, b) pointed out that BLISS-2000 may not
perform efficiently for problems which exhibit a high band-
width of coupling, and the system iterative process used
for ensuring approximation model accuracy could further
magnify the effects of increasing dimensionality on the con-
struction of approximation. Besides, if the initial values of
design variables and corresponding bounds are not prop-
erly specified, the BLISS-2000 will perform lots of system
iteratives to converge, which will reduce the computational
efficiency.
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2.3 BLISCO

In order to improve the converging difficulty of CO and
eliminate the system iteratives of BLISS, Bi-Level Inte-
grated System Collaborative Optimization (BLISCO) is
developed.

BLISCO belongs to bi-level optimization, which is
shown in Fig. 2. In order to maintain the collaborative mech-
anism of CO, the subsystem level optimization is embedded
in the system level optimization. The design variables are
decomposed to system level design variables z and subsys-
tem design variables x. In subsystem-level optimization, the
objective is the sum of coupled outputs from the correspond-
ing subsystem, and the system-level design variables hold
constantly during the procedure of subsystem-level opti-
mization. In system-level optimization, the optimal coupled
output responses and state variables directly related with the
system objective are passed from the subsystem. Besides,
there are output-input equalities between the optimal cou-
pled output responses and corresponding system design
variables in the system-level optimization. Since BLISCO
decomposes the design variables into system design vari-
ables and subsystem variables the same as BLISS while
maintaining the collaborative mechanism of CO, it is named
as BLISCO, which is the combination of BLISS and CO.

The key ideas of BLISCO are to replace compatibil-
ity constraint with the sum of coupled output responses as
an integrated objective of subsystems and to decompose
design variables into system design variables and subsys-
tem design variables, which come from the mechanism of
BLISS-2000. However, compared with the “crafted” fact of
BLISS, BLISCO is derived as follows.

The system objective f can be expressed as a function of
system design variables {z} by the linear part of the Taylor
series:

f ≈ f0 + D( f, zshare)
T�zshare + D( f, zy)

T�zy

≈ f0 + D( f, zshare)
T�zshare + D( f, zy)

Tzy

− D( f, zy)
Tz0

y (3)

where D( f , z) is the derivative of f with respect to the
system design variables {z}.

Since the output-input equalities ensure that the system
design variable zy equal to the corresponding y∗, the third
term in the right side of (3) can be rewritten as

D( f, zy)
Tzy = D( f, zy)

T y∗ (4)

which is used as the subsystem objective. This formula-
tion reflects a “synthetic” influence of the subsystem on
the entire system objective, and has the similar form as
BLISS-2000. Besides, the {D( f, zy)} in BLISCO validates
the significance of {w} in BLISS-2000.

There are two methods for the calculation of D( f , zy).
The first one is that D( f , zy) is obtained by derivation
before the subsystem-level optimization, so the subsystem-
level optimization will not be influenced by the calculation
of D( f , zy), and can be performed in distributed and con-
current process. The other is that D( f , zy) is obtained
by finite difference method after the subsystem optimiza-
tion, which will not join the distributed and concurrent
process later.

In CO, the subsystem optimization objective { J i } is gen-
erally nonsmooth functions of the system design variables

Fig. 2 The architecture of BLISCO
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{z}, so Roth and Kroo (2008) pointed out that the Lagrange
multipliers in subsystem problems are either zero or con-
verge to zero as local design variables {xi } converges to
system design variables {z}, this can adversely affect sub-
system optimization convergence. However, the subsystem
optimization objective of BLISCO is the sum of coupled
outputs from the corresponding subsystem, so the Lagrange
multipliers will not be zero due to the influence from com-
patibility constraints. Therefore, the subsystem optimiza-
tion convergence of BLISCO is better than CO, this will
improve the converging difficulty of CO.

Besides, although BLISCO extracts the main charac-
teristic of BLISS-2000, BLISCO is still different from
BLISS-2000. The comparison is made as follows:

1. The key point of BLISS-2000 is the approximation
model which constructs the relationship between sys-
tem level variables and coupled response variables,
while the key point of BLISCO is the calculation of
derivative of system objective with respect to the system
design variables.

2. BLISS-2000 needs system iterative process, while
BLISCO maintains the collaborative mechanism of CO.

3 MDO test problems

In order to test the performance of BLISCO, three examples
are adopted. The first one is a typical nonlinear inequality
constraint optimization problem, the second one is speed
reducer optimization and the third one is electronic packag-
ing optimization, which is a strong coupled MDO test prob-
lem. Speed reducer optimization and electronic packaging
optimization are MDO benchmark optimization problems
of NASA (Padula et al. 1996). Most optimizations in this
paper are performed with iSIGHT.

3.1 Mathematical example

This mathematical example was introduced by Sellar et al.
(1996) to test the concurrent subspace optimization based
on response surface. It is a nonlinear inequality constraint
optimization problem, which is specified as follows:

Min
x

f = x2
2 + x3 + y1 + e−y2 (5a)

s.t. : y1 = x2
1 + x2 + x3 − 0.2y2 (5b)

y2 = √
y1 + x1 + x3 (5c)

g1 = y1

y1allowable
− 1 ≥ 0 (5d)

g2 = 1 − y2

y2allowable
≥ 0 (5e)

− 10 ≤ x1 ≤ 10, 0 ≤ x2 ≤ 10, 0 ≤ x3 ≤ 10

where the y1allowable and y2allowable is set to be 8 and 24
respectively.

This problem has two subsystems: CA1 and CA2, which
are described as follows:

CA1 : y1 = x2
1 + x2 + x3 − 0.2y2 (6)

CA2: y2 = √
y1 + x1 + x3 (7)

These two subsystems are linked by two coupled variables:
y1 and y2, and the shared design variables are x1 and x3, so
the system design variables of BLISCO are {x1, x3,y1,y2}.
Since there is no local design variable in CA2, it does not
need optimization and can be combined into system-level
optimization. Therefore, there is only one subsystem-level
optimization for this problem.

The formulation of BLISCO is as follows.
System-level optimization:

Min
z

f = f ∗
1 + x3s + y1s + e−y2s (8a)

s.t. g2 = 1 − y2s

y2allowable
≥ 0 (8b)

J1 = (
y1s − y∗

1l

)2 ≤ ε (8c)

J2 = (y2s − y2l)
2 ≤ ε (8d)

y2l = √
y1s + x1s + x3s (8e)

z = {x1s, x3s, y1s, y2s} (8f)

where f ∗
1 and y∗

1l
are the optimal f1 and y1l passed from

the subsystem-level optimization respectively. Besides, the
rigorous equality constraints often lead to converge slowly
for nonlinear optimization problem, so it can be replaced
by inequality constraints which require the sum of squares
to be less than a small tolerance ε, which is 1E-5 for this
problem.

Subsystem-level optimization:

Min
x2l

f = D( f, y1s) ∗ y1

= D( f, y1s) ∗ (
x2

1s + x2l + x3s − 0.2y2s
)

(9a)

s.t. g1 = y1

y1allowable
− 1 ≥ 0 (9b)

f ∗
1 = x2

2l (9c)
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Table 1 Four different
initial points Initial point x1 x2 x3

A −10 0 5

B −1 5 0

C 1 0 5

D 10 5 10

where x1s , x3s and y2s are system design variables and hold
constantly during the subsystem optimization. The deriva-
tive of system objective f w.r.t. system design variable y1s

is derived as follows:

D( f, y1s) = ∂ f

∂y1s
+ ∂ f

∂ f ∗
1

D
(

f ∗
1 , y1s

)

= 1 + ∂ f

∂ f ∗
1

∗ 0 = 1 (10)

Roth and Kroo (2008) presented the global and local opti-
mal objective values of this problem, which are 8.00286
and 8.9867 respectively. In order to test the effectiveness
of the BLISCO, four different initial points, chosen as same
as paper (Roth and Kroo 2008), are given in Table 1. The
method used in system-level and subsystem-level optimiza-
tions is NLPQL (Sequential Quadratic Programming), and
the optimization results with BLISCO are shown in Table 2.

From Table 2, only the optimization with initial point
B converged with the local optimal point, which because
the optimization method based on gradient may run into
the local optimal region. Therefore, some modifications
are applied for this problem. The system level optimiza-
tion constraints are replaced by rigorous equality constraints
and Generalized Reduced Gradient (LSGRG2) is employed
as the optimization method. LSGRG2 performs better than
NLPQL for equality-constrained problem, so LSGRG2 is
used to solve the BLISCO model with rigorous equality con-
straints. After the optimization, the optimal point is (3.0287,
0, 0) and the corresponding objective value is 8.00286.

CO and ECO are applied to this problem (Roth and Kroo
2008). Compared with these two methods, it is concluded
as follows:

1. BLISCO and ECO can find the global optimal point
with four initial points, but CO cannot find the global

Table 2 Results of example1 with BLISCO

Initial point Optimal point Objective value

A (3.0291, 0, 0) 8.00285

B (−2.8019, 0.07554, 0.09950) 8.98405

C (3.0290, 0,0) 8.00285

D (3.0289, 0, 0) 8.00285

optimal point with initial point A. Therefore, BLISCO
and ECO are more robust than CO for this mathematical
example.

2. Although ECO finds the global optimal point with
the least system iterations among three methods, it
increases the dimension of system design variable
and subsystem design variables, and it still needs the
penalty factor, which influences the ECO’s compu-
tational efficiency and should be chosen reasonably.
On the contrary, BLISCO has a smaller dimension
of design variable than ECO, and does not need to
determine the penalty factor.

3.2 Speed reducer optimization

Speed reducer optimization is one of the ten benchmark
examples (Padula et al. 1996) which are used by NASA
to provide the MDO researchers with some problems to
develop new method and to compare with different MDO
methods. This problem represents minimization of speed
reducer weight with strength constraints, which is posed
as an artificial multidisciplinary design problem compris-
ing the coupling between gear design and shaft design
disciplines. The mathematical model is as follows:

Min
x

f = 0.785 4x1x2
2

(
3.333 3x2

3 + 14.933 4x3
)

− 0.785 4x1x2
2(43.0934) + 7.477

(
x3

6 + x3
7

)

− 1.508x1
(
x2

6 + x2
7

) + 0.785 4
(
x4x2

6 + x5x2
7

)

(11a)

s.t. gi ≤ 0, i = 1, 2, 3, · · · , 11

2.6 ≤ x1 ≤ 3.6 0.7 ≤ x2 ≤ 0.8 17 ≤ x3 ≤ 28

7.3 ≤ x4 ≤ 8.3 7.3 ≤ x5 ≤ 8.3 2.9 ≤ x6 ≤ 3.9

5 ≤ x7 ≤ 5.5 (11b)

The formulation of BLISCO is as follows.
System-level optimization:

Min
z

f = y1 + y2s + y3s (12a)

s.t. y1 = 0.7854x1s x2
2s

× (
3.333 3x2

3s + 14.933 4x3s − 43.093 4
)

(12b)

gi ≤ 0, i = 1, 2, 7, 8, 9 (12c)

J1 = (
y2s − y∗

2

) ≤ ε (12d)

J2 = (
y3s − y∗

3

) ≤ ε (12e)

z = {x1s, x2s, x3s, y2s, y3s} (12f)
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where y∗
2 and y∗

3 are the optimal y2 and y3 passed from the
subsystem level optimization respectively. Since there is no
“nature” coupled variable ys in this problem, the coupled
variables are created as targets imposed on each of subsys-
tem output responses, and the inequality constraints ensure
that yi match those yis targets. ε is a small tolerance, which
is 1E-5 for this problem.

Subsystem 1 optimization:

Min
xl1

f = D( f, y2s) ∗ y2

= 7.477x3
7 + 0.785 4x5x2

7 − 1.508x1s x2
7 (13a)

s.t. gi (xl1, x1s, x2s, x3s) ≤ 0, i = 4, 6, 11 (13b)

xl1 = {x5, x7} (13c)

where x1s , x2s and x3s are system design variables and hold
constant during the subsystem 1 optimization.

Subsystem 2 optimization:

Min
xl2

f = D( f, y3s) ∗ y3

= 7.477x3
6 + 0.7854x4x2

6 − 1.508x1s x2
6 (14a)

s.t. gi (xl2, x1s, x2s, x3s) ≤ 0, i = 3, 5, 10 (14b)

xl2 = {x4, x6} (14c)

where x1s , x2s and x3s are system design variables and hold
constant during the subsystem 2 optimization.

Azarm and Li (1989) presented that the optimal point of
this problem is (3.5, 0.7, 17, 7.3, 7.71, 3.35, 5.29), and the
optimal objective value is 2,994. In order to test the effect
of the BLISCO, four different initial points, chosen as same
as paper (Zhao and Cui 2007), are given in Table 3. The
method used in system-level and subsystem-level optimiza-
tions is NLPQL (Sequential Quadratic Programming), and
the comparison of BLISCO with CO is shown in Table 4.

From Table 4, the optimization with BLISCO converged
to the global optimal value for all initial points, and the
corresponding optimal point is (3.5, 0.7, 17, 7.3, 7.7153,
3.3502, 5.2867), while CO is sensitive to the initial point
and difficult to find the optimal point. Compared with CO,
BLISCO is more robust and accurate for the speed reducer
optimization.

Table 3 Four different initial points

Initial point x1 x2 x3 x4 x5 x6 x7

A 3.5 0.7 20 7.3 7.714 3.350 5.286

B 3 0.8 20 7.3 7.3 3.35 5.1

C 3.5 0.8 17 7.5 7.6 3.0 5.5

D 3.5 0.8 20 7.3 7.3 3.5 5.3

Table 4 Comparison of BLISCO with CO

Initial Optimal objective Optimal objective

point value of BLISCO value of CO

A 2,994.3456 2,997.1117

B 2,994.3460 3,007.0506

C 2,994.3453 3,024.4376

D 2,994.3456 3,037.2634

3.3 Electronic packaging optimization

Electronic packaging is another standard example (Padula
et al. 1996) which is used by NASA. It is a typical MDO
problem with strong coupling between electrical and ther-
mal subsystems. In this complex coupled system, the
operating temperatures are influenced by component resis-
tance, while the resistance depends on temperature, which is
shown in Fig. 3. The objective is to maximize watt density
for the electronic package while satisfying the constraints,
which require the current through the two resistors to be
equal and the operation temperatures of the resistors to be
below a threshold temperature. The mathematical model is
as follows:

Min
x

f = y1 (negative watt density) (15a)

s.t. g1 = y11 − 85 ≤ 0 (15b)

g2 = y12 − 85 ≤ 0 (15c)

h1 = y4 − y5 = 0 (15d)

0.05 ≤ x1 ≤ 0.15 10 ≤ x5 ≤ 1000

0.05 ≤ x2 ≤ 0.15 0.004 ≤ x6 ≤ 0.009

0.01 ≤ x3 ≤ 0.1 10 ≤ x7 ≤ 1000

0.005 ≤ x4 ≤ 0.05 0.004 ≤ x8 ≤ 0.009

Thermal subsystem

y4 = y3 y8/ (y2 + y3) (16)

y5 = y2 y8/ (y2 + y3) (17)

2 3Resistance  ,  y y  

11 12Temperature  ,  y y  

Thermal 
subsystem 

Electronic 
subsystem 

Fig. 3 The coupled relationship between two subsystems
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Temperature y11, y12 y6 = (y4)
2 y2 (18)

y7 = (y5)
2 y3 (19)

y8 = U 0/y9 (20)

y9 = 1/ (1/y2 + 1/y3) (21)

y10 = (y8)
2 y9 (22)

y11 = f11 (y6, y7, x1, x2, x3, x4) (23)

y12 = f12 (y6, y7, x1, x2, x3, x4) (24)

y13 = x1x2x3 (25)

y1 = −y10/y13 (26)

Electronic subsystem

y2 = x5
[
1 + x6

(
y11 − T 0)] (27)

y3 = x7
[
1 + x8

(
y12 − T 0)] (28)

where U 0 and T 0 are the voltage and the temperature
respectively, which are set as follows: U 0 = 10 V and
T 0 = 20◦C. The component temperatures y11 and y12 are
the implicit functions of resistors’ power dissipation {y6,y7}
and heat sink’s dimension {x}, and obtained through finite
difference method.

The formulation of BLISCO is as follows.
System-level optimization:

Min
z

f = y∗
1 (29a)

s.t. g1 = (
y∗

11 − z11
)2 + (

y∗
12 − z12

)2 ≤ ε (29b)

g2 = (
y∗

2 − z2
)2 + (

y∗
3 − z3

)2 ≤ ε (29c)

z = {z2, z3, z11, z12} (29d)

where ε is a small tolerance, it is 1E-5 for this problem.
Thermal subsystem-level optimization:

Min
xl1

f = y1 (30a)

s.t. g1 = y11 − 85 ≤ 0 (30b)

g2 = y12 − 85 ≤ 0 (30c)

xl1 = {x1, x2, x3, x4} (30d)

Electronic subsystem-level optimization:

Min
xl2

f = D( f, z2) ∗ y2 + D( f, z3) ∗ y3 (31a)

s.t. h = y4 − y5 = 0 (31b)

xl2 = {x5, x6, x7, x8} (31c)

Since y1 is passed from thermal subsystem to system-
level optimization and used as the system objective, the
objective of thermal subsystem-level optimization is the
system objective. It is because that the minimization of sys-
tem objective in the thermal subsystem-level optimization
reflects the total influence of the thermal subsystem on the
entire system objective. Besides, the equality constraint of
problem (15) requires that

y4 = y5 (32)

Combining (16), (17) and (32), we can obtain that

y8 (y2 − y3) / (y2 + y3) = 0 (33)

Combining (20), (21) and (33), we can also obtain that

U 0 (y2 − y3) / (y2 ∗ y3) = 0 (34)

Since U0 = 10 V, it can be derived that

y2 = y3 (35)

then, from (20)–(22), (25) and (26), we can obtain that

y1 = − (U 0)2

x1x2x3
(1/y2 + 1/y3) = − (U 0)2

x1x2x3 y9
(36)

According to the BLISCO model of system-level optimiza-
tion, we can obtain that

f = y∗
1 (37)

z2 = y∗
2 (38)

z3 = y∗
3 (39)

Therefore, D( f , z2) and D( f , z3) can be derived from
(35)–(39):

D( f, z2) = (U 0)2

x1x2x3
(
y∗

9

)2

(
y∗

3

y∗
2 + y∗

3

)2

= (U 0)2

x1x2x3
(
y∗

2

)2
(40)

D( f, z3) = (U 0)2

x1x2x3
(
y∗

9

)2

(
y∗

2

y∗
2 + y∗

3

)2

= (U 0)2

x1x2x3
(
y∗

3

)2
(41)

D( f, z2) = D( f, z3) ≥ 0 (42)
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Table 5 Four different initial points

Initial point z2 z3 z11 z12

A 30 30 50 50

B 20 20 70 70

C 300 300 36 36

D 200 200 20 20

Since D( f , z2) and D( f , z3) both are positive values,
the electronic subsystem-level optimization is transformed
to the following optimization problem:

Min
xl2

f = y2 + y3 (43a)

s.t. h = y4 − y5 = 0 (43b)

xl2 = {x5, x6, x7, x8} (43c)

Renaud and Gabrile (1994) solved electronic packaging
problem with nonhierarchic algorithm based on approxi-
mation, but it still needed system analysis, which was not
fit for large complex coupled problem. Kodiyalam (1998)
applied CO to electronic packaging problem with four ini-
tial points under the platform of iSIGHT, but two cases
failed to converge to a Kuhn–Tucker point, and the other
two cases failed to find the global optimal point. Yu et al.
(2003) changed the temperature with T 0 = 10◦C, and
solved this problem with Collaborative Optimization based
on genetic algorithm, which improved the robustness of CO.
However, the system evaluations are increasing enormously
and the efficiency is low. In order to compare BLISCO
with CO, four different initial points are selected and shown
in Table 5. The method used in system-level and elec-
tronic subsystem-level optimizations is NLPQL (Sequential
Quadratic Programming), and the method used in thermal
subsystem-level optimization is Generalized Reduced Gra-
dient (LSGRG2). The comparison between BLISCO and
CO is shown in Tables 6 and 7, and the convergence history
of objective value for BLISCO is shown in Fig. 4.

From Tables 6 and 7, CO failed to converge to a Kuhn–
Tucker point for the original problem with four different

Table 6 Comparison of optimal objective between BLISCO and CO

Initial Optimal objective Optimal objective

point of BLISCO of CO

A −639554.5 −269656.9a

B −639554.4 −269656.9a

C −639554.4 −269388.4a

D −639554.3 −269388.1a

aNon-convergence

Table 7 Comparison of system evaluations between BLISCO and CO

Initial System evaluations System evaluations

point of BLISCO of CO

A 444 21a

B 405 21a

C 624 21a

D 586 21a

aNon-convergence

initial points, while BLISCO converged to the global opti-
mal value for all initial points, and the system evaluations
are much less than the method in the paper (Yu et al.
2003). The optimal point found by BLISCO is (0.05, 0.05,
0.01, 0.05, 10.0, 0.004027, 10.0, 0.004), and the cor-
responding system design variables are (12.508, 12.509,
82.350, 82.773). Renaud and Gabrile (1994) solved elec-
tronic packaging problem and gave the optimal result y1 =
−635,961.0. Compared with this result, BLISCO achieves
better value while satisfying the constraints. It is obviously
that the robustness, accuracy and computational efficiency
of BLISCO are better than the performance of CO for this
complex coupled problem.

Besides, in order to compare BLISCO with BLISS-2000
quantitatively, BLISS-2000 is applied to electronic pack-
aging optimization. Since the strategy of BLISS-2000 is
more complex than BLISCO, MATLAB is utilized as pro-
gramming and computing platform for BLISS-2000. The
method used in system-level and subsystem-level optimiza-
tions is Sequential Quadratic Programming. The results of
BLISS-2000 are shown in Tables 8 and 9.

From Tables 8 and 9, BLISS-2000 did not converge, and
the optimal results were far from the true optimal results.
It is because the approximation model is not accurate that
leads to the non-convergence. In order to solve this prob-
lem, two methods can be used to improve the accuracy of
approximation model. The first is to increase the number of
sample points, but it will also increase the total calculation.
The other is to shrink the bound intervals of design vari-
ables, which is adopted here to construct the approximation
model. The results of BLISS-2000 after shrinking the bound
intervals are shown in Tables 10 and 11.

From Tables 10 and 11, BLISS-2000 converged to a point
close to the true optimal results. The deviation is because
that the approximation model is not accurate enough. In
order to compare BLISCO with BLISS-2000 equally, the
same bound intervals are applied to the BLISCO. The
results of BLISCO after shrinking the bound intervals are
shown in Tables 12 and 13.

From Tables 12 and 13, BLISCO converged to the true
optimal results with the four different initial points after
shrinking the bound intervals.
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Fig. 4 Convergence history of system objective value for BLISCO

Therefore, comparing BLISCO with BLISS-2000 from
Tables 6, 7, 8, 9, 10, 11, 12 and 13, it can be concluded as
follows:

1. The accuracy of approximation model is critical to the
success of BLISS. If the bounds of design variables and
number of sample points are not properly specified, the
approximation model will not be accurate, so BLISS
may lead to wrong solution or even non-convergence.
In electronic packaging optimization, BLISS-2000 did
not converge before shrinking the bound intervals.

Table 8 Optimal objective and system evaluations of electronic pack-
aging optimization with BLISS-2000

Optimal objective Evaluations

Predicted Exact System Thermal Electric

−16,590.9a −15,763.8 200 213,458 1,115,015

aNon-convergence

2. BLISS-2000 needs lots of system iteratives to converge,
while one system iterative takes numerous subsystem
evaluations. From Tables 7, 8, 10 and 12, it is clear
that BLISS-2000 needs much more subsystem evalu-
ation than BLISCO, so the efficiency of BLISS-2000
is lower than BLISCO for the electronic packaging
optimization.

3. The accuracy of BLISS-2000 depends on the approx-
imation model, while the result of BLISCO is always
accurate. From Tables 9, 11 and 13, it is clear that
BLISCO performs better than BLISS-2000 for the elec-
tronic packaging optimization.

Table 9 Optimal points of electronic packaging optimization with
BLISS-2000

Optimal point

(0.05, 0.05, 0.01, 0.05, 1,000, 0.009, 1,000, 0.009)
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Table 10 Optimal objective and system evaluations of electronic
packaging optimization with BLISS-2000 after shrinking the bound
intervals

Optimal objective Evaluations

Predicted Exact System Thermal Electric

−635,577.1 −635,324.7 92 108,783 538,914

Table 11 Optimal points electronic packaging optimization with
BLISS-2000 after shrinking the bound intervals

Optimal point

(0.05, 0.05, 0.01, 0.05, 10.021, 0.004,10.0,0.004)

Table 12 Optimal results of electronic packaging optimization with
BLISCO after shrinking the bound intervals

Initial Optimal objective Evaluations

point of BLISCO System Thermal Electric

A −639,554.5 444 4,077 6,464

B −639,554.4 231 2,160 3,967

C −639,554.4 289 2,682 5,044

D −639,554.7 233 2,115 3,927

Table 13 Optimal points of electronic packaging optimization with
BLISCO after shrinking the bound intervals

Initial point Optimal points

A (0.05, 0.05, 0.01, 0.05, 10.0, 0.004027, 10.0, 0.004)

B (0.05, 0.05, 0.01, 0.05, 10.0, 0.004027, 10.0, 0.004)

C (0.05, 0.05, 0.01, 0.05, 10.0, 0.004027, 10.0, 0.004)

D (0.05, 0.05, 0.01, 0.05, 10.0, 0.004027, 10.0, 0.004)

4 Summary and conclusions

This paper has developed a Bi-Level Integrated System
Collaborative Optimization (BLISCO) method, which inte-
grates the main characteristics of CO and BLISS-2000. The
key ideas of BLISCO are to replace the compatibility con-
straint with sum of coupled outputs as an integrated objec-
tive of subsystems and to decompose design variables into
system design variables and subsystem design variables,
while maintaining the collaborative mechanism of CO.
Compared with CO and BLISS, the BLISCO has follow-
ing advantages: (1) improving the converging difficulty of
CO; (2) eliminating the system iterative process of BLISS.
Results from the test cases have proved above advantages.
The next step will mainly focus on two aspects: (1) promot-
ing the efficiency of BLISCO with approximation model.
Most engineering problems need numerous simulations, so
the approximation model will be useful for calculating the
derivative of system objective with respect to the system
design variables. However, the accuracy of approximation
model depends on the amounts of sample points, so how
to construct efficient approximation model for BLISCO
is a main subject in the future research work; (2) apply-
ing BLISCO to the conceptual design of Human Occupied
Vehicle (HOV) (Liu 2007). The conceptual design of HOV
is also a complex MDO problem with a large scale of
design variables and state variables. Obviously, MDO can
be applied in the HOV conceptual design to search for the
best design according to the experiences of MDO method-
ology in other fields. As a new MDO method, BLISCO
reduces the organizational complexity by decomposition,
solves the problem with distributed and concurrent pro-
cess, and converges to the optimal point robustly. Therefore,
BLISCO will be a promising tool for the conceptual design
of HOV.
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