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Abstract
Dyrda and Prucnal gave a Hilbert-style axiomatization for the {∧,∨}-fragment of
classical propositional logic. Their proof of completeness follows a different approach
to the standard one proving the completeness of classical propositional logic. In this
note, we present an alternative proof of Dyrda and Prucnal’s result following the
standard arguments which prove the completeness of classical propositional logic.
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1 Introduction

It is well-known that classical propositional logic CL can be presented syntactically
in several ways, among them a Hilbert-style calculus. Let us denote the resulting
syntactic consequence by�CL. The standard completeness theorem for classical logic
is the statement that for all Γ ∪ {ϕ} ⊆ Fm,

Γ �CL ϕ ⇐⇒ Γ �2 ϕ,

where 2 is the two-element Boolean algebra. The standard completeness proof is as
follows. The implication ⇒, the soundness theorem, is proved by what is normally
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qualified as routine checking. On the other hand, the implication ⇐ is proved by
contraposition. One assumes that Γ �CL ϕ. Then, by the Lindenbaum’s Lemma there
exists a maximally consistent theoryΔ such that Γ ⊆ Δ and ϕ /∈ Δ. Now, one defines
the function h : Fm → 2 by putting, for any α ∈ Fm, hα = 1 if and only if α ∈ Δ.
Next, using several properties of maximally consistent theories, one shows that h is
actually a homomorphism. Thus, this homomorphism is such that h(Γ ) ⊆ {1} and
hϕ �= 1. Hence, it follows that Γ �2 ϕ.

The {∧,∨}-fragment of classical propositional logic is defined by the matrix
〈2, {1}〉, where 2 = 〈{0, 1},∧,∨〉 is the two-element distributive lattice. This fragment
was studied by different authors, for instance [2, 4, 5, 7]. In [2] Dyrda and Prucnal
presented a Hilbert-style axiomatization for the {∧,∨}-fragment of classical logic.
The argument used to prove this completeness result does not follow the classical
arguments used in the standard completeness theorem of classical logic with respect
to some of its equivalent Hilbert-style axiomatizations.

We will try to explain shortly the arguments given in [2] by Dyrda and Prucnal to
prove the completeness theorem. Let �DP be the syntactic consequence defined by the
Hilbert-style calculus proposed in [2]. The implication Γ �2 ϕ �⇒ Γ �DP ϕ is
proved by contraposition. It is assumed that Γ �DP ϕ. Thus, they show that there is
a finite set U of formulas built from the variables appearing in ϕ and the connective
∨ such that ϕ �DP χ ⇐⇒ U �DP χ , for all χ ∈ Fm. So, there is α ∈ U such that
Γ �DP α. It is also proved that there is a set U1 of formulas built from variables and
∨ such that Γ �DP χ ⇐⇒ U1 �DP χ , for all formula χ . Then, there exists a set
Y1 of variables such that Y1 �DP α and Y1 �DP γ , for all γ ∈ Γ . Now they define
the map v : Var → {0, 1} as follows: v(p) = 1 ⇐⇒ p ∈ Y1. Let v̂ : Fm → 2
be the homomorphism extending the map v. Then, it is verified that v̂(Γ ) ⊆ {1} and
v̂(ϕ) �= 1. Hence, Γ �2 ϕ. We refer the reader to [2] for the details missing.

Our aim is to present a proof of the completeness between the {∧,∨}-fragment
of classical logic and the Hilbert-style presentation given in [2] following the usual
arguments which prove the standard completeness of classical logic defined by the
matrix 〈2, {1}〉 and some of its Hilbert-style axiomatizations.

2 The Hilbert-style axiomatization and completeness for the
{∧,∨}-fragment of classical logic

In this note we follow the usual concepts and notations of algebraic logic. Our main
reference for algebraic logic is [3].

Let L = {∧,∨} be an algebraic language of type (2, 2), and Fm the algebra of
formulas over this language and a denumerable set of variables. The {∧,∨}-fragment
of classical propositional logic, denoted by S∧,∨ = 〈Fm,�2〉, is defined by: for all
Γ , {ϕ} ⊆ Fm,

Γ �2 ϕ ⇐⇒ ∀h ∈ Hom(Fm, 2), h(Γ ) ⊆ {1} implies h(ϕ) = 1.

Nowwe introduce the Hilbert-style presentation given by Dyrda and Prucnal in [2].
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Let SDP = 〈Fm,�DP〉 be the propositional logic defined in the usual “Hilbert-style”
with no axioms and with the following rules of inference:

(R1) ϕ ∧ ψ � ϕ

(R2) ϕ ∧ ψ � ψ ∧ ϕ

(R3) ϕ,ψ � ϕ ∧ ψ

(R4) ϕ � ϕ ∨ ψ

(R5) ϕ ∨ ψ � ψ ∨ ϕ

(R6) ϕ ∨ (ϕ ∨ ψ) � ϕ ∨ ψ

(R7) ϕ ∨ (ψ ∨ χ) � (ϕ ∨ ψ) ∨ χ

(R8) (ϕ ∨ ψ) ∨ χ � ϕ ∨ (ψ ∨ χ)

(R9) ϕ ∨ (ψ ∧ χ) � (ϕ ∨ ψ) ∧ (ϕ ∨ χ)

(R10) (ϕ ∨ ψ) ∧ (ϕ ∨ χ) � ϕ ∨ (ψ ∧ χ)

(R11) ϕ ∧ (ψ ∨ χ) � (ϕ ∧ ψ) ∨ (ϕ ∧ χ)

(R12) ϕ ∨ ϕ � ϕ

It is known that rules (R6), (R8) and (R11) are derivable from the others, see [1, 4].
Our aim is to show that the logics S∧,∨ and SDP coincide following the standard

arguments proving that the classical logic, defined by some Hilbert-style presentation,
is complete with respect to the matrix 〈2, {1}〉 (see for instance [3,pp. 72–73]). To this
end, we need to prove that the logic SDP satisfies the Proof by Cases Principle (see
Proposition 2.3). First we need the following property of the logic SDP = 〈Fm,�DP〉.
Proposition 2.1 Let ϕ,ψ, χ ∈ Fm. If ϕ �DP ψ , then ϕ ∨ χ �DP ψ ∨ χ .

Proof Assume ϕ �DP ψ . In order to prove that ψ ∨ χ is derivable from ϕ ∨ χ , it is
sufficient to show that {γ ∨ χ : γ ∈ Γ } �DP α ∨ χ for each rule of inference Γ � α

defining SDP.

(R1’) (α ∧ β) ∨ χ �DP α ∨ χ :
1. (α ∧ β) ∨ χ (Hyp)
2. (χ ∨ α) ∧ (χ ∨ β) 1., (R5), (R9)
3. α ∨ χ 2., (R1), (R5)

(R2’) (α ∧ β) ∨ χ �DP (β ∧ α) ∨ χ :
1. (α ∧ β) ∨ χ (Hyp)
2. (χ ∨ α) ∧ (χ ∨ β) 1., (R5), (R9)
3. χ ∨ α 2., (R1)
4. χ ∨ β 2., (R2), (R1)
5. (χ ∨ β) ∧ (χ ∨ α) 4., 3., (R3)
6. (β ∧ α) ∨ χ 5., (R10), (R5)

(R3’) α ∨ χ, β ∨ χ �DP (α ∧ β) ∨ χ :
1. α ∨ χ, β ∨ χ (Hyp)
2. χ ∨ α, χ ∨ β 1., (R5)
3. (χ ∨ α) ∧ (χ ∨ β) 2., (R3)
4. (α ∧ β) ∨ χ 3., (R10), (R5)

(R4’) α ∨ χ �DP (α ∨ β) ∨ χ :
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1. α ∨ χ (Hyp)
2. (χ ∨ α) ∨ β 1., (R5), (R4)
3. (α ∨ β) ∨ χ 2., (R8), (R5)

(Aux1) α ∨ (β ∨ α) �DP β ∨ α:
1. α ∨ (β ∨ α) (Hyp)
2. α ∨ (α ∨ β) 1., (R7), (R5)
3. β ∨ α 2., (R6), (R5)

(R5’) (α ∨ β) ∨ χ �DP (β ∨ α) ∨ χ :
1. (α ∨ β) ∨ χ (Hyp)
2. ((α ∨ β) ∨ α) ∨ χ 1., (R4′)
3. α ∨ (β ∨ (α ∨ χ)) 2., (R8), (R8)
4. (α ∨ χ) ∨ (β ∨ (α ∨ χ)) 3.(R4′)
5. β ∨ (α ∨ χ) 4., (Aux1)
6. (β ∨ α) ∨ χ 5., (R7)

(R7’) (α ∨ (β ∨ γ )) ∨ χ �DP ((α ∨ β) ∨ γ ) ∨ χ :
1. (α ∨ (β ∨ γ )) ∨ χ (Hyp)
2. α ∨ ((β ∨ γ ) ∨ χ) 1., (R8)
3. (α ∨ β) ∨ ((β ∨ γ ) ∨ χ) 2., (R4′)
4. χ ∨ ((α ∨ β) ∨ (β ∨ γ )) 3., (R7), (R5)
5. (χ ∨ (α ∨ β)) ∨ (β ∨ γ ) 4., (R7)
6. (β ∨ γ ) ∨ (χ ∨ (α ∨ β)) 5., (R5)
7. (γ ∨ β) ∨ (χ ∨ (α ∨ β)) 6., (R5′)
8. (χ ∨ (α ∨ β)) ∨ (γ ∨ β) 7., (R5)
9. β ∨ ((χ ∨ (α ∨ β)) ∨ γ ) 8., (R7), (R5)
10. (β ∨ α) ∨ ((χ ∨ (α ∨ β)) ∨ γ ) 9., (R4′)
11. (α ∨ β) ∨ ((χ ∨ (α ∨ β)) ∨ γ ) 10., (R5′)
12. ((α ∨ β) ∨ χ) ∨ ((χ ∨ (α ∨ β)) ∨ γ ) 11., (R4′)
13. (χ ∨ (α ∨ β)) ∨ ((χ ∨ (α ∨ β)) ∨ γ ) 12., (R5′)
14. (χ ∨ (α ∨ β)) ∨ γ 13., (R6)
15. ((α ∨ β) ∨ γ ) ∨ χ 14., (R8), (R5)

(R9’) (α ∨ (β ∧ γ )) ∨ χ �DP ((α ∨ β) ∧ (α ∨ γ )) ∨ χ :
1. (α ∨ (β ∧ γ )) ∨ χ (Hyp)
2. (χ ∨ α) ∨ (β ∧ γ ) 1., (R5), (R7)
3. ((χ ∨ α) ∨ β) ∧ ((χ ∨ α) ∨ γ ) 2., (R9)
4. (χ ∨ α) ∨ β 3., (R1)
5. (χ ∨ α) ∨ γ 3., (R5), (R1)
6. χ ∨ (α ∨ β) 4., (R8)
7. χ ∨ (α ∨ γ ) 5., (R8)
8. (χ ∨ (α ∨ β)) ∧ (χ ∨ (α ∨ γ )) 6., 7., (R3)
9. χ ∨ ((α ∨ β) ∧ (α ∨ γ )) 8., (R10)
10. ((α ∨ β) ∧ (α ∨ γ )) ∨ χ 9., (R5)
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(R10’) ((α ∨ β) ∧ (α ∨ γ )) ∨ χ �DP (α ∨ (β ∧ γ )) ∨ χ :
1. ((α ∨ β) ∧ (α ∨ γ )) ∨ χ (Hyp)
2. (χ ∨ (α ∨ β)) ∧ (χ ∨ (α ∨ γ )) 1., (R5), (R9)
3. χ ∨ (α ∨ β) 2., (R1)
4. χ ∨ (α ∨ γ ) 2., (R2), (R1)
5. (χ ∨ α) ∨ β 3., (R7)
6. (χ ∨ α) ∨ γ 4., (R7)
7. ((χ ∨ α) ∨ β) ∧ ((χ ∨ α) ∨ γ ) 5., 6., (R3)
8. (χ ∨ α) ∨ (β ∧ γ ) 7., (R10)
9. (α ∨ (β ∧ γ )) ∨ χ 8., (R8), (R5)

(R12’) (α ∨ α) ∨ χ �DP α ∨ χ :
1. (α ∨ α) ∨ χ (Hyp)
2. α ∨ (α ∨ χ) 1., (R8)
3. α ∨ χ 2., (R6)

��

Corollary 2.2 Let Γ ∪ {ϕ, χ} ⊆ Fm. If Γ �DP ϕ, then Γ ∨ χ �DP ϕ ∨ χ , where
Γ ∨ χ := {γ ∨ χ : γ ∈ Γ }.
Proof It follows from the fact that the consequence relation �DP is finitary, Proposi-
tion 2.1, and by the rules of inferences. ��
Proposition 2.3 The logic SDP satisfies the Proof by Cases Principle. That is, for all
Γ ∪ {ϕ,ψ, χ} ⊆ Fm,

Γ , ϕ �DP χ & Γ ,ψ �DP χ �⇒ Γ , ϕ ∨ ψ �DP χ.

Proof Since �DP is finitary, it is sufficient to prove a weaker version of the Proof by
Cases Principle. We prove that

ϕ �DP χ & ψ �DP χ �⇒ ϕ ∨ ψ �DP χ.

Assume thatϕ �DP χ andψ �DP χ . ByProposition 2.1,we have thatϕ∨ψ �DP χ∨ψ

and ψ ∨ χ �DP χ ∨ χ . From rules (R5) and (R12), we obtain that χ ∨ ψ �DP χ .
Hence, ϕ ∨ ψ �DP χ . ��

Now we are ready to present a standard proof of the following result of complete-
ness.

Theorem 2.4 The logics SDP and S∧,∨ coincide. That is, for all Γ ∪ {ϕ} ⊆ Fm,

Γ �DP ϕ ⇐⇒ Γ �2 ϕ.

Proof The implication from left to right (soundness), is a routine proof. Now we
prove the other implication. First, without loss of generality we can assume that Γ is
a theory of the logic SDP. Suppose that Γ �DP ϕ. Then, there exists a theory Δ of
SDP such that Γ ⊆ Δ, ϕ /∈ Δ, and Δ is maximal among all the theories of SDP not
containing ϕ (see for instance [3,Lemma 1.43]). Now we define the map h : Fm → 2
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as follows: for every α ∈ Fm, h(α) = 1 ⇐⇒ α ∈ Δ. We need to show that h is a
homomorphism. Let α, β ∈ Fm. Since Δ is a theory, it follows by rules (R1) and (R3)
that α ∧β ∈ Δ ⇐⇒ α, β ∈ Δ. Hence, h(α ∧β) = h(α)∧ h(β). Now, by rules (R4)
and (R5), we have that ifα ∈ Δ orβ ∈ Δ, thenα∨β ∈ Δ. Then, h(α) = 1 or h(β) = 1
implies h(α ∨ β) = 1. Now assume that h(α ∨ β) = 1. That is, α ∨ β ∈ Δ. Suppose
that h(α) �= 1 and h(β) �= 1. Thus α, β /∈ Δ. Let Δα and Δβ be the theories of SDP
generated by Δ ∪ {α} and Δ ∪ {β}, respectively. By the maximality of Δ, we obtain
that ϕ ∈ Δα and ϕ ∈ Δβ . Thus we have that Δ,α �DP ϕ and Δ,β �DP ϕ. Then,
by Proposition 2.3, it follows that Δ,α ∨ β �DP ϕ. Since α ∨ β ∈ Δ, it follows that
Δ �DP ϕ, a contradiction. Hence, we prove that h(α ∨ β) = 1 implies that h(α) = 1
or h(β) = 1. Thus, we obtain that h(α ∨ β) = 1 ⇐⇒ h(α) = 1 or h(β) = 1. Then
h(α ∨ β) = h(α) ∨ h(β). We have proved that h : Fm → 2 is a homomorphism such
h(Γ ) ⊆ {1} and h(ϕ) �= 1. Hence Γ �2 ϕ. ��

Another standard alternative proof of the completeness between the {∧,∨}-
fragment of classical logic and the Hilbert-style axiomatization given in [2], following
also usual arguments, is possible. This proofmakes explicit the role of theLindenbaum-
Tarski algebra. We sketch the proof and left the details to the reader. Suppose that
Γ �DP ϕ, and assume that Γ is a theory. Then:

1. We consider the binary relation Λ(Γ ) on Fm defined as follows:

(α, β) ∈ Λ(Γ ) ⇐⇒ Γ , α �DP β and Γ , β �DP α.

2. Λ(Γ ) is a congruence on Fm. Apply the Proof by Cases Principle.
3. The quotient algebraFm/Λ(Γ ) is a distributive lattice. It is also necessary to apply

the Proof by Cases Principle.
4. [α] ∈ Γ /Λ(Γ ) if and only if α ∈ Γ .
5. Γ /Λ(Γ ) = ∅ or Γ /Λ(Γ ) is a proper filter of Fm/Λ(Γ ).
6. There exists a prime filter F of Fm/Λ(Γ ) such that Γ /Λ(Γ ) ⊆ F and [ϕ] /∈ F .
7. The map f : Fm/Λ(Γ ) → 2 defined by f ([α]) = 1 ⇐⇒ [α] ∈ F is a

homomorphism.
8. Let v : Fm → 2 be the homomorphism given by v(α) = f ([α]). Hence v(Γ ) ⊆

{1} and v(ϕ) = 0. Therefore, Γ �2 ϕ.

The relation Λ(Γ ) is known as the Frege relation of Γ relative to SDP and the
quotient algebra Fm/Λ(Γ ) is named the Lindenbaum-Tarski algebra, see for instance
[5, 6].

Acknowledgements I am very grateful to the anonymous reviewer for his/her useful comments and sug-
gestions that helped me to improve the presentation of this article.

Declarations

Conflict of interest The author declares that he has no conflict of interest.

123



An alternative proof of the Hilbert-style… 865

References

1. Bielecka-Hołda, M.: Independent basis for the consequence determined by non-degenerated distributive
lattices. Bull. Sect. Logic 9(3), 141–143 (1980)

2. Dyrda, K., Prucnal, T.: On finitely based consequence determined by a distributive lattice. Bull. Sect.
Logic 9(2), 60–64 (1980)

3. Font, J.M.: Abstract Algebraic Logic - An Introductory Textbook, Studies in Logic, vol. 60. College
Publications, London (2016)

4. Font, J.M., Guzmán, F., Verdú, V.: Characterization of the reduced matrices for the {∧,∨}-fragment of
classical logic. Bull. Sect. Logic 20(3/4), 124–128 (1991)

5. Font, J.M., Jansana, R.: A General Algebraic Semantics for Sentential Logics, Lecture Notes in Logic,
vol. 7, 2nd edn. A.S.L. (2009)

6. Font, J.M., Jansana, R., Pigozzi, D.: A survey of abstract algebraic logic. Stud. Logica. 74(1–2), 13–97
(2003)

7. Font, J.M., Verdú, V.: Algebraic logic for classical conjunction and disjunction. Stud. Logica. 50(3–4),
391–419 (1991)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps
and institutional affiliations.

123


	An alternative proof of the Hilbert-style axiomatization for the {wedge,vee}-fragment of classical propositional logic
	Abstract
	1 Introduction
	2 The Hilbert-style axiomatization and completeness for the {wedge,vee}-fragment of classical logic
	Acknowledgements
	References




