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Abstract We introduce new proof systems G[β] and Gext[β], which are
equivalent to the standard equational calculi of λβ- and λβη-conversion, and
which may be qualified as ‘analytic’ because it is possible to establish, by pu-
rely proof-theoretical methods, that in both of them the transitivity rule admits
effective elimination. This key feature, besides its intrinsic conceptual signifi-
cance, turns out to provide a common logical background to new and com-
paratively simple demonstrations—rooted in nice proof-theoretical properties
of transitivity-free derivations—of a number of well-known and central results
concerning β- and βη-reduction. The latter include the Church–Rosser theo-
rem for both reductions, the Standardization theorem for β-reduction, as well
as the Normalization (Leftmost reduction) theorem and the Postponement of
η-reduction theorem for βη-reduction.

Keywords Lambda-calculus · Extensionality · Elimination of transitivity ·
Equational proof systems · Lambda reduction
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1 Introduction

A “standard” equational proof system E over an equational language LE
consists of: (i) certain specific axioms, namely a set AE of LE-equations, clo-
sed under substitutions; (ii) the usual deductive apparatus of equational logic,
which comprises the axiom schema of reflexivity of equality and the inference
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rules of symmetry, transitivity and f -congruence of equality w.r. to each term
constructor f of LE—the substitution rule being superfluous in view of the
closure requirement on AE. By Birkhoff’s Completeness theorem, it holds that
�E t = s ⇔ AE |� t = s.

Such syntactic presentations of equational theories are, without saying, very
convenient under most respects. Proof-theoretical investigations, however, are
virtually made impossible because of the presence of the transitivity rule which,
as a matter of fact, cannot be dispensed with (except for trivial cases). Sup-
pose, for instance, that we are interested in finding a syntactic consistency
proof of a given E for which we do not have a natural model ready at hand.
We cannot, arguing by induction on the length of E-derivations, conclude
that �E x = y (x, y two distinct variables) by showing that x = y neither is
a specific axiom (assume it is not) nor it can be obtained as a conclusion
of one of the inference rules: this simple argument trivially breaks down
when the case of the transitivity rule is considered—and in fact in this case
only.

Indeed, the transitivity rule shares with the rule of modus ponens in propo-
sitional and first-order Hilbert-style calculi an intrinsically synthetic character,
which is responsible for the potential loss of relevant information (a term/a
formula) along formal derivations and, ultimately, for the lack of any significant
mathematical structure on the part of the latter.

Given that standard, ‘synthetic’ equational calculi do not lend themselves
directly to proof-theoretical analysis, one might ask the question whether there
are significant cases in which it is both possible and useful to turn a ‘syn-
thetic’ equational proof system into an equivalent ‘analytic’ one, where the
transitivity rule can be actually demonstrated being redundant. In [26] we
addressed this question relatively to a specific class of equational theories
including combinatory logic CL and more general systems C[X ] of combi-
nators. The new formal systems G[C], respectively G[X ] introduced to this aim
were shown to be equivalent to their synthetic counterparts and to have the
key feature—which qualifies them as analytic—that every derivation can ef-
fectively be transformed into a transitivity-free derivation of the same equa-
tion. As a first consequence, the syntactic consistency of G[C] (in general
of G[X ]), and so of CL (C[X ]) too, could be immediately established by
the simple inductive argument alluded to above. But also, due to the nice
proof-theoretical behavior of transitivity-free derivations, we were able to
give new demonstrations of well known results concerning CL and weak re-
duction (e.g. the Church–Rosser theorem and the leftmost reduction theo-
rem) and to generalize these results to arbitrary combinatory systems C[X ]
as well.

In the present paper, our aim is to show how the “analytic” approach can be
fruitfully extended to λ-calculus, namely to the equational theories λβ and λβη.
This proves to be—perhaps not surprisingly—an intriguingly harder task, as we
will see (a previous, only partially successful attempt of ours in this direction is
sketched in [27]). In Sect. 2 we introduce the analytic proof systems G[β] and
Gext[β]. Their distinguishing feature consists in the pair of symmetrical (left and
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right) β-rules

t[x/r]p1 · · · pn = s
(λx.t)rp1 · · · pn = s

[βl] t = s[x/r]p1 · · · pn

t = (λx.s)rp1 · · · pn
[βr] (n ≥ 0)

which replace the β-conversion schema

(λx.t)s = t[x/s]

characteristic of the corresponding synthetic proof systems. As far as the
equational deductive apparatus of the latter is concerned, only the reflexi-
vity schema [�] (restricted to variables) and the rules [ξ ] of weak extensiona-
lity (or congruence w.r. to abstraction) and [τ ] of transitivity are retained as
they are also in the analytic calculi; instead, the symmetry rule [σ ] is dropped,
while the usual pair of app-congruence rules [µ] and [ν] is replaced by a single
parallel application rule. Finally, to obtain Gext[β], the extensionality rule [Ext]
(or [ζ ], as it is sometimes called in the literature, see e.g. [18]) is added. The
equivalence between G[β] and λβ, as well as between Gext[β] and λβη, is easily
established.

Sections 3 and 5 are devoted to the demonstration (by purely proof-
theoretical methods) of the central result of the paper, namely the effective
eliminability of the transitivity rule in G[β], respectively Gext[β] (Theorems 3.11
and 5.8). Compared to the corresponding τ -eliminability problem for analytic
combinatory systems G[X ] tackled in [26], this task turns out to be considerably
more difficult, as we try to explain in Sect. 3, essentially due to the presence
of the weak extensionality rule [ξ ] (and, in Gext[β], of [Ext] as well). As a
consequence, the proof strategy is going to require a considerable number of
steps and technical tools, including one reminiscent of the indexing (or mar-
king) technique familiar from the literature on lambda reduction (see e.g. [3],
Chap. 11).

Just the very fact that analytic, transitivity-free equational proof systems
adequate for λ-calculus can now be exhibited, has in our opinion a certain
conceptual relevance. These systems, in particular, are easily seen to enjoy
a kind of subterm property (Lemmas 2.3 and 2.4)—analogous, in a sense, to
the subformula-property of cut-free sequent calculi—which immediately yields,
without any need to analyze convertibility (equality) through a reduction calculus,
the underivability of equations of the form x = y with x and y distinct variables,
hence also the consistency of the analytic proof systems G[β] and Gext[β] and,
in turn, of their synthetic counterparts λβ and λβη.

More specific applications, presented in the remaining Sects. 4 and 6, are
intended to try and motivate further why analyticity and the elimination of tran-
sitivity matter. The point is that τ -free derivations in G[β] and Gext[β] do have a
non trivial mathematical structure and a number of nice properties, which may
be analyzed and exploited by proof-theoretical methods. As a consequence,
we find at our disposal a sort of unified logical background in which new and
comparatively short proofs of well-known central results concerning β- and
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βη-reduction can be developed just by reflecting on τ -free provable β- and βη-
equality. This is the case, in particular, of the Church–Rosser property for both
reductions (Theorems 4.3 and 6.3), of the (weak) Standardization theorem for
β-reduction (Theorem 4.7), and finally of the Normalization (or Leftmost re-
duction) theorem and the Postponement of η-reduction theorem (Corollaries
6.8, 6.9) for βη-reduction.

Related work In the last two decades, the issue of transitivity elimination has
been extensively investigated, mainly by computer scientists, in connection with
typed λ-calculi, type theories and programming languages. It is, however, tran-
sitivity elimination for the subtyping relation. Subtyping enriches a type system
by means of a preorder relation ≤ over types (the intended meaning of S ≤ T
being that type S is a subtype of type T, i.e. that all expressions of type S can be
used in any context where an expression of type T is expected) governed by a
set of appropriate subtyping rules (a subtyping system). Usually combined with
other type-theoretic constructs, subtyping gives rise to flexible and powerful
formal environments, which are fruitfully applied to model notions such as e.g.
object inheritance in object-oriented programming, or theory and proof reuse
in proof assistants (see the informative survey [9]).

The explicit presence of the transitivity rule τ≤ for the subtyping relation in a
given subtyping system Σ , especially when combined with type-dependency,
is responsible for serious difficulties in the verification of important meta-
theoretical properties, such as subtyping-checking, subject reduction and de-
cidability; on the other hand, the presence of certain other rules in Σ makes
it impossible to eliminate τ≤ outright. Hence the attempts to devise equivalent
reformulations of Σ (e.g. by a suitable modification of the conflicting rules)
which provably admit elimination of the transitivity rule (TE). A subtyping
system for second-order λ-calculus F enjoying TE has been devised by Curien
and Ghelli [12] by a clever reformulation of the rule for using primitive subty-
ping; in the related work of Longo, Milsted and Soloviev [23] subtyping for F is
presented as logical entailment by means of a sequent calculus Co� enjoying cut
elimination, the latter implying TE. The problem of transitivity elimination in
subtyping extensions of systems with (first or second order) dependent types—
i.e., systems lying on the left and the rear face of Barendregt’s lambda-cube,
cf. [4]—is considerably more difficult. Indeed, once an equivalence on types
(typically: β-conversion) coexists with the subtyping relation between types,
further conflicts between transitivity elimination and other rules, notably the
so-called ‘conversion subtyping rule’ (stating that any two convertible types are
in the subtyping relation), do arise. Just to mention a few important results,
around 1995 a weak form of TE (i.e., TE only at the level of normalized types)
has been proved by Compagnoni (cf. [10]) for Fω∧, an extension of Girard’s sys-
tem Fω with subtyping, bounded quantification and intersection types, and by
Aspinall and Compagnoni (cf. [2]) for λP≤, a subtyping extension of first-order
dependent types system λP. More recently, a considerable improvement has
been achieved with the work of Chen, proving full TE (for arbitrary, hence
possibly non-normalized types) for the system λΠ≤ , equivalent to λP≤ ([6,7]),
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as well as for other type theories with subtyping among which λC≤, a subtyping
extension of the strongest system in the lambda-cube, i.e. Coquand’s Calculus
of Constructions CC ([7]; see also [8], proving TE for an extension of λC≤ with
coercions).

It is perhaps worth noticing here that one of the key steps in Chen’s proof
of TE for λΠ≤ consists in the inclusion in the subtyping system of the two
symmetrical rules

Γ � B[x/M1]M2 · · · Mn ≤ C
Γ � (Λx : A.B)M1 · · · Mn ≤ C S-ApSL ,

Γ � C ≤ B[x/M1]M2 · · · Mn

Γ � C ≤ (Λx : A.B)M1 · · · Mn
S-ApSR

dealing with the subtyping derived from β-conversion at the type level (A, B, . . .
vary over pre-types and M, M1 . . . over pre-terms; Γ is a pre-context). These
rules closely resemble our above mentioned β-rules.1 But it has to be stressed
that, working as we do with untyped λ-calculus, we cannot rely on normaliza-
tion, whereas (strong) normalization is enjoyed by the above mentioned typed
systems, a fact that also plays a crucial role in the proofs of TE (indeed, Chen’s
induction measure in the proof of admissibility of transitivity for λΠ≤ is ba-
sed on the maximum number of normalizing reduction steps of the involved
type-expressions).

2 Synthetic versus analytic proof systems for λ-calculus

2.1 Preliminaries

In the following, Λ denotes the set of all pure λ-terms built over the countably
infinite set V = {v0, v1, . . .} of variables:

Λ = V | (λV.Λ) | (ΛΛ) .

The letters x, y, z, . . . and t, s, r, . . . vary over V, respectively Λ. The symbol ≡
denotes syntactic identity between λ-terms. In writing λ-terms and in dealing
with the syntactic operation t, s, x � t[x/s] of substitution we adopt throughout
the standard conventions (see e.g. [3], Chap. 2, Sect. 1); in particular:

• outermost parentheses are not written, and missing ones (e.g. as in tsr) are
to be restored on the left;

• α-congruent terms are syntactically identified;
• all bound variables occurring in the terms t1, t2, . . . taken into consideration

in a certain context (e.g. a statement, a proof, etc.) are assumed to be different
from the free variables occurring in them.

1 Indeed, the idea of doing weak head expansions on the left or on the right side is not new;
e.g. it can be found, although not so explicitly, also in [11], presenting an algorithm for testing
βη-conversion in type theory.
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Further notational conventions include:

• FV(t, s, . . .) := the set of all variables occurring free in the terms t, s, . . .;
• ‖t‖ := the depth of t, inductively defined as follows:

(a) ‖x‖ = 0 (x ∈ V) ,
(b) ‖sr‖ = max(‖s‖ , ‖r‖) + 1 ,
(c) ‖λx.s‖ = ‖s‖ + 1.

An application (abstraction) term is a term of the form ts (λx.t). A β- (η-) redex
is an application (abstraction) term of the form (λx.t)s (λx.tx, x /∈ FV(t)).

2.2 Synthetic calculi

In the standard presentation, the synthetic equational calculus λβ , or λK-calculus,
consists of the following axiom-schema (β-conversion) and inference rules (re-
flexivity, which by convenience we treat as a 0-premises inference rule, symme-
try, transitivity, right and left app-congruence, and weak extensionality):

(λx.t)s = t[x/s] ,
t = t

[ρ] ,
t = s
s = t

[σ ] ,
t = s s = r

t = r
[τ ] ,

t = s
rt = rs

[µ] ,
t = s

tr = sr
[ν] ,

t = s
λx.t = λx.s

[ξ ] .

The calculus λβη, or extensional λK-calculus, results from the addition to λβ of
the η-conversion schema

λx.tx = t , provided x /∈ FV(t) ,

or, equivalently (see e.g. [3]), of the extensionality rule

tx = sx
t = s

[Ext] , where x /∈ FV(t, s) .

2.3 Analytic calculi

The analytic equational calculus G[β] is determined by the following inference
rules:

(i) Left and right introduction rules (β-rules):

t[x/p0]p1 · · · pn = s
(λx.t)p0 · · · pn = s

[βl] ,
t = s[x/p0]p1 · · · pn

t = (λx.s)p0 · · · pn
[βr] (n ≥ 0) ,

where the (possibly missing) terms p1, . . . pn are said to be the side terms
of the inference;
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(ii) Structural rules:
[ρ] restricted to variables, [τ ], [ξ ] and, instead of [µ] and [ν], the rule

t1 = s1 t2 = s2

t1t2 = s1s2
[App]

of parallel application.

The analytic equational calculus Gext[β] is obtained from G[β] by adding the
(non structural) extensionality rule [Ext].

Note that the reflexivity (0-premises) rule is restricted to variables. It is easily
verified that all equations of the form t = t are derivable by means of structural
rules alone. Also, the symmetry rule is missing; however, it is readily seen that

Fact 2.1 G[β] and Gext[β] are closed under [σ ].
In fact, due to the left/right symmetry of the β-rules, to each derivation D

in G(ext)[β] we may associate the dual derivation ˜D by effecting the following
transformations: (i) each node t = s is replaced by s = t; (ii) labels [βr] are
changed into [βl] and conversely; (iii) the premises of a τ -inference, if any, are
interchanged. We clearly have

D � t = s iff ˜D � s = t .

Now, it is easily verifiable that the analytic and synthetic calculi are equivalent.

Proposition 2.2 For every equation t = s:

λβ � t = s ⇔ G[β] � t = s ; λβη � t = s ⇔ Gext[β] � t = s .

2.4 Consistency of τ -free analytic calculi

Let G−[β] (G−
ext[β]) be G[β] (Gext[β]) minus the transitivity rule [τ ]. In view of

the peculiar form of the β-rules, G−[β]-derivations enjoy the following simple
yet useful weak subterm property.

Lemma 2.3 Let D be a τ -free derivation of t = s in G[β].
(i) If D contains at least one occurrence of a left (right) β-rule, then the term

t (respectively: s) contains at least one occurrence of a β-redex.
(ii) If both t and s are β-normal forms, then t ≡ s.

Proof (i): straightforward, by induction on the length (number of nodes) of D.
(ii): under the assumptions, it follows by (i) that the only inference rules possibly
occurring in D are [�], [ξ ] and [App], and clearly the end–equation of every such
derivation must be of the form r = r. 
�
As far as G−

ext[β] is concerned, property (i) does no longer hold (because β-
redex occurrences may be destroyed by the extensionality rule). Yet, we can
easily prove the weaker
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Lemma 2.4 Let D be a τ -free derivation of t = s in Gext[β].
(i) If D contains at least one occurrence of a left (right) β-rule, then the term

t (resp.: s) contains at least one occurrence of an abstraction term.
(ii) If t and s do not contain occurrences of λ, then t ≡ s.

As an immediate consequence of (ii) of Lemmas 2.3 and 2.4, no equation
x = y with x distinct from y can be proved in G−[β] or G−

ext[β]; that is:

Proposition 2.5 The τ -free analytic calculi G−[β] and G−
ext[β] are consistent.

So, the transitivity elimination theorems we are going to prove in Sect. 3
(Theorem 3.11) and Sect. 5 (Theorem 5.8), entailing the equivalence between
G[β] and G−[β], resp. Gext[β] and G−

ext[β], together with Propositions 2.2 and
2.5 will provide a purely proof-theoretical demonstration of:

Proposition 2.6 The synthetic equational proof systems λβ and λβη are
consistent.

Remark 2.7 Let G[βη] be the calculus obtained from G[β] by adding the follo-
wing (left and right) η-introduction rules:

t = s
λx.tx = s

[ηl] s = t
s = λx.tx

[ηr] (x /∈ FV(t)) .

It is easy to verify that Gext[β] and G[βη] are equivalent. However, differently
from Gext[β], G[βη] doesn’t admit τ -elimination. For instance, the equation

λx.y((λu.u)x) = y

is derivable in G[βη]:

y = y
x = x

(λu.u)x = x βl

y((λu.u)x) = yx App

λx.y((λu.u)x) = λx.yx ξ

y = y
λx.yx = y ηl

λx.y((λu.u)x) = y τ

but is obviously not derivable in G[βη] minus [τ ]. By contrast,

y = y
z = z

(λu.u)z = z βl

y((λu.u)z) = yz App

(λx.y((λu.u)x))z = yz βl

λx.y((λu.u)x) = y Ext

is a τ -free derivation of the same equation in Gext[β].
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2.5 Preliminaries to τ -elimination

We collect here some notions, notations and auxiliary lemmas which will be
needed in the rest of the paper.

Both in G[β] and Gext[β], derivations D will be measured according to their

• size: s(D) := the number of β- and [Ext]- inferences occurring in D;
• height: h(D) := the maximum length (number of nodes) of the branches in

D, minus 1.

Also, for x ∈ V, we let

• ax(D, x) := the number of occurrences of [�]-inferences x = x in D.

Clearly, w.r. to the dual transformation D �→ ˜D introduced in 2.3, we have

s(D) = s(˜D ), h(D) = h(˜D ) and ax(D, x) = ax(˜D , x) for x ∈ V.

A derivation D is said to be a left (right) derivation provided that no [βr]
([βl]) inference occurs in D. We will usually write D �L t = s (D �R t = s) to
mean that D is a left (right) derivation of t = s. Obviously,

D �L/R t = s iff ˜D �R/L s = t .

We will also write D �− t = s (D �−
L t = s, D �−

R t = s) to mean that D is a (left,
right) τ -free derivation.

Lemma 2.8 (Parallel substitution) To each pair of derivations

D1 � t = s and D2 � p = q

in G[β] (in Gext[β]) and each variable x ∈ V we can effectively associate a
derivation

subx(D1, D2) � t[x/p] = s[x/q]

in G[β] (in Gext[β]) which is a left (right, τ -free) derivation provided both D1, D2
are left (right, τ -free) derivations. Moreover, for D∗ ≡ subx(D1, D2):

s(D∗) ≤ s(D1) + ax(D1, x) · s(D2) and h(D∗) ≤ h(D1) + h(D2) .

Proof By straightforward induction on the height of D1, taking cases according
to its final inference. 
�
Corollary 2.9 To each derivation D � t = s in G[β] (in Gext[β]), each variable
x ∈ V and term p ∈ Λ, we can effectively associate a derivation

subx,p(D) � t[x/p] = s[x/p]
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in G[β] (in Gext[β]) which is a left (right, τ -free) derivation provided D is a left
(right, τ -free) derivation. Moreover, for D∗ ≡ subx,p(D):

s(D∗) ≤ s(D) and h(D∗) ≤ h(D) + ‖p‖ .

Proof For every term p we can easily construct a derivation Dp �− p = p
containing structural rules only (so with s(Dp) = 0) and such that h(Dp) = ‖p‖.
Then, using Lemma 2.8, we may set subx,p(D) := subx(D, Dp). 
�
Remark 2.10 In view of the above Corollary, precisely of the case in which the
term p is a variable, we observe that:

(i) there is no limitation in assuming, given a derivation D and an [Ext]-
inference R occurring in it, that the eigenvariable of R is distinct from
those in an arbitrarily chosen finite set of variables (henceforth, we will
sometimes make a tacit use of this fact);

(ii) the structural rule [ξ ] is trivially eliminable in Gext[β]—without making
use of transitivity, but at the cost of using non-structural rules:

...
t = s

t[x/u] = s[x/u] Cor. 2.9, u fresh

(λx.t)u = (λx.s)u βl ,βr

λx.t = λx.s Ext ,

and might therefore be dropped. We will nonetheless keep [ξ ] as a primi-
tive rule of Gext[β], since this is essential (as the reader will easily realize)
to make the proof-strategies in Sects. 5 and 6 work.

Finally, we state here a further special case of parallel substitution, which
however will not be used until Sect. 6.

Lemma 2.11 To each pair of τ -free Gext[β]-derivations

D1 �−
L t = s and D2 �− p = q ,

with D1 a left derivation, and to any variable x having at most one free occurrence
in the term s, we can associate a τ -free Gext[β]-derivation

sbx(D1, D2) �− t[x/p] = s[x/q]

such that s(sbx(D1, D2)) ≤ s(D1) + s(D2) , and which moreover is a left deri-
vation provided D2 is such.

Proof It is easily verified that (i) if D �−
L t = s and the variable x has at most

n free occurrences in s, then ax(D, x) ≤ n (for n = 0, we make use of the
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fact pointed out in (i) of Remark 2.10). The conclusion follows taking n = 1,
together with Lemma 2.8.

Note that (i) is not in general true for derivations in which [βr] or [τ ] do
occur. 
�

3 Elimination of transitivity for G[β]

We intend to prove that any given derivation D � t = s in G[β] can effectively
be transformed into a τ -free derivation e(D) of the same end-equation. To
establish this claim, it would be clearly sufficient to demonstrate—by some
kind of inductive argument—that topmost applications of [τ ] can be always
removed, i.e.:

(♦) for any given derivation D ≡
D1

{
...

t = r

...
r = s

}

D2

t = s τ , where D1 and

D2 are τ -free, we can construct a τ -free derivation el(D) �− t = s.

This very natural strategy is indeed successful in proving the eliminability of
transitivity for the analytic counterpart G[C] of combinatory logic CL, see [26],
where (♦) is established by transfinite induction on ω2 ·hc(D) + ω ·s(D) + ‖r‖
(hc(D) being a suitable variant of h(D)), taking cases according to the possible
combinations of the final inferences of D1 and D2.

Unfortunately, such a strategy doesn’t seem to be directly feasible in the
present context, as one can easily guess by considering the critical case

D ≡

D′
1

{
...

t = r
λx.t = λx.r ξ

...
p = q

}

D′′
1

(λx.t)p = (λx.r)q App

D′
2

{
...

r[x/q] = s
(λx.r)q = s βl

(λx.t)p = s τ (i)

and the symmetrical one.
On the one side, the only practicable way to get inductively a τ -free deri-

vation of (λx.t)p = s out of the given D in case (i) (and analogously in the
symmetric case) appears to consist first in applying the induction hypothesis to
the derivation

D∗ ≡
sub(D′

1, D′′
1)

{
...

t[x/p] = r[x/q]
...

r[x/q] = s

}

D′
2

t[x/p] = s τ ,
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whose construction makes an essential use of parallel substitution (Lemma 2.8),
and then in setting:

el(D) :=
el(D∗)

{
...

t[x/p] = s
(λx.t)p = s βl .

On the other side, as a matter of fact it is hard, if not impossible at all, to
single out a complexity measure to reason inductively on, one under which D∗
is “simpler” than the original derivation D. Note in fact that, w.r. to the most
basic complexity parameters such as rank (the depth of the cut-term), size and
height, it may well happen here that ‖r[x/q]‖ > ‖(λx.r)q‖ and, at the same
time, s(D∗) > s(D) as well as h(D∗) > h(D)—see the upper bounds given in
Lemma 2.8.

In consideration of these obstacles, we are forced to follow a more elabo-
rate and less direct approach. First of all, we will show that (i) the rules [βl]
and [βr] admit a general form of transitivity-free inversion (Theorem 3.4); next,
with the aid of (i), we will prove (ii) the analogue of (♦) restricted to the case
in which D1 is a left derivation (Lemma 3.6), having as an immediate conse-
quence (iii) the τ -eliminability for left derivations (Theorem 3.7); further, using
(iii), we will show that (iv) a natural generalization of the two β-introduction
rules is transitivity-free admissible (Theorem 3.9). Finally, by making essen-
tial use of (i) and (iv), we will prove (Lemma 3.10) the unrestricted analogue
of (♦) in which however the original transitivity rule is replaced by the more
general rule

t = s Φ[[s]] = r
Φ[[t]] = r τ∗ , where Φ is a context with one hole .

Whence our initial claim follows as an immediate consequence.
In order to carry out step (i) above, we preliminarily have to introduce

β-marked λ-terms and other related notions. Intuitively, a β-marked term is a
term t in which a number (possibly zero) of occurrences of β-redexes have been
marked in some way, so that it makes sense to speak of the (unmarked) term t∗
obtained from t by simultaneously replacing each marked β-redex (λx.s)r by its
corresponding contractum s[x/r]. Formally, it is convenient to treat β-marked
terms as expressions M, N, . . . taken from the set Λ′ ⊇ Λ, which is defined
inductively as follows over the extension of the original alphabet A by the
symbols � and �:

• V ⊆ Λ′
• M ∈ Λ′, x ∈ V ⇒ (λx.M) ∈ Λ′
• M, N ∈ Λ′ ⇒ (MN) ∈ Λ′
• M, N ∈ Λ′, x ∈ V ⇒ (�(λx.M)N�) ∈ Λ′ .
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The usual conventions concerning free and bound variables, α-congruence and
substitution (see Sect. 2) shall apply also to Λ′. Note that β-marked terms of
the form �(λx.M)N� are not application terms (we will call them redβ -terms).

Given a β-marked term M, we denote by |M| the term in Λ which is obtained
from M by leaving out every occurrence of the markers ‘�’ and ‘�’. In case
t ∈ Λ and |M| ≡ t, we also say that M is a β-marking of t. Clearly, if |M| is a
variable, respectively an abstraction term then M is a variable, respectively an
abstraction term, while if |M| is an application term then M is not necessarily
an application term NP, since it might also be a redβ -term �(λx.N)P�.

Given a β-marked term M, the term M∗ ∈ Λ is defined inductively as
expected:

• x∗ := x, for x ∈ V ,
• (λx.M)∗ := λx.M∗ ,
• (MN)∗ := M∗N∗ ,
• (�(λx.M)N�)∗ := M∗[x/N∗] .

One can easily verify, by induction on the construction of β-marked terms
(see e.g. [3], p. 281), that

Fact 3.1 For every M, N and x: (M[x/N])∗ ≡ M∗[x/N∗].
Also, we clearly have

Fact 3.2 For every M ∈ Λ′: FV(M∗) ⊆ FV(|M|) = FV(M) .

Further to marked terms, we shall also make use of contexts with one hole,
i.e. expressions Φ, Ψ , . . . belonging to the set

C = {∗} | V | (λV.C) | (CC)

of unary contexts and containing at most one occurrence of ∗ .
Given t ∈ Λ, Φ[[t]] denotes the λ-term obtained from the one-hole context

Φ by replacing the symbol ∗ with t (caution: variables which are free in t may
become bound in Φ[[t]]).

Lemma 3.3 Every τ -free G[β]-derivation D �− t = s can effectively be transfor-
med, given an arbitrary marking M of t, into a τ -free G[β]-derivation

redM(D) �− M∗ = s

which, moreover, is a right derivation provided D is a right derivation.

Proof We argue by main induction on s(D) and secondary induction on ‖t‖,
taking cases according to the last inference R of D.

Case A: R = [�]. Trivially, redM(D) := D.
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Case B: R = [ξ ]. Then t ≡ λx.t′, s ≡ λx.s′ and M ≡ λx.P with |P| ≡ t′. Also,
M∗ ≡ λx.P∗ and

D ≡
D1

{
...

t′ = s′
λx.t′ = λx.s′ ξ .

Since s(D1) = s(D) and
∥

∥t′
∥

∥ < ‖t‖, we can apply the I.H. to D1 and set:

redM(D) :=
redP(D1)

{
...

P∗ = s′
λx.P∗ = λx.s′ ξ .

Case C: R = [βr]. Immediate by the (main) I.H.
Case D: R = [βl]. Then t ≡ (λx.p)q0 · · · qn (n ≥ 0) and

D ≡
D1

{
...

p[x/q0]q1 · · · qn = s
(λx.p)q0 · · · qn = s βl .

On the other side, M is either (λx.P)Q0 · · · Qn or �(λx.P)Q0� Q1 · · · Qn , with
|P| ≡ p and |Qi| ≡ qi for 0 ≤ i ≤ n. In the first case, M∗ ≡ (λx.P∗)Q∗

0 · · · Q∗
n; in

the second case, M∗ ≡ P∗[x/Q∗
0]Q∗

1 · · · Q∗
n.

Since s(D1) < s(D) and (P[x/Q0]Q1 · · · Qn)∗ ≡ P∗[x/Q∗
0]Q∗

1 · · · Q∗
n by Fact

3.1, by the I.H. we can take:

redM(D) :=
redP[x/Q0]Q1···Qn(D1)

{
...

P∗[x/Q∗
0]Q∗

1 · · · Q∗
n = s

(λx.P∗)Q∗
0 · · · Q∗

n = s βl

in the first case, and

redM(D) := redP[x/Q0]Q1···Qn(D1)

in the second one.

Case E: R = [App]. Then |M| ≡ t is an application term (as well as s ≡ s1s2),
and so we have two subcases to consider.

Subcase E.1: M ≡ PQ with |P| ≡ p, |Q| ≡ q, t ≡ pq. Then M∗ ≡ P∗Q∗ and

D ≡
D1

{
...

p = s1

...
q = s2

}

D2

pq = s1s2
App .
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Since s(D1),s(D2) ≤ s(D) and ‖p‖ , ‖q‖ < ‖t‖, by the I.H. we may set:

redM(D) :=
redP(D1)

{
...

P∗ = s1

...
Q∗ = s2

}

redQ(D2)

P∗Q∗ = s1s2
App .

Subcase E.2: M ≡ �(λx.P)Q� with |P| ≡ p, |Q| ≡ q, and t ≡ (λx.p)q. Then
M∗ ≡ P∗[x/Q∗] and

D ≡
D1

{
...

λx.p = s1
R′

...
q = s2

}

D2

(λx.p)q = s1s2
App .

Necessarily, R′ is either [ξ ] or [βr].

[E.2.a]: if R′ is [ξ ], then s1 ≡ λx.s′
1 and

D ≡

D′
1

{
...

p = s′
1

λx.p = λx.s′
1

ξ

...
q = s2

}

D2

(λx.p)q = (λx.s′
1)s2

App .

Since s(D′
1),s(D2) ≤ s(D) and ‖p‖ , ‖q‖ < ‖t‖, we can apply the I.H. to D′

1
and D2 and take, by making use also of the Parallel substitution Lemma 2.8:

redM(D) :=

redP(D′
1)

{
...

P∗ = s′
1

...
Q∗ = s2

}

redQ(D2)

P∗[x/Q∗] = s′
1[x/s2]

SUB

P∗[x/Q∗] = (λx.s′
1)s2

βr

[E.2.b]: if R′ is [βr], then s1 ≡ (λy.s′′)s′
0 · · · s′

n (n ≥ 0) and

D ≡

D′
1

{
...

λx.p = s′′[y/s′
0]s′

1 · · · s′
n

λx.p = (λy.s′′)s′
0 · · · s′

n
βr

...
q = s2

}

D2

(λx.p)q = (λy.s′′)s′
0 · · · s′

ns2
App .
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In this case we consider the derivation

D′ ≡
D′

1

{
...

λx.p = s′′[y/s′
0]s′

1 . . . s′
n

...
q = s2

}

D2

(λx.p)q = s′′[y/s′
0]s′

1 . . . s′
ns2

App .

Since s(D′) < s(D), by the I.H. we may set:

redM(D) :=
redM(D′)

{
...

P∗[x/Q∗] = s′′[y/s′
0]s′

1 . . . s′
ns2

P∗[x/Q∗] = (λy.s′′)s′
0 . . . s′

ns2
βr .

By inspecting the whole proof, it is easily verified that the transformation redM
maps right derivations into right derivations (whereas left derivations need not
be transformed into left derivations: consider subcase E.2.a). 
�
Theorem 3.4 (generalized β-inversion) Every τ -free G[β]-derivation

D �− Φ[[(λx.t)s0 . . . sn]] = r (Φ a context with one hole; n ≥ 0)

can effectively be transformed into a τ -free G[β]-derivation

invβ(D) �− Φ[[t[x/s0]s1 · · · sn]] = r

which, moreover, is a right derivation provided D is a right derivation.

Proof Given D, we consider the marked term M ≡ Φ[[�(λx.t)s0�s1 · · · sn]] and
take, using Lemma 3.3: invβ(D) := redM(D). 
�
Remark 3.5 Note that possibly s(invβ(D)) > s(D), i.e. the size of derivations
is not, and in fact cannot be, preserved in general under the inversion process;
e.g., trivially, (λx.x)y = (λx.x)y has a τ -free derivation of size 0, but there are
no derivations of size 0 of y = (λx.x)y .

We now exploit Theorem 3.4 to prove a partial elimination lemma.

Lemma 3.6 Any given pair

D1 �−
L t = s and D2 �− s = r

of τ -free G[β]-derivations, with D1 a left derivation, can effectively be transfor-
med into a τ -free G[β]-derivation

elL(D1, D2) �− t = r

which, moreover, is a left derivation provided that D2 is a left derivation.
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Proof Let R1 and R2 be the final inferences of D1, respectively D2. The proof
runs by induction on ω2 · s(D2) + ω · s(D1) + ‖s‖, taking cases according to
the possible combinations 〈R1, R2〉—under the key assumption that D1 is a left
derivation.
Case A: R1 = [�]. Trivially, we take elL(D1, D2) := D2.
Case B: R2 = [βr]. Then, for a suitable r′, D2 has the form

D′
2

{
...

s = r′
s = r βr , where s(D′

2) < s(D2).

So we can apply the (main) I.H. to D1 and D′
2, and set:

elL(D1, D2) :=
elL(D1, D′

2)

{
...

t = r′
t = r βr .

Case C: R1 = [βl]. Symmetrically (but as the induction measure is not sym-
metric, note that the secondary I.H. is used here).
Case D: R1 = [ξ ]. Necessarily, R2 is either [βr] (see case B) or [ξ ], in which
case t ≡ λx.t′ , s ≡ λx.s′ , r ≡ λx.r′ and

D1 ≡
D′

1

{
...

t′ = s′
λx.t′ = λx.s′ ξ , D2 ≡

D′
2

{
...

s′ = r′
λx.s′ = λx.r′ ξ ,

where s(D′
1) = s(D1), s(D′

2) = s(D2).
Since

∥

∥s′∥
∥ < ‖s‖, by the (ternary) I.H. we can take

elL(D1, D2) :=
elL(D′

1, D′
2)

{
...

t′ = r′
λx.t′ = λx.r′ ξ .

Case E: R1 = [App]. Taking into account that Case B has been already
discussed, we need to distinguish only two subcases depending on R2.
Subcase E.1: R2 = [App]. Then the conclusion immediately follows by the
(ternary, in the worst case) I.H.
Subcase E.2: R2 = [βl]. Then s ≡ (λx.s′)s0 . . . sn (n ≥ 0) and

D2 ≡
D′

2

{
...

s′[x/s0]s1 · · · sn = r
(λx.s′)s0 · · · sn = r βl , where s(D′

2) < s(D2) .
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On the other side, from

D1 �−
L t = (λx.s′)s0 · · · sn

it follows that

˜D1 �−
R (λx.s′)s0 · · · sn = t

and so, by Theorem 3.4 (with Φ ≡ ∗ )

invβ(˜D1) �−
R s′[x/s0]s1 · · · sn = t

i.e., letting D′
1 := ˜invβ(˜D1),

D′
1 �−

L t = s′[x/s0]s1 · · · sn.

Although in general s(D′
1) � s(D1), the fact that s(D′

2) < s(D2) allows us to
apply the I.H. to the pair D′

1, D′
2, and to set:

elL(D1, D2) := elL(D′
1, D′

2) .

By inspecting the whole proof, it is easily verified that the transformation elL
maps pairs of τ -free left derivations into τ -free left derivations. 
�
Theorem 3.7 (Left τ -elimination) Every left G[β]-derivation D can effectively
be transformed into a τ -free left G[β]-derivation eL(D) having the same end-
equation as D.

Proof By induction on the number of occurrences of rule [τ ] in D, using
Lemma 3.6 to eliminate a topmost occurrence of [τ ]. 
�
Remark 3.8 Note that the form of β-inversion which is actually used in the
proof of Lemma 3.6 (see case E.2), on which Theorem 3.7 depends, is:

D �−
L t = (λx.p0)p1 · · · pn ⇒ ∃D∗ (D∗ �−

L t = p0[x/p1]p2 · · · pn ) .

This is much weaker than what is provided for by Theorem 3.4, and might be
proved without making use of the marking technique. The full generality of
Theorem 3.4 is instead needed in the proof of Lemma 3.10 below.

We can now prove:

Theorem 3.9 (generalized β-introduction) The calculus G−[β] is closed under
the rules:

Φ[[t[x/s0]s1 · · · sn]] = r
Φ[[(λx.t)s0 · · · sn]] = r β+

l
and

r = Φ[[t[x/s0]s1 · · · sn]]
r = Φ[[(λx.t)s0 · · · sn]] β+

r
,
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where Φ is a context with one hole and n ≥ 0. Moreover, τ -free left (right)
derivability is closed under β+

l (β+
r ).

Proof Given any context Φ, it is easily seen that a left, τ -free derivation

D1 �−
L Φ[[(λx.t)s0 · · · sn]] = Φ[[t[x/s0]s1 · · · sn]]

with s(D1) = 1 can be constructed. So, for any given derivation

D2 �−
(L)

Φ[[t[x/s0]s1 · · · sn]] = r

we have, by Lemma 3.6,

elL(D1, D2) �−
(L)

Φ[[(λx.t)s0 · · · sn]] = r .

The rest of the claim follows by using the dual transformation ˜ . 
�
We are finally able to remove from Lemma 3.6 the limitation that D1 be a

left derivation.

Lemma 3.10 (main elimination lemma) To each pair of τ -free G[β]-derivations

D1 �− p = q and D2 �− Φ[[q]] = r

we can effectively associate a τ -free G[β]-derivation

elΦ(D1, D2) �− Φ[[p]] = r .

Proof By main induction on s(D1) and secondary induction on ‖q‖. We let R
be the last inference in D1, and consider all the possible cases.
Case A: R = [�]. Trivially, we take elΦ(D1, D2) := D2.
Case B: R = [ξ ]. Then p ≡ λx.p′, q ≡ λx.q′ and

D1 ≡
D′

1

{
...

p′ = q′
λx.p′ = λx.q′ ξ .

Consider the context Ψ := Φ[[λx. ∗ ]]. Then Φ[[q]] ≡ Φ[[λx.q′]] ≡ Ψ [[q′]], and so

D2 �− Ψ [[q′]] = r.

Now s(D′
1) = s(D1) and

∥

∥q′∥
∥ < ‖q‖, so by applying the I.H. we can take

elΦ(D1, D2) := elΨ (D′
1, D2) ,

since Ψ [[p′]] ≡ Φ[[λx.p′]] ≡ Φ[[p]].
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Case C: R = [App]. Then p ≡ p1p2, q ≡ q1q2, and

D1 ≡
D′

1

{
...

p1 = q1

...
p2 = q2

}

D′′
1

p1p2 = q1q2
App .

Let Ψ := Φ[[∗ q2]], so that Ψ [[q1]] ≡ Φ[[q]] and

D2 �− Ψ [[q1]] = r .

Since s(D′
1) ≤ s(D1) and ‖q1‖ < ‖q‖, we may apply the I.H. to get:

elΨ (D′
1, D2) �− Ψ [[p1]] = r ,

i.e.

elΨ (D′
1, D2) �− Φ[[p1q2]] = r .

Now, let Θ := Φ[[p1∗]], so that Θ[[q2]] ≡ Φ[[p1q2]] and Θ[[p2]] ≡ Φ[[p]].
Since s(D′′

1) ≤ s(D1) and ‖q2‖ < ‖q‖ , by applying again the I.H. we may set:

elΦ(D1, D2) := elΘ(D′′
1, elΨ (D′

1, D2)).

Case D: R = [βl]. Then p ≡ (λx.p′)p0 · · · pn, and D1 has the form

D′
1

{
...

p′[x/p0]p1 · · · pn = q
(λx.p′)p0 · · · pn = q βl , where s(D′

1) < s(D1).

By applying the I.H. and Theorem 3.9, we may set

elΦ(D1, D2) :=
elΦ(D′

1, D2)

{
...

Φ[[p′[x/p0]p1 · · · pn]] = r

Φ[[(λx.p′)p0 · · · pn]] = r
β+

l

Case E: R = [βr]. Then q ≡ (λx.q′)q0 · · · qn, and D1 has the form

D′
1

{
...

p = q′[x/q0]q1 · · · qn

p = (λx.q′)q0 · · · qn
βr , where s(D′

1) < s(D1).
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On the other side, by Theorem 3.4

invβ(D2) �− Φ[[q′[x/q0]q1 · · · qn]] = r ;

so by applying the I.H. we may take

elΦ(D1, D2) := elΦ(D′
1, invβ(D2)) .


�
Theorem 3.11 (τ -elimination for G[β]) Every G[β]-derivation D can effectively
be transformed into a τ -free G[β]-derivation e(D) having the same end–equation
as D.

Proof By induction on the number of occurrences of rule [τ ] in D, using the
Main elimination lemma with Φ ≡ ∗ to eliminate a topmost occurrence of [τ ].


�

4 Transitivity elimination in G[β] and β-reduction

Throughout this section, derivability ( � ) means derivability in G[β]. The sym-
bols → and � denote the usual relations on Λ of one-step β-reduction and,
respectively, β-reduction, the latter being the reflexive and transitive closure of
→. The letters σ , ϑ , . . . vary over (possibly empty) reduction paths, i.e. finite or
infinite sequences t0 → t1 → t2 → · · · of one-step reductions, and σ : t � s
means that σ is a finite, possibly empty reduction path starting from t and en-
ding with s. NFβ denotes the set of all terms in β-normal form; a term t has a
β-normal form provided t � s for some s ∈ NFβ .

We will show how two well known, central results concerning β-reduction,
namely the Church–Rosser Theorem and the (weak) Standardization Theorem,
can be quite easily obtained by exploiting the τ -Elimination Theorems 3.11
and 3.7.

Let us start with two simple lemmas, which do not depend on τ -elimination.

Lemma 4.1

(i) If t → s then we can find a τ -free left derivation Dt,s �−
L t = s.

(ii) To each reduction path σ : t � s we can effectively associate a left deriva-
tion lder(σ ) �L t = s.

Lemma 4.2 To each τ -free derivation D �− t = s we can associate a term rD
such that t � rD � s.

The easy verification of (i) of Lemma 4.1 runs by induction on the generation
of →β , while (ii) follows from (i) by making use of the transitivity rule. In turn,
Lemma 4.2 is proved by a straightforward induction on the height of τ -free
derivations.

And we are now in a position to get Church–Rosser’s Theorem almost for
free.
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Theorem 4.3 (CR(β)) � is Church–Rosser.

Proof Suppose s1 � t � s2. By Lemma 4.1 both t = s1 and t = s2 are (left)
derivable in G[β] and so also, by symmetry (which is admissible by Fact 2.1)
and transitivity:

� s1 = s2 .

Then, by the Elimination Theorem 3.11 (notice: Left τ -elimination = Theorem
3.7 is not sufficient here!)

�− s1 = s2 ,

whence the conclusion immediately follows by Lemma 4.2. 
�
Remark 4.4 Uniqueness of β-normal forms

( t � r, t � s, r, s ∈ NFβ) ⇒ r ≡ s. (UNFβ)

is usually obtained as a corollary of CR(β). In the present context, also the
following variant proof (which does not pass through CR) of UNFβ should be
noticed.

Assume t � r and t � s, with r, s ∈ NFβ . Then, as above, there exists a τ -free
derivation D of r = s, and the conclusion follows by (ii) of Lemma 2.3.

As a second application of τ -elimination—actually of the weaker Left
τ -elimination Theorem 3.7—a considerably short and simple proof of the
(weak) Standardization theorem can be given. We recall that a β-reduction
path σ from t to s is standard (σ : t �s s) provided it consists in a sequence of
contractions proceeding from left to right, possibly with some jumps. The official
(“geometric”) definition (see e.g. [3], Chap. 11, Sect. 4) in terms of residuals runs
as follows:

• σ : t �s s := σ : t ≡ t0 → t1 → · · · → tn−1 → tn ≡ s (n ≥ 0), where
in each step the contracted redex is not a residual of a redex to the left of a
previously contracted one;

• t �s s := ∃σ(σ : t �s s).

The (weak) Standardization theorem states that if a λ-term t β-reduces to a
λ-term s, then there exists also a standard reduction from t to s. Starting from
the original 1958 proof in Curry and Feys [13], a lot of interesting different
proofs of this theorem (usually providing algorithms for extracting a standard
σ ′ : t �s s out of a given σ : t � s) have been made available in the literature,
among which a well known and very short one due to Mitschke [28] (using a
technique combining internal reduction and head reduction) and, in the last
decade, those by David [15] (where standardization is directly proved in a
sharpened form which readily yields the Finiteness of developments theorem
as a corollary), Takahashi [29] (exploiting Tait – Martin Löf’s notion of parallel



Analytic proof systems for λ-calculus 407

reduction), McKinna and Pollack [24] (formally developed in the LEGO Proof
System), Xi [30] (providing a standardization algorithm ST together with an
upper bound on the number of reduction steps in the standardization ST(σ ) of a
given reduction path σ ) and Kashima [19] (avoiding the notion of residual, and
using instead a clever inductive characterization of standard reduction paths).
Further proofs, exploiting untyped variants of normalization-by-evaluation, can
be found in Aehlig and Joachimski [1] (working in a syntactic, higher-order
rewriting systems setting) and, at least implicitly, in Filinski and Rohde [16]
(based on a semantical, domain-theoretical approach). Mention should be made
also of the strong version of the Standardization theorem due to Lévy [22] and
relying on the Berry – Lévy notion of strong equivalence between β-reduction
paths (see e.g. [3], Chap. 12, Sect. 1). It states that for every σ : t � s there
is a unique standard reduction σ ′ : t �s s which is strongly equivalent to σ .
Further proofs of this result have been given by Klop [21], Gonthier et al. [17],
Melliès [25].

Let us now come to our proof of the weak version. All we need, besides
Theorem 3.7, are just the following three properties of standard β-reducibility
on Λ:

(S.1) t �s s implies λx.t �s λx.s ,
(S.2) t1 �s s1 and t2 �s s2 implies t1t2 �s s1s2 ,
(S.3) p[x/p0]p1 · · · pk �s s implies (λx.p)p0 · · · pk �s s .

In order to easily verify properties (S.1)–(S.3) (indeed, only the second one
is non trivial) one might e.g. employ Kashima’s [19] residual-free inductive
characterization of �s. Just to make our paper self-contained, we instead propose
a further, convenient characterization of �s which is still residual-free and is
based on the marking technique.

Let Λ′ ⊇ Λ be the set of all terms (which we will still denote by t, s, . . .) which
are obtained from the terms in Λ by replacing some occurrences (possibly none)
of the symbol λ with the symbol λ′. Next, given t ∈ Λ′, let

• t+ be the term obtained by changing every λ occurring in t into λ′ ,
• t− be the term obtained by changing every λ′ occurring in t into λ .

Clearly, t− ∈ Λ and t++ ≡ t+, for every t ∈ Λ′.
We next define inductively the one-step β ′-reduction relation � on Λ′ by

means of the clauses:

• (λx.t)s � t[x/s] ;
• if t � s, then λx.t � λ′x.s, λ′x.t � λ′x.s, tr � sr, rt � r+s .

Finally, we let �� be the reflexive and transitive closure of �. It is then easily
verified that

Fact 4.5 For every term t and s ∈ Λ:

t �s s if and only if t �� s′ for some s′ ∈ Λ′ such that s′− ≡ s.
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Now, given two arbitrary β ′-reduction paths

σ : t0 � t1 � · · · � tn , ϑ : s0 � s1 � · · · � sm ,

where n, m ≥ 0, ti, si ∈ Λ′ and t0, s0 ∈ Λ, it is clear that the following are
β ′-reduction paths:

• λx(σ ) := λx.t0 � λ′x.t1 � · · · � λ′x.tn ,
• σ · ϑ := t0s0 � t1s0 � · · · � tns0 � t+n s1 � t+n s2 � · · · t+n sm

and, for every presentation π of t0 as p[x/p0]p1 · · · pk with k ≥ 0, also

• βπ(σ ) := (λx.p)p0 · · · pk � p[x/p0]p1 · · · pk � t1 � · · · � tn .

In view of Fact 4.5, it therefore follows that the properties (S.1)–(S.3) are
satisfied by �s . Thus:

Lemma 4.6 To any given τ -free left derivation D of t = s we can effectively
associate a standard reduction path sp(D) : t �s s.

Proof By straightforward induction on h(D), using (S.1)–(S.3) above; it is clear
that sp(D) may be explicitly presented by means of the operators λx , · and βπ ,
uniformly in D. 
�

Finally, for any finite β-reduction path σ , let

std(σ ) := sp(eL(lder(σ ))) ,

where the operators sp , eL and lder are given, respectively, by Lemma 4.6,
Theorem 3.7 and Lemma 4.1. We have

Theorem 4.7 (Standardization) If σ : t � s then std(σ ) : t �s s.

Two important, almost immediate consequences of the (weak) Standardiza-
tion Theorem 4.6, together with the Church–Rosser Theorem 4.3, are worth to
be recalled here (cf. [3], Corollary 13.2.2 and Corollary 11.4.8):

(1) The leftmost reduction strategy is normalizing (Normalization theorem).
(2) t has a head normal form iff the head reduction path of t terminates.

5 Elimination of transitivity for Gext[β]

In order to show the eliminability of the transitivity rule in Gext[β], we will
follow a proof strategy which is structurally similar, although more complex, to
the one we followed in Sect. 3 to show τ -eliminability for G[β].

First of all, we will prove that the statements obtained from those of Lemmas
3.3 and 3.6 and Theorems 3.4 (Generalized β-inversion), 3.7 (Left τ -elimination)
and 3.9 (Generalized β-introduction) by replacing throughout G[β] with Gext[β]
(and to which we shall refer from now on as to Lemmas 3.3∗ and 3.6∗ and
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Theorems 3.4∗, 3.7∗ and 3.9∗) still do hold. In fact, as one can readily see, it
will be sufficient to prove Lemmas 3.3∗ and 3.6∗, and this by taking care of
making the necessary integrations to the proofs of the corresponding Lemmas
of Sect. 3.

Proof of Lemma 3.3∗ The proof of Lemma 3.3 has to be supplemented as fol-
lows. First of all, in discussing subcase E.2 we must also consider the possibility
that R′ is [Ext]. So:
[E.2.c] M ≡ �(λx.P)Q� with |P| ≡ p, |Q| ≡ q, and t ≡ (λx.p)q . Moreover,
M∗ ≡ P∗[x/Q∗] and D has the form

D′
1

{
...

(λx.p)u = s1u
λx.p = s1

Ext

...
q = s2

}

D2

(λx.p)q = s1s2
App where u /∈ FV(λx.p, s1).

Let N := �(λx.P)u�. Then |N| ≡ (λx.p)u and N∗ ≡ P∗[x/u].
We have s(D′

1) < s(D) and s(D2) ≤ s(D) , ‖q‖ < ‖(λx.p)q‖. So by the I.H.
and the Parallel substitution Lemma 2.8 we can take

redM(D) :=
redN(D′

1)

{
...

P∗[x/u] = s1u

...
Q∗ = s2

}

redQ(D2)

P∗[x/u][u/Q∗] = (s1u)[u/s2]
SUB .

By the condition on u and Fact 3.2, redM(D) �− P∗[x/Q∗] = s1s2 .
Next, a totally new case has to be considered:

Case F: R = [Ext]. Then, for some variable x /∈ FV(t, s),

D ≡
D1

{
...

tx = sx
t = s Ext.

Let N := Mx. Then |N| ≡ tx and N∗ ≡ M∗x; also, by Fact 3.2, x /∈ FV(M∗).
Since s(D1) < s(D), we may apply the I.H. to D1, and set:

redM(D) :=
redN(D1)

{
...

M∗x = sx
M∗ = s Ext .


�
Proof of Lemma 3.6∗ The proof runs as that of the corresponding Lemma
3.6: since we now know that generalized β-inversion is admissible in G−

ext[β]
(Theorem 3.4∗, which is an immediate consequence of Lemma 3.3∗ above), only
one new case has to be discussed.
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Case F: R1 = [Ext] or R2 = [Ext]. Then

D1 ≡
D′

1

{
...

tx = sx
t = s Ext or D2 ≡

D′
2

{
...

sx = rx
s = r Ext

where by Remark 2.10 we may assume, without limitations, that x /∈ FV(t, s, r).
In the first case, we consider the derivation

D∗
2 :=

D2

{
...

s = r x = x
sx = rx App

and observe that s(D∗
2) = s(D2) while s(D′

1) < s(D1), so that by the I.H. we
can take:

elL(D1, D2) :=
elL(D′

1, D∗
2)

{
...

tx = rx
t = r Ext .

In the second case we proceed symmetrically (the main I.H. is used). 
�

To prove a Main elimination lemma for Gext[β] analogous to Lemma 3.10,
we also need to show that G−

ext[β] is closed under a sort of generalized η-rules
and their inversions.

Lemma 5.1

(i) Every (left) τ -free G−
ext[β]-derivation D �− t = s can effectively be

transformed, for every x /∈ FV(t), into a (left) τ -free G−
ext[β]-derivation

D∗ �− λx.tx = s.
(ii) Every (right) τ -free G−

ext[β]-derivation D �− λx.tx = s, with x /∈ FV(t),
can effectively be transformed into a (right) τ -free G−

ext[β]-derivation
D∗ �− t = s.

Proof (i) Given D �−
(L)

t = s, we take

D∗ :=

D

{
...

t = s u = u
tu = su App

(λx.tx)u = su βl

λx.tx = s Ext (u fresh).
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(ii) Given D �−
(R)

λx.tx = s, we consider

D′ ≡
D

{
...

λx.tx = s u = u
(λx.tx)u = su App (u fresh).

By Theorem 3.4∗, we have invβ(D′) �−
(R)

tu = su, so we may set:

D∗ :=
invβ(D′)

{
...

tu = su
t = s Ext


�
Theorem 5.2 (generalized η-introduction in G−

ext[β]) The calculus G−
ext[β] is

closed under the rules:

Φ[[t]] = r
Φ[[λx.tx]] = r η+

l

r = Φ[[t]]
r = Φ[[λx.tx]] η+

r
(x /∈ FV(t))

where Φ is a context with one hole. Moreover, τ -free left (right) G−
ext[β]-derivabili-

ty is closed under η+
l (η+

r ).

Proof By �−
L t = t and (i) of Lemma 5.1 we get �−

L λx.tx = t whence, by
structural rules only, a derivation:

D �−
L Φ[[λx.tx]] = Φ[[t]].

Then, for any given derivation

D2 �−
(L)

Φ[[t]] = r

we have, by Lemma 3.6∗,

elL(D, D2) �−
(L)

Φ[[λx.tx]] = r .

The rest of the claim follows by using the dual transformation ˜ . 
�
In order to prove an η-inversion lemma corresponding to Theorem 3.4, we

have to introduce η-marked λ-terms, i.e. (in analogy to β-marked terms) ex-
pressions A, B, . . . taken from the set Λ′′ ⊇ Λ, which is defined inductively as
follows over the extended alphabet A ∪ {�, �}:
• V ⊆ Λ′′ ,
• A ∈ Λ′′, x ∈ V ⇒ (λx.A) ∈ Λ′′ ,
• A, B ∈ Λ′′ ⇒ (AB) ∈ Λ′′ ,
• A ∈ Λ′′, x /∈ FV(A) ⇒ (�λx.Ax�) ∈ Λ′′ .
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Again, the usual conventions concerning free and bound variables, α-con-
gruence and substitution shall apply also to Λ′′. Note that η-marked terms
of the form �λx.Ax� are not abstraction terms.

Given an η-marked term A, we denote by |A| the unmarked term ∈ Λ which
is obtained from A by leaving out every occurrence of the markers ‘�’ and ‘�’.
In case t ∈ Λ and |A| ≡ t, we also say that A is an η-marking of t. Finally, given
an η-marked term A, the term A∗ ∈ Λ is defined inductively as expected:

• x∗ := x, for x ∈ V ,
• (λx.A)∗ := λx.A∗ ,
• (AB)∗ := A∗B∗ ,
• (�λx.Ax�)∗ := A∗ .

The following is easily verified by induction on the construction of η-marked
terms:

Fact 5.3 For every A, B ∈ Λ′′ and x ∈ V: (A[x/B])∗ ≡ A∗[x/B∗].
Also, we clearly have

Fact 5.4 For every A ∈ Λ′′: FV(A) = FV(|A|) = FV(A∗) .

Lemma 5.5 Every τ -free Gext[β]-derivation D �− t = s can effectively be trans-
formed, given an arbitrary η-marking A of t, into a τ -free Gext[β]-derivation

redA(D) �− A∗ = s

which, moreover, is a right derivation provided D is a right derivation.

Proof We argue by main induction on s(D) and secondary induction on ‖t‖,
taking cases according to the last inference R of D.

Case A: R = [�]. Trivially, redA(D) := D.
Case B: R = [ξ ]. Then t ≡ λx.t′, s ≡ λx.s′ and

D ≡
D1

{
...

t′ = s′
λx.t′ = λx.s′ ξ ,

where s(D1) = s(D) and
∥

∥t′
∥

∥ < ‖t‖ .
Subcase B.1: A ≡ λx.B with |B| ≡ t′ (and so A∗ ≡ λx.B∗). By applying the
I.H., we set:

redA(D) :=
redB(D1)

{
...

B∗ = s′
λx.B∗ = λx.s′ ξ .
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Subcase B.2: A ≡ �λx.Cx� with |C| ≡ t′′, t′ ≡ t′′x, x /∈ FV(t′′). Also, A∗ ≡ C∗.
By applying the I.H. and (ii) of Lemma 5.1 (together with Fact 5.4), we may set:

redA(D) :=

redCx(D1)

{
...

C∗x = s′
λx.C∗x = λx.s′ ξ

C∗ = λx.s′ 5.1.(ii)

Case C: R = [App]. Then t ≡ t1t2, s ≡ s1s2, A ≡ A1A2 with |Ai| ≡ ti. Also,
A∗ ≡ A∗

1A∗
2. By applying the (secondary) I.H., we set

redA(D) :=
redA1(D1)

{
...

A∗
1 = s1

...
A∗

2 = s2

}

redA2(D2)

A∗
1A∗

2 = s1s2
App ,

where D1 and D2 are the subderivations of D ending with t1 = s1, respectively
t2 = s2.
Case D: R = [Ext]. Then

D ≡
D1

{
...

tu = su
t = s Ext where u /∈ FV(t, s) and s(D1) < s(D) .

Since |A| ≡ t, we have |Au| ≡ tu, so by the I.H. and Fact 5.4 we may take:

redA(D) :=
redAu(D1)

{
...

A∗u = su
A∗ = s Ext .

Case E: R = [βr]. Immediate by the I.H.
Case F: R = [βl]. Then t ≡ (λx.p)q0 · · · qn (n ≥ 0) and:
Subcase F.1: A ≡ (λx.B)C0 · · · Cn with |B| ≡ p, |Ci| ≡ qi for 0 ≤ i ≤ n, and

D ≡
D1

{
...

p[x/q0]q1 · · · qn = s
(λx.p)q0 · · · qn = s βl where s(D1) < s(D).
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Since (B[x/C0]C1 · · · Cn)∗ ≡ B∗[x/C∗
0]C∗

1 · · · C∗
n by Fact 5.3, by the I.H. we may

take:

redA(D)

:=
redB[x/C0]C1···Cn(D1)

{
...

B∗[x/C∗
0]C∗

1 · · · C∗
n = s

(λx.B∗)C∗
0 · · · C∗

n = s βl

Subcase F.2: A ≡ �λx.Dx�C0 · · · Cn with |D| ≡ p′, |Ci| ≡ qi (0 ≤ i ≤ n),
p ≡ p′x and x /∈ FV(p′). Also, A∗ ≡ D∗C∗

0 · · · C∗
n and

D ≡
D1

{
...

(p′x)[x/q0]q1 · · · qn = s
(λx.p′x)q0 · · · qn = s βl

where s(D1) < s(D) .

By the I.H. we may take:

redA(D) := red(Dx)[x/C0]C1···Cn(D1)

since ((Dx)[x/C0]C1 · · · Cn)∗ ≡ (D∗x)[x/C∗
0]C∗

1 · · · C∗
n ≡ D∗C∗

0 · · · C∗
n ≡ A∗.

By inspecting the whole proof, it is easily verified that the transformation
redA maps right derivations into right derivations (whereas left derivations
need not be transformed into left derivations: consider subcase B.2 where we
use (ii) of Lemma 5.1). 
�

As an immediate consequence, we have

Theorem 5.6 (generalized η-inversion in G−
ext[β]) Every τ -free Gext[β]-deriva-

tion

D �− Φ[[λx.tx]] = r (Φ a context with one hole; x /∈ FV(t))

can effectively be transformed into a τ -free Gext[β]-derivation

invη(D) �− Φ[[t]] = r

which, moreover, is a right derivation provided D is a right derivation.

We can finally prove, along the lines of the proof of Lemma 3.10:

Lemma 5.7 (main elimination lemma for Gext[β]) To each pair

D1 �− p = q and D2 �− Φ[[q]] = r
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of τ -free Gext[β]-derivations we can effectively associate a τ -free Gext[β]-deri-
vation

elΦ(D1, D2) �− Φ[[p]] = r.

Proof The proof runs as that of the corresponding Lemma 3.10 (using, where
appropriate, Theorems 3.4∗ and 3.9∗ in place of Theorems 3.4 and 3.9), except
that the following new case has to be considered:
Case F: R = [Ext]. Then D1 has the form

D′
1

{
...

px = qx
p = q Ext, where x /∈ FV(p, q) and s(D′

1) < s(D1).

Let

D′′
1 :=

D′
1

{
...

px = qx
λx.px = λx.qx ξ

and, by applying Theorem 5.2 to D2, let

D′
2 �− Φ[[λx.qx]] = r .

Since s(D′′
1) < s(D1), by the I.H. we have

elΦ(D′′
1, D′

2) �− Φ[[λx.px]] = r

whence, by Theorem 5.6, we may take:

elΦ(D1, D2) := invη(elΦ(D′′
1, D′

2)) .


�
Theorem 5.8 (τ -elimination for Gext[β]) Every derivation D in Gext[β] can
effectively be transformed into a τ -free Gext[β]-derivation e(D) having the same
end–equation as D.

Proof By induction on the number of occurrences of rule [τ ] in D, using the
Main elimination lemma 5.7 with Φ ≡ ∗ to eliminate a topmost occurrence
of [τ ]. 
�
Remark 5.9 Using Theorem 5.8 it is now possible to solve in the positive the
problem left open in [26] (Problem 6.1) concerning the eliminability of the
transitivity rule for the analytic version Gext[C] of extensional combinatory
logic CL + ext. The proof, which is rather complex, cannot be presented here.
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We just stress that the proof is indirect, hinging on the detour through Gext[β],
and that up to now we have not been able to find a direct one.

6 Transitivity elimination in Gext[β] and βη-reduction

Throughout this section, derivability ( � ) means derivability in Gext[β], while
the symbols → and � without subscripts refer always to the usual relations
on Λ of one-step βη-reduction and βη-reduction, respectively. Next, we use the
symbol →l to denote the relation of one-step leftmost βη-reduction (t →l s iff
s is obtained by replacing in t the leftmost (β- or η-) redex occurrence with
the corresponding contractum) and the symbol �l to denote its reflexive and
transitive closure (leftmost βη-reduction). Note that it is possible to have terms
like e.g. z((λx.ux)y) in which a β-redex and an η-redex occurrence share the
leftmost λ ; the result of both contractions is however the same, and so we fix
conventionally that in these cases the β-redex is the leftmost one. NFβη denotes
the set of all terms in βη-normal form; a term t has a βη-normal form provided
t � s for some s ∈ NFβη.

As we did in Sect. 4 for β-reduction, we are now going to apply the Full
and the Left τ -Elimination theorems 5.8 and 3.7∗ for Gext[β] to the study
of βη-reduction. In particular, we will present new purely proof-theoretical
demonstrations of the Church–Rosser Theorem on the one side, and of the
Normalization or Leftmost reduction Theorem [21,29] as well as of the so-called
η-postponement Theorem [3,14,29], on the other side. Notice that whereas for
β-reduction the Normalization theorem is an immediate corollary of the Stan-
dardization theorem (see Sect. 4), the same doesn’t hold for βη-reduction, since
e.g. there are standard reductions σ : t �s s with s ∈ NFβη (under an appro-
priate definition of “standard”) which are not leftmost; see the discussion in
[21], Ch. IV. A nice proof of the Standardization theorem for βη-reduction has
been recently given by Kashima [20].

Preliminarily, we collect below some basic facts concerning β-, η- and
βη-reduction, as well as leftmost βη-reduction, which we are going to use
later. To this aim, it is convenient to introduce the abbreviation

Λx := {qx | q ∈ Λ and x /∈ FV(q)} (for x ∈ V).

As a motivation for (ii) below, observe that whereas for leftmost β-reduction
we can infer λx.t �l λx.s from t �l s, this is no longer true for leftmost
βη-reduction; for instance,

(λu.u)vx �l vx

but

λx.((λu.u)vx) →l (λu.u)v →l v ,

and so λx.((λu.u)vx) �l λx.vx is false.
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Lemma 6.1

(i) Let the λ-terms t0, . . . , tn , s0, . . . , sn (n ≥ 0) be such that ti �l si and
si ∈ NFβη for 0 ≤ i ≤ n. Then, for every variable x,

xt0 · · · tn �l xs0 · · · sn .

(ii) Assume that t �∗ r , where �∗ ∈ {� , �l }. Then, exactly one of the
following cases does hold:
(a) t ≡ t′x ∈ Λx and r ≡ r′x ∈ Λx and λx.t �∗ t′ �∗ r′ ,
(b) t ≡ t′x ∈ Λx and r /∈ Λx and λx.t �∗ t′ �∗ λx.r ,
(c) t /∈ Λx and r ≡ r′x ∈ Λx and λx.t �∗ r′ ,
(d) t /∈ Λx and r /∈ Λx and λx.t �∗ λx.r .

(iii) If tx �β r and x /∈ FV(t) then:
(a) if r ≡ r′x ∈ Λx then t �β r′ or t �β λx.r ,
(b) if r /∈ Λx then t �β λx.r .

(iv) If tx �η s and x /∈ FV(t) then s ≡ s′x ∈ Λx and t �η s′ .

Proof (i) and (iv): straightforward.
(ii): we assume that �∗ is �l (a similar argument works for �), arguing by
induction on the number n of steps of a given leftmost reduction σ : t �l r. The
conclusion is obvious if n = 0; so let n = k + 1. Then, for some term p,

(1) t →l p and (2) p �l r in k steps.

If t ≡ t′x ∈ Λx and t′x is not a redex then, by (1), p ≡ p′x and λx.t →l
η t′ →l p′,

whence also x /∈ FV(p′) and p ∈ Λx. So we can apply the I.H. to (2), and
conclude that either (a) or (b) holds.

If t ≡ t′x ∈ Λx and t′x is a redex, then the latter is necessarily a β-redex: so
t′ ≡ λu.t′′ and by (1) p ≡ t′′[u/x], whence

λx.t →l
η t′ ≡ λu.t′′ ≡α λx.t′′[u/x] ≡ λx.p .

And the conclusion (a) or (b) follows by applying the I.H. to (2).
Finally, if t /∈ Λx then λx.t →l λx.p , and by applying the I.H. to (2) we have

that either (c) or (d) holds.
(iii): the easy verification, similar to that of (ii), is left to the reader. Note the
difference between point (a) here and point (a) of (ii). 
�

In perfect analogy with Lemmas 4.1 and 4.2, we can now establish the follo-
wing links between βη-reductions and Gext[β]-derivations:

Lemma 6.2

(i) If t → s then we can find a τ -free left derivation Dt,s �−
L t = s.

(ii) To each reduction path σ : t � s we can effectively associate a left
derivation lder(σ ) �L t = s.
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(iii) To each τ -free derivation D �− t = s we can associate a term rD such that
t � rD � s .

Proof (i): by induction on the generation of →, using Theorem 5.2 to construct
a derivation Dt,x �−

L λx.tx = t for any given t and x /∈ FV(t).
(ii): follows from (i) and the transitivity rule.
(iii): is easily verified by induction on the height of the given τ -free derivation
D �− t = s , taking cases according to the last inference R. (ii) of Lemma 6.1
shows which term one has to take for rD when R = [Ext]. 
�
Theorem 6.3 (CR(βη)) � is Church–Rosser.

Proof Immediate, like that of the corresponding Theorem 4.3, using the Elimi-
nation Theorem 5.8 and (ii), (iii) of Lemma 6.2. 
�

Let us now turn to applications of Left τ -eliminability.

Definition 6.4 A derivation D in Gext[β] is normal provided:

(i) D is τ -free;
(ii) the left premise of each occurrence of an [App]-inference in D is the conclu-

sion of a structural rule (i.e. [�], [ξ ], [App]).
Lemma 6.5 To each left τ -free derivation D �−

L t = s we can effectively associate
a left normal derivation

nor(D) �−
L t = s

satisfying s(nor(D)) ≤ s(D).

Proof By induction on ω · s(D) + h(D), taking cases according to the final
inference R of D.
The conclusion is trivial if R = [�], while it follows easily by the I.H. if R =
[ξ ], [βl], [Ext]: simply, we normalize the subderivation of the premise of R, and
then apply R again.

If R = [App], we consider the leftmost branch π of D, letting t′ = s′ be the
lowermost node in π which is the conclusion of an inference rule R′ different
from [App]. Such a node, which of course necessarily exists, is located strictly
above the conclusion t = s of D. We so have t ≡ t′t0 · · · tn, s ≡ s′s0 · · · sn (n ≥ 0),
and:

D ≡

D′
{

...
}

D′′

t′ = s′ R′

...
t0 = s0

}

D0

t′t0 = s′s0
App

. . .

t′t0 · · · tn−1 = s′s0 · · · sn−1

...
tn = sn

}

Dn

t′t0 · · · tn = s′s0 · · · sn
R=App .

We now consider all the possible subcases depending on R′:
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• R′ = [�] or [ξ ]. By applying the I.H. we may replace in D the subderivations
D0, . . . , Dn by nor(D0), . . . , nor(Dn), and also D′′ by nor(D′′) if R′ = [ξ ]: the
resulting derivation satisfies the conclusion.

• R′ = [βl]. Then t′ ≡ (λy.p0)p1 · · · pk (k ≥ 1) and the premise of R′, i.e.
the conclusion of D′′, is p0[y/p1]p2 · · · pk = s′. By replacing in the original
derivation D the subderivation D′ with D′′, we get a derivation

D∗ �−
L p0[y/p1]p2 · · · pkt0 · · · tn = s′s0 · · · sn .

Now s(D∗) < s(D), so by applying the (main) I.H. we can take

nor(D) :=
nor(D∗)

{
...

p0[y/p1]p2 · · · pkt0 · · · tn = s′s0 · · · sn

t′t0 · · · tn = s′s0 · · · sn
βl .

• R′ = [Ext]. Then the premise of R′, i.e. the conclusion of D′′, is t′u = s′u for
some u /∈ FV(t′, s′). The fact that D′′ is a left τ -free derivation and that the
variable u has exactly one occurrence in s′u allows us to apply the special
substitution Lemma 2.11, giving a derivation

sbu(D′′, D0) �−
L t′t0 = s′s0

with s(sbu(D′′, D0)) ≤ s(D′′) + s(D0).
Hence, by replacing in the original derivation D the subderivation ending
with t′t0 = s′s0 by the derivation sbu(D′′, D0), we get a derivation

D∗ �−
L t′t0 · · · tn = s′s0 · · · sn

such that

s(D∗) = s(sbu(D′′, D0)) +
n

∑

i=1

s(Di) < s(D′′)

+ 1 + s(D0) +
n

∑

i=1

s(Di) = s(D).

And the conclusion follows by the I.H. 
�

Remark 6.6 With the above Lemma (note that the proof, because of the use
of Lemma 2.11, depends essentially on the assumption that D be a left τ -free
derivation) we have confined ourselves to state just what we are going to need
for the applications we have in mind. Indeed, it is possible to establish—at the
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cost, however, of a quite lengthy and complex proof—the following general
result:
Every τ -free derivation D in Gext[β] can effectively be transformed into a normal
derivation nor(D) with s(nor(D)) ≤ s(D), and with the additional property that
no β-inference is immediately preceded by an [Ext]-inference.

The following key result shows that a left normal derivation of t = s “encodes”
a reduction path from t to s consisting of a number of β-contractions followed by
a number of η-contractions (the dividing term being in NFβ whenever s ∈ NFβη),
as well as a leftmost reduction path from t to s in case s ∈ NFβη.

Theorem 6.7 (Extraction) From any given left normal derivation D �−
L t = s

we can effectively extract:

(i) a term rD such that t �β rD �η s and s ∈ NFβη ⇒ rD ∈ NFβ ;
(ii) a leftmost reduction path t �l s , provided s ∈ NFβη .

Proof We argue by induction on ω2 ·#λ(s)+ω ·s(D)+h(D), where #λ(r) denotes
the number of occurrences of the symbol ‘λ’ in the term r.
Let R be the final inference in D; since the latter is by assumption a left normal
derivation, the cases to be considered are (apart from the trivial R = [�]) the
following four.
Case A: R = [Ext]. Then

D ≡
D′

{
...

tu = su
t = s Ext , with u /∈ FV(t, s).

Subcase A.1: either s /∈ NFβη , or s ∈ NFβη and s is not an abstraction term.
Then

s ∈ NFβη ⇒ su ∈ NFβη , (∗)

and since #λ(su) = #λ(s) , we can apply the (secondary) I.H. to D′, giving
(a) a term r′ ≡ rD′ s.t. tu �β r′ �η su and su ∈ NFβη ⇒ r′ ∈ NFβ ;
(b) a leftmost reduction tu �l su , provided su ∈ NFβη .
(i) If r′ /∈ Λu then by the first half of (a) and (iii) of Lemma 6.1

t �β λu.r′ �η λu.su →η s ,

and we may take rD := λu.r′ since by (∗) and the second half of (a)

s ∈ NFβη ⇒ su ∈ NFβη ⇒ r′ ∈ NFβ ⇒ λu.r′ ∈ NFβ .

If r′ ≡ r′′u ∈ Λu then by the first half of (a) and (iii), (iv) of Lemma 6.1

t �β r′′ �η s or t �β λu.r′′u →η r′′ �η s ,
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and we may take rD := r′′ in the first case, rD := λu.r′ in the second one.
Indeed, as above, we have s ∈ NFβη ⇒ rD ∈ NFβ in both cases.
(ii) if s ∈ NFβη then t �l s follows by (∗), (b) and (ii) of Lemma 6.1.
Subcase A.2: s ∈ NFβη and s is an abstraction term, say s ≡ λy.s′ . Then by
dualization (cf. 2.3), Theorem 3.4∗ and Lemma 6.5 we may transform D′ into a
left normal derivation

D∗ �−
L tu = s′[y/u] , where D∗ ≡ nor( ˜invβ(˜D′)) .

By the assumptions on s ≡ λy.s′ , we have

s′, s′[y/u] ∈ NFβη and s′[y/u] /∈ Λu . (∗∗)

Indeed, were s′[y/u] ∈ Λu then we would have (in view of u /∈ FV(s)) s′ ≡ s′′y
and s ≡ λy.s′′y /∈ NFβη : contradiction.

Now, by #λ

(

s′[y/u]) < #λ(s) , we can apply the main I.H. to D∗ (note that,
because of the use of invβ in the construction of D∗, possibly s(D∗) > s(D) !)
and get, together with (∗∗):
(a′) a term r′ ≡ rD∗ such that tu �β r′ �η s′[y/u] and r′ ∈ NFβ ,
(b′) a leftmost reduction tu �l s′[y/u] .
(i) by r′ �η s′[y/u] , (iv) of Lemma 6.1 and (∗∗) we have: r′ /∈ Λu . Therefore,
by (a′) and (iii) of Lemma 6.1,

t �β λu.r′ �η λu.(s′[y/u]) ≡α λy.s′ ≡ s and λu.r′ ∈ NFβ ,

so we may set rD := λu.r′.
(ii) by (b′), (∗∗) and (ii) of Lemma 6.1:

t �l λu.(s′[y/u]) ≡α λy.s′ ≡ s .

Case B: R = [ξ ]. Then t ≡ λx.t′, s ≡ λx.s′ and so s ∈ NFβη ⇒ s′ ∈ NFβη. By
applying the (main) I.H. to the subderivation D′ of the premise t′ = s′ of R, we
find a term r′ ≡ rD′ such that

t′ �β r′ �η s′ and s′ ∈ NFβη ⇒ r′ ∈ NFβ ,

and, under the assumption that s′ ∈ NFβη, a leftmost reduction path

t′ �l s′ .

(i) clearly, we can take rD := λx.r′ .
(ii) assuming s ∈ NFβη we have that s′ ∈ NFβη � Λx , so we get the conclusion

t ≡ λx.t′ �l λx.s′ ≡ s

by (ii) of Lemma 6.1.
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Case C: R = [βl]. We have t ≡ (λx.t′)t0 · · · tn with n ≥ 0 and

D ≡
D′

{
...

t′[x/t0]t1 · · · tn = s
(λx.t′)t0 · · · tn = s βl .

Then both (i), with rD := rD′ , and (ii) readily follow by the (secondary) I.H.
applied to D′, together with

t ≡ (λx.t′)t0 · · · tn →l
β t′[x/t0]t1 · · · tn .

Case D: R = [App]. Then, for some n ≥ 0, t ≡ t′t0 · · · tn, s ≡ s′s0 · · · sn , and
D has the form

D′
{

...
t′ = s′ R′

...
t0 = s0

}

D0

t′t0 = s′s0
App

. . .

t′t0 · · · tn−1 = s′s0 · · · sn−1

...
tn = sn

}

Dn

t′t0 · · · tn = s′s0 · · · sn
App ,

where the inference R′ is different from [App].
Note that by normality of D it must be either R′ = [�] or R′ = [ξ ], and that:

s ∈ NFβη ⇒ s′, s0, . . . , sn ∈ NFβη and s′ is not an abstraction term.

(∗)

By the (ternary, in the worst case) I.H. applied to the subderivations D0, . . . , Dn ,
together with (∗), we get for each i with 0 ≤ i ≤ n:
(a) a term ri ≡ rDi such that ti �β ri �η si and si ∈ NFβη ⇒ ri ∈ NFβ ,
and, under the assumption s ∈ NFβη,
(b) a leftmost reduction path ti �l si .
Subcase D.1: R′ = [�], and so t′ ≡ x ≡ s′ for some variable x.
(i): by (a) and (∗), the term

rD := xr1 . . . rn

clearly satisfies both the required conditions.
(ii): by (b) and (∗), together with (i) of Lemma 6.1, we may conclude, under
s ∈ NFβη:

t ≡ xt0 · · · tn �l xs0 · · · sn ≡ s .
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Subcase D.2: R′ = [ξ ], and so t′ ≡ λx.t′′ , s′ ≡ λx.s′′ . Moreover, by (∗), it is
s /∈ NFβη , which means that in this case only claim (i)—actually, its first half—
has to be verified. To this aim, we apply the (ternary, in the worst case) I.H. also
to the subderivation D′′ of the premise t′′ = s′′ of R′, to get a term r′′ ≡ rD′′ s.t.:

t′′ �β r′′ �η s′′ .

This, combined with (a), gives

t ≡ (λx.t′′)t0 · · · tn �β (λx.r′′)r0 · · · rn

�η (λx.s′′)s0 · · · sn ,

so that we may take rD := (λx.r′′)r0 · · · rn. 
�
Corollary 6.8 (Leftmost βη-reduction) The leftmost βη-reduction strategy is
normalizing, i.e.: for every term t, if t has the βη-normal form s, then t �l s.

Proof Given σ : t � s ∈ NFβη, by combining (ii) of Lemma 6.2, Theorem
3.7∗ (Left τ -elimination for Gext[β]) and Lemma 6.5 we obtain the left normal
derivation

nor(eL(lder(σ ))) �−
L t = s

whence, by (ii) of Theorem 6.7, a leftmost reduction path t �l s can be extracted.

�

Corollary 6.9 (Postponement of η-reductions) If σ : t � s then there is a term r
such that t �β r �η s .

Proof r is extracted from nor(eL(lder(σ ))) �−
L t = s by means of the first half

of (i) of Theorem 6.7. 
�
Corollary 6.10 ([5,14]) t has a β normal form ⇔ t has a βη normal form.

Proof From right to left: as above, this time using also the second half of (i) of
Theorem 6.7. From left to right: trivial. 
�
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