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Abstract This paper investigates the causal effect of improvements in health
on economic development using a long panel of European countries. Iden-
tification is based on the particular timing of the introduction of public health
care systems in different countries, which is the random outcome of a political
process. We document that the introduction of public health care systems had
a significant immediate effect on health dynamics proxied by infant mortality
and crude death rates. The findings suggest that health improvements had a
positive effect on growth in income per capita and aggregate income.

Responsible editor: Junsen Zhang

Electronic supplementary material The online version of this article
(doi:10.1007/s00148-012-0450-8) contains supplementary material, which is available to
authorized users.

A. Strittmatter
University of St. Gallen, Dufourstrasse 50, 9000 St. Gallen, Switzerland

A. Strittmatter
Albert-Ludwigs-University Freiburg, Platz der Alten Synagoge, 79085 Freiburg, Germany
e-mail: anthony.strittmatter@vwl.uni-freiburg.de

U. Sunde (B)
University of Munich, Schackstr. 4/IV, 80539 Munich, Germany
e-mail: uwe.sunde@lmu.de

U. Sunde
IZA, Bonn, Germany

U. Sunde
CEPR, London, UK

http://dx.doi.org/10.1007/s00148-012-0450-8


1550 A. Strittmatter, U. Sunde

Keywords Health · Mortality · Economic development · Growth ·
Public health systems care

JEL Classification I10 · J10 · O11 · N13

1 Introduction

The causal effect of general health conditions on economic performance is
intensely debated in the literature. A priori, health, as reflected in mortality
of infants and adults, has an ambiguous effect on economic development
as better health may increase the productivity of the workforce but, on the
other hand, may also lead to faster population growth that dilutes the per
capita effects. The main challenge for the identification of the total effect is
the problem of reverse causality, since mortality is likely to be affected by
economic development, for example, because rich countries can afford better
health systems.

The existing literature has used two different instrumental variable strate-
gies to circumvent the reverse causality problem and identify the causal effect
of longevity on economic growth. Most of the literature, including recent work
by Lorentzen et al. (2008) has used exogenous variation across countries, such
as climatic factors, geographical features, or disease indices, as instruments for
differences in life expectancy across countries, and has found positive effects
of longevity on growth. A recent research, starting with the contribution of
Acemoglu and Johnson (2007), has exploited within-country variation by ap-
plying time-varying instruments to identify the causal effect of life expectancy
on economic growth, and has found mixed or even negative effects.

This paper aims to contribute to this literature by estimating the causal
effect of health improvements as proxied by mortality reductions on economic
growth by using a novel identification strategy that exploits within-country
variation in a long panel of 12 European countries over the period from 1820 to
2010. In particular, we apply an instrumental variable approach that exploits
variation in the introduction dates of universal public health care. Universal
public health care systems in terms of the introduction of a public health insur-
ance or the public payment of subsidies for health services imply (potential)
coverage of the entire population. In the sample, we adopt a rather broad
concept of universal public health care systems reflected by the introduction of
access to health care for all people in need for health care, independent of their
individual income. The novel feature of the identification strategy is its reliance
on the particular timing of the implementation in each country, rather than on
the implementation per se. While the implementation of public health care
might be related to the level of economic development, the particular year in
which the implementation takes place is largely random, since the implemen-
tation is typically the outcome of a lengthy political process with substantial
uncertainty. In light of this fact, we apply a timing-of-events methodology
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(Abbring and Van den Berg 2003), in which identification is driven by within-
country variation in mortality around the period of implementation, which can
be used to identify causal effects on economic development.

The empirical results indicate that the introduction of public health systems
led to a significant improvement in overall health conditions as measured
by reductions in infant mortality and crude death rates. The second stage
estimates provide evidence for a significant positive effect of overall health
conditions on economic growth as well as on population growth.

These findings complement and qualify the existing estimates in the litera-
ture in several dimensions. Using cross-country data from the World Health
Organization (WHO), the United Nations (UN) Population Division, and the
World Bank, the empirical literature typically finds that an increase in adult
mortality substantially reduces GDP per capita growth. Lorentzen et al. (2008),
for example, find that an increase in adult mortality of one standard deviation
reduces growth by 1.1 percentage points, mainly through the physical capital
and fertility channel. This line of research cannot account for unobserved het-
erogeneity across countries or exploit health dynamics, since the instruments
are, however, constant over time. Noting this, Acemoglu and Johnson (2007)
use panel data for 47 countries from the League of Nations, the WHO and
the UN, and exploit the drop in mortality from specific infectious diseases due
to the international epidemiological transition as instrument for the change in
life expectancy. This identification makes use of the fact that the mortality rate
from these diseases was exogenous in 1940, because no treatments, medication,
or vaccines were available before that time. By 1980, on the other hand, all
these diseases could be treated or prevented in all countries due to medical
advances and international organizations such as the WHO. The findings
suggest a positive but insignificant effect of life expectancy on aggregate GDP
and a positive significant effect on population growth. The total effect on GDP
per capita is negative.

This finding led to controversial discussions about the identifying assump-
tions that drive the results. Bloom et al. (2009) argue that mortality from
the specific diseases in the instrument by Acemoglu and Johnson was not
exogenous in 1940 as countries like the USA had reduced their disease
burden, e.g., from malaria, before 1940 and given the evidence that mortality
from infectious diseases in the USA had peaked around 1900 as shown by
Cutler et al. (2006). Acemoglu and Johnson (2009) clarify their identifying
assumptions, leaving open whether the different results in the literature are
driven by the different identification assumptions or by the different sample
compositions in terms of countries and observation period, as suggested by
Angeles (2010) and Cervellati and Sunde (2011).

The findings presented in this paper indicate that the positive effect of
life expectancy on growth found in cross-country studies is not necessarily
due to the use of time-invariant instruments. Second, the findings support
the evidence of Cervellati and Sunde (2011) that the different results in the
literature might be driven by differences in sample composition. Third, the
findings suggest that improving health conditions might have a substantial
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effect on economic performance and that public health policy and the institu-
tional environment might play an important role for economic development.

The remainder of the paper is structured as follows. Section 2 describes the
data and presents and discusses the identification strategy. The main results
are presented in Section 3, and results from additional robustness checks are
discussed in Section 4. Section 5 concludes.

2 Data and identification

2.1 Data

We use data for 12 Western European countries over the period from 1820
until 2010. The data on outcomes in terms of economic development include
information on GDP per capita, population size, and GDP, all collected
from Maddison (2006). This data are available on a yearly basis and goes
back to 1820. For lack of alternative data on health conditions over the long
observation period considered here, we follow the literature and use infant
mortality and crude death rates as measures for health conditions. Data on
infant mortality rate and the crude death rate are taken from Flora et al.
(1987), who provide information for 13 Western European countries from
1815 until 1975.1 We do not consider Ireland and Germany because of too
many missing observations and major territorial changes.2 Additional data for
Spain are collected from Mitchell (1992). In case of missing observations, we
use data from Mitchell (1992) until 1988 and, after that, we use the mortality
rates from the OECD Health Data (updated June 20, 2010). The infant
mortality rate is defined as deaths under the age of one per 1,000 live births,
i.e., stillbirths are excluded. The crude death rate is the number of deaths
per 1,000 persons. As additional controls, we use variables that approximate
the political institutions in terms of democratization of a country, reflected
by a dummy that takes a value of 1 after the first observation of election
rules in a specific country, as well as a variable that reflects the age of these
rules. Dates for the first year of election rules are collected from Persson
and Tabellini (2003). Additionally, we use the political regime characteristics
and transitions (1800–2009) from the Polity IV project. From this index, we
create indicators for autocracies, anocracies, and democracies, as suggested
by Gurr (1974). Information about compulsory schooling laws is taken from
Fort et al. (2011), Garrouste (2010), and Kunnskapsdepartementet (2007). In
order to account for structural change, we condition on the share of agriculture,
industry (manufacturing), and services as a fraction of total GDP from Flora

1For the UK, we use own calculations of the mortality rates as weighted average of the mortality
rates from England, Wales, Scotland, and North Ireland.
2However, the main results do not change when we include these countries.
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(1983).3 Moreover, we collected the government expenditure as share of total
GDP, the number of labor disputes (per million workers), the number of
workers involved in labor disputes (per million workers), number of days lost
in labor disputes (per million workers), and gross capital formation as share
of total GDP from Mitchell (1992). Missing data for government expenditure
and gross capital formation are completed with data from the OECD Annual
National Accounts (Volume 2) and additional data about labor disputes are
collected from the ILO Department of Statistics.

Using this information, we create an unbalanced data set with a 20-year
frequency from 1850 until 2008 as described in the next section.4 In the baseline
specification, we have 84 observations. Descriptive statistics for the variables
used in the estimation can be found in Table 1. We use discrete growth rates
in our estimation, because the mortality growth rates are typically too large to
be approximated by log differences.5 The infant mortality growth is between
−75 and 37 %. On average the growth rate is −36 %. The growth in the crude
death rate exhibits less variation. It is on average −11 % and lies between −50
and 33 %. GDP per capita growth is on average 49 % over a 20-year period,
which implies an annual growth rate of about 2 %.6 The population growth is
on average 14 %, and the average aggregate GDP growth amounts to 70 %
during 20 years.

2.2 Identification strategy

The aim of this study is the estimation of the causal effect of health improve-
ments on economic growth. The identification strategy uses the exact date of
the implementation of a universal public health system in the 12 countries
as exogenous variation. The respective implementation dates are reported in
Table 2. Detailed information about the history of universal public health
care systems can be found, for each country separately, in Online Appendix
A. This identification strategy exploits the effect of the implementation of a

3Missing observations are completed using data from Mitchell (1992) and from OECD Annual
National Accounts (Volume 2).
4In earlier specifications, we also used a balanced data set for which the number of observations
is much smaller. We also used a data set which includes only the observations one period before
and after the introduction of universal public health care. The main results are qualitatively and
quantitatively almost identical.
5The growth rate of variable xi,t is calculated as

�xi,t = xi,t − xi,t−1

xi,t−1
,

where i denotes the country and t the time dimension. The results for log differences are qual-
itatively equal and quantitatively larger, but the calculation in log differences would potentially
overestimate the true values as it delivers negative growth rates exceeding −100 %. The results
also do not change when we use average yearly growth rates.
6There are some observations of very high growth rates, in particular for Austria, which exhibits
growth of up to 283 % during one 20-year window (almost 7 % per year). In robustness checks,
we excluded Austria. The results remain robust and qualitatively unchanged.
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Table 1 Summary statistics

Variable Description 20-year frequency
Obs Mean SD Min Max

�imri,t Change in infant mortality 84 −0.358 0.232 −0.752 0.370
�cdri,t Change in crude death rate 84 −0.110 0.146 −0.508 0.327
�gdpci,t Change in GDP per capita 84 0.485 0.408 −0.382 2.830
�popi,t Change in population 84 0.143 0.081 0.009 0.336
�gdpi,t Change in aggregate GDP 84 0.696 0.469 −0.349 3.053
lgdpci,t−1 Level of log GDP per capita 84 8.238 0.761 6.829 9.763
lpopi,t−1 Level of log population 84 9.151 1.099 7.262 10.954
PostTransi,t−1 Dummy for demographic 84 0.488 0.503 0 1

transition
�ElectRulesi,t−1 Change in election rules 84 0.119 0.326 0 1
AgeElectRulesi,t−1 Age of election rules (yrs.) 84 20.095 31.755 0 151
Autocraciesi,t−1 Indicator of Autocracy 82 0.073 0.262 0 1
Democraciesi,t−1 Indicator of Democracy 82 0.622 0.488 0 1
CompEduci,t−1 Compulsory years of 69 6.203 3.306 0 12

education
�CompEduci,t−1 Change in compulsory 64 1.109 2.344 0 10

years of education
%Industryi,t−1 Industrial production 52 34.173 8.915 18.800 50.600

as % of GDP
%Agrii,t−1 Agricultural production 52 22.362 16.933 2.000 55.000

as % of GDP
%GovExpi,t−1 Government expenditure 65 13.411 9.439 0.765 44.193

as % of GDP
� %GovExpi,t−1 Change in government 50 0.483 0.650 −0.446 2.157

expenditure
#Dispi,t−1 Number of labor disputes 51 2.440 5.619 0.002 23.780

(per mil. workers)
#Worki,t−1 Number of workers 54 25.624 57.109 0.010 311.870

involved in labor disp.
(per mil. workers)

DaysLosti,t−1 Number of days lost due 51 0.230 0.331 0.000 1.186
to strike (per mil. workers)

%GCFi,t−1 Gross capital formation 54 16.321 6.628 5.657 29.200
Year Calendar year of 84 18.476 41.93 −70 88

observation τ

The calendar years are transformed to zero in 1920, i.e., year = −70 refers to the year 1850

public health system on within-country variation in health in order to identify
the effect of variation in health conditions on economic growth. Of course,
the implementation and existence of a universal public health care system is
influenced by the initial economic situation. Poor countries might not be able
to afford the costs of a public health system, while rich countries can afford
them. However, we argue that the timing of the introduction is exogenous
and driven by many complex political processes that are unrelated to current
economic performance. Due to the small sample size, it is possible to identify
the driving political forces behind the implementation of a public health
system and to investigate the plausibility of the identification assumption of
the exogeneity of the implementation date in detail.
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Table 2 Introduction dates of a universal public health care system

Country Introduction Source

Austria 1887 Hofmarcher and Rack (2001, p. 6)
Belgium 1894 Corens (2007, p. 15)
Denmark 1892 Strandberg-Larsen et al. (2007, p. 19)
Finland 1944 Vuorenkoski (2008, p. 21)
France 1930 Sandier et al. (2004, p. 7)
Italy 1923 Lo Scalzo et al. (2009, p. 17)
Netherlands 1941 Schäfer et al. (2010, p. 13)
Norway 1912 Johnsen (2006, p. 13)
Spain 1942 Durán et al. (2006, p. 15)
Sweden 1946 Glenngård et al. (2005, p. 15)
Switzerland 1911 Minder et al. (2000, p. 6)
UK 1948 Robinson and Dixon (1999, p. 5)

See Online Appendix A for a detailed revue of the introduction of a universal public health care
systems

As mentioned in the introduction, we use a broad concept of universal
public health systems. According to Mackenbach (1996), the introduction of
universal public health systems improves life expectancy especially for children
and less endowed individuals who, in contrast to rich individuals, cannot afford
the contributions to a private insurer. Upon their introduction, many universal
public health systems indeed only cover a small fraction of the population,
often just children and very needy people. This implies that the introduction
of a public health system can be expected to affect overall health in different
ways. To capture this, we use infant mortality as well as the crude death
rates as different proxy measures of longevity and health. We expect that the
introduction has a stronger impact on infant mortality.

A first indication of exogeneity of the implementation date is the random-
ness of the implementation process. For example, in the Netherlands, several
attempts to introduce a universal public health care system failed. Finally,
the first universal public health insurance system was introduced under the
German occupation in 1941. Other countries which were also under German
occupation did not introduce a universal public health care system during
World War II. In Spain, the Franco regime introduced the first universal public
health care system in 1942. Earlier attempts to introduce a public health care
system failed because there was no majority in parliament. We therefore think
that the implementation dates are driven by events which have a high degree
of uncertainty and are difficult to predict. In particular, we think that there
are good reasons to assume that the implementation dates are exogenously
determined and not driven by economic growth.7

A second indication for the validity of this identification strategy is an evi-
dence suggesting that the introduction of a universal public health care system

7A historical review of public health insurance for all countries in the sample can be found in
Online Appendix A.
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took many years and that the timing was heavily influenced by the political
regime. In an autocratic regime, like in Italy at the time when the health
system was implemented, the government could decide about a public system
by itself. In a democracy, a majority in the parliament or in a referendum is
required. This takes typically much longer. For example, in Switzerland, the
first referendum was rejected in 1899. Only 12 years later the health insurance
law was finally passed by another referendum. Evidence strongly suggests
that the introduction dates depend on the type of government. Lindert (2004)
distinguishes between elite democracies and full democracies.8 He argues
that elite democracies are less willing to set up a government-financed social
programs, in comparison to full democracies. In monarchies, like Austria,
social insurance systems were introduced relatively early in order to reduce
the power of the socialists.

A third factor is the type of health care provider in place before the intro-
duction of a universal public health system. Private insurers tend to oppose
a public insurance scheme. Especially in the Netherlands, they prevented the
introduction of an early public health system for a long time. In other countries
like Denmark or Finland, corporate groups or municipalities were responsible
for early health care. They typically supported the introduction of a universal
public health system, speeding up the implementation in an international
comparison.

A fourth factor is the type of public insurance that is introduced. We do
not distinguish the introduction of a health system that covers the entire
population from the beginning, from the introduction of subsidies for health
services only for a specific subpopulation of needy people.9 When an adequate
insurance scheme is already in place before public health care, the government
can simply pay subsidies to these institutions, as was the case in Belgium and
Denmark. The payment of subsidies typically covers only very needy people
and is therefore less expensive. Laws for such systems can pass the parliament
more easily than a more comprehensive health law like in the UK, where the
public health insurance scheme covers the entire population, from the first day
of introduction. Not distinguishing among the different types of public health
care systems might constitute a problem because it potentially weakens the link
to health outcomes. On the other hand, the consideration of different types of
public health care implies a large degree of randomness in the timing of the
implementation.

Thus, the introduction dates of a universal public health care system are
influenced by factors that can either be controlled for or that are independent
of the economic situation, so that the dates of implementation can be assumed

8Elite democracies are political systems with property requirements for franchise, which exclude
large parts of the population from the voting process.
9We observe the coverage of public health care for most countries in our data. However, we
think that the coverage could have a direct effect on economic development and would therefore
invalidate the exclusion restriction. For example, it might have been easier for rich countries to
introduce a health insurance system that covers the entire population than for poor countries.
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to be plausibly exogenous for the purpose of this paper. Note that this does not
imply that the fact that a public health care system is eventually implemented
is independent of the economic situation. The exclusion restriction (that the
implementation of a public health system affects economic growth in the
intermediate aftermath of the implementation only through effects on public
health conditions) appears plausible, in particular in light of the fact that
we consider growth rates rather than levels in our outcome specifications.
If anything, the identifying assumption is conservative, since less developed
countries can also have high income or population growth rates (e.g., during a
convergence process or the demographic transition). It is therefore unlikely
that the growth rate has an influence on the introduction date of a public
health care system, especially when one takes into account the fact that
such an introduction takes many years. Moreover, since underdeveloped and
less developed countries might simply not be able to afford the costs of a
public health care system, we consider in our sample only relatively developed
countries.10 We argue that during the entire observation period, each of the
countries in our sample could, in principle, afford the costs of a public health
system.

A potential concern with the identification could be that the results are
driven by global trends or events. We argue that this is not the case, since our
instrument has variation both in the time and in the cross-country dimension.
Accordingly, important events that affect global economic development are
captured by the countries that are in the control group during that specific time
period. This reasoning becomes apparent from the composition of the sample
(see Fig. 1 and Table 3). As an example, consider the post-World War II boom
years. There are 12 countries in the sample, for five of which (Finland, the
Netherlands, Spain, Sweden, and the UK) the 20 years following the passage of
health care legislation cover primarily the post-World War II boom years. For
another three countries, the 20-year post legislation period occurred during
the Second Industrial Revolution in the late nineteenth and early twentieth
century. Four countries experienced the Great Depression during the first
20-years after the introduction of universal public health care. This implies that
we observe seven countries in the post-World War II that did not implement
a new universal public health scheme and that therefore serve as a control. As
long as the assumption that the countries that implemented a new insurance
scheme after the end of World War II would have experienced on average
a similar economic development as the average country in the control group
during the same period had they not implemented the insurance scheme,
the identifying assumptions are satisfied. This appears reasonable given that
we do not observe that public health systems were introduced by the allied
forces systematically after the war.11 Moreover, we will present robustness

10Table 2 contains a list of all countries.
11In addition, Finland was immediately affected by the Cold War due to its common border with
Russia, while Spain remained under the authoritarian Franco regime after the war.
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Example

Austria
Belgium
Denmark
Finland
France
Italy
Netherlands
Norway
Spain
Sweden
Switzerland
United Kingdom

Fig. 1 Timing of events: data structure. The figure illustrates the data structure. For each country
we code the calendar time τ and the synthetic time index t, which is constructed relative to the
country-specific introduction date of the universal public health care system. For each country,
he universal public health care system is introduced in t = −20, which can be associated with a
different calendar year t for each country (see Table 2). Starting with the introduction date, we
construct a sample that contains only the years in a 20-years data frequency before and after the
introduction. These years are different for each country, as becomes apparent from the figure.
Vertical lines indicate that the constructed data set contains an observation for the specific country
and year. (Notice that for each country one additional lag is observed, which gets lost when growth
rates are calculated.) The instrument is equal to one when t = 0, i.e., in the first period after the
introduction of the public health system (indicated by a dot); in all other periods the instrument is
equal to zero. Time intervals indicated with a box illustrate this period, which begins with the year
of introduction (t = −20) and ends in t = 0. Boxes are distributed over the calendar time 1880 to
1980, suggesting that countries did not systematically introduce universal health care at a specific
point in time

checks that carefully control for three different types of deterministic time
dependence.

2.3 Estimation strategy

In order to exploit the exact introduction dates, we construct the panel data as
follows. In addition to calendar time τ , we create a synthetic time variable
t, which is normalized to be equal to zero in the 20-year period after the
introduction of a universal public health care system. We then calculate the
growth rates for each country and 20-year time period on the basis of this
synthetic time frame. Figure 1 and Table 3 illustrate that the exact years for
which the growth rates are calculated are different for each country.

The universal public health care system is introduced in t = −20, which can
be associated with a different calendar year t for each country (see Table 2).
Starting with the introduction date, we construct a sample that contains only
the years in a 20-year data frequency before and after the introduction. For
example, in Switzerland, the public health system was implemented in 1911.
The synthetic time variable corresponds −40 in 1891, −20 in 1911, 0 in 1931,
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Table 3 Coding of synthetic time index

Country Synthetic time index t
−100 −80 −60 −40 −20 0 20 40 60 80 100

−5 −4 −3 −2 −1 0 1 2 3 4 5

τ for Austria 1907 1927 1947 1967 1987 2007
τ for Belgium 1874 1894 1914 1934 1954 1974 1994
τ for Denmark 1872 1892 1912 1932 1952 1972 1992
τ for Finland 1904 1924 1944 1964 1984 2004
τ for France 1850 1870 1890 1910 1930 1950 1970 1990
τ for Italy 1883 1903 1923 1943 1963 1983 2003
τ for the Netherlands 1881 1901 1921 1941 1961 1981 2001
τ for Norway 1872 1892 1912 1932 1952 1972 1992
τ for Spain 1882 1902 1922 1942 1962 1982 2002
τ for Sweden 1866 1886 1906 1926 1946 1966 1986 2006
τ for Switzerland 1891 1911 1931 1951 1971 1991
τ for UK 1868 1888 1908 1928 1948 1968 1988 2008

The table presents synthetic and calendar time coding of the unbalanced panel data with 20 years
of data frequency. It shows timing of the the 84 observations for which we can calculate the
growth rates in the baseline specifications (for each country, one lag more than indicated in the
table). Notice that the synthetic time index t is relative to the introduction of the universal public
health care system (in t = −20). Controls for time trend, country-specific time trends, and period
dummies always refer to the calendar time τ . For example, for Switzerland, τ = 1931 at t = 0 and
τ = 1951 at t = 20. For the Netherlands, τ = 1961 at t = 0 and τ = 1981 at t = 20, etc.

and so on. We compute the growth rates from 1891 to 1911, from 1911 to 1931,
etc. In the Netherlands, where the public health system was implemented in
1941, the synthetic time variable corresponds to −40 in 1921, −20 in 1941,
0 in 1961, and so on. We calculate the growth rates from 1921 to 1941 and
from 1941 to 1961 etc. As consequence, the exact years over which the growth
rates for each country are computed are different. This procedure has two
advantages. First, this approach calculates the exact growth rates directly after
the introduction of the public system on a yearly basis. Second, it helps to
disentangle common time factors, since we do not calculate the growth rates
for exactly the same years, even though there is some overlap.

In the next step, we construct an instrument for the introduction of a
universal public health care system, which is equal to 1 at time t = 0 of the
synthetic time frame, and 0 otherwise (see Table 3). This means that the
instrument is only equal to 1 immediately after the introduction of the public
health care system, as indicated by the dots in Fig. 1. This is a precise way
to identify the timing of the introduction, and hence its effect on health.
This construction is conservative, as long-run effects are not captured by this
strategy. Likewise, this identification strategy avoids that the results take up
long-run time trends or shocks, which are unrelated to the introduction of
public health insurance. Overall, exploiting a one-off variation in public health
systems and constructing the data around the implementation date suggests
that the exclusion restriction that the implementation of a health system affects
growth only through improvements in health (conditional on other control
variables) is plausibly satisfied.
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The use of a 20-year frequency, despite data being available on a yearly
basis, accounts for the fact that health is expected to have a long run, rather
than an immediate, effect on economic development. Our data frequency is
even high in comparison to Acemoglu and Johnson (2007), who use 40- and
60-year frequency, respectively. Indeed, the choice of the appropriate data
frequency poses a trade-off. On the one hand, with a too low frequency, the
effect of the introduction of universal public health care on health would
be less precisely identified and the number of observations would become
exceedingly small. On the other hand, the data frequency may not be too high
because the change in health needs some time to affect economic development
through the different channels. Moreover, using a very high data frequency
would lead to other fundamental concerns, such as autocorrelation patterns.
The use of a 20-year frequency is also in line with the findings of Angeles
(2010) that suggest that it takes 20 years for fertility, and hence population
dynamics, to respond to changes in mortality. For robustness, we also asses the
sensitivity of our results to different data frequencies.

We are interested in estimating the causal effect of changes in mortality,
measured by infant mortality or crude death growth rates, on GDP per capita
growth, population growth and aggregate GDP growth, respectively. While
all variables are observed in calendar time τ , they are coded in terms of the
synthetic time index t. Consequently, all variables are indexed by the subscript
i indicating the country, subscript τ indicating the year of observation, and t
indicating the 20-year period in terms of the synthetic time index. Since the
empirical analysis is conducted on the basis of a 20-year frequency, τ and t
essentially contain the same information conditional on i (see Table 3), such
that we can limit the notation to the synthetic time index t. The respective
outcome variables (GDP per capita growth, population growth, and aggregate
GDP growth) are denoted by �yi,t for i = 1, ..., N and t = 1, ..., T. The variable
�mi,t corresponds to the change in mortality, either in terms of the infant
mortality or the crude death rate. Additional lagged control variables are
denoted by the vectors x1,i,t−1 and x2,i,t−1. Let si,t be a selection indicator,
where si,t = 1 if {�yi,t, �mi,t, x1,i,t−1, x2,i,t−1} are jointly observed in a particular
country and observation period, and zero otherwise.12 Then �y and �m are
two 1 × S vectors, where the number of observations are indicated by S, with
S = ∑N

i=1

∑T
t=1 si,t. X1 and X2 are two k j × S matrices (with j ∈ 1, 2), involving

k j lagged control variables, including deterministic time patterns and country-
specific intercepts.13 The regression model is specified as

�y = α̂�m + β̂ ′
1 X1 + β̂ ′

2 X2 + û,

12Only periods which are observed in the unbalanced panel are considered in the following.
13Deterministic time patterns, such as trends or period dummies, are coded in synthetic time t but
exploit variation in calendar time τ . For example, period dummies are coded as 1 if the respective
period t falls in the corresponding decade of calendar time, and zero otherwise. Likewise, period
trends are coded according to the respective calendar time period that corresponds to the
particular t of a given country–year observation.
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where the residual vector û has an expected value E[̂u] = 0. The parameter β̂ j

is a k j × 1 vector (with j ∈ 1, 2) and the coefficient α̂ is a scalar. The estimated
parameter of interest is α̂, which has no causal interpretation in this simple
setting in light of the potential problem of reverse causality.

In order to identify causal effects, we use the introduction of a universal
public health care system (zi,t ≡ �Insurancei,t−1) as instrument for infant
mortality growth and crude death growth. The instrument is equal to one in
t = 0 and zero in all other periods (see Fig. 1 and Table 3). The identification
of causal effects is based on assumptions about the instrument, which hold
jointly conditional on the control variables X1 and X2. First, we assume that
the outcome �y has no systematic influence on the instrument z. Second,
the instrument has only an indirect effect on the outcome variables, i.e., the
introduction of universal health services improves the health status �m and
via this channel the expected outcome; alternative channels do not exist. These
two assumptions are not testable, and we can only use economic arguments and
plausibility tests to justify that they are satisfied. The third assumption, which
states that the instrument has sufficient power to influence the endogenous
variable, can be tested. In light of modest unconditional effects of the introduc-
tion of a universal public health care system, this instrument could potentially
have little power. In order to account for weak instrument problems in
the identification of the effect of interest, we use interactions between the
instrument and other control variables, involved in the matrix X1, as additional
instruments (Angrist and Krueger 1991; Chamberlain and Imbens 2004).14

This allows for more exogenous variation, since the introduction of a public
health care system can have heterogenous effects with respect to the initial
economic situation. The matrix X2 is not interacted in order to avoid problems
with too many instruments providing little additional explanatory power. The
first stage regression is given by

�m = γ̂1z + γ̂ ′
2(X1 · diag(z′z)) + δ̂′

1 X1 + δ̂′
2 X2 + v̂,

where the instrument z (dimension 1 × S) is equal to one when a public health
insurance is introduced in t − 1 and zero otherwise. The estimated residual
vector is denoted by v̂, with E[̂v] = 0. The parameter γ̂2 is a k1 × 1 vector, the
parameter δ̂ j is a k j × 1 vector (with j ∈ 1, 2), and the coefficient γ̂1 is a scalar.

In the second stage, we use the predicted mortality growth (�̂m) as
regressor,

�y = α̃�̂m + β̃ ′
1 X1 + β̃ ′

2 X2 + ε̃,

where the residual vector is represented by ε̃, with E[̃ε] = 0. The parameter β̃ j

is a k j × 1 vector (with j ∈ 1, 2) and the coefficient α̃ is a scalar. The coefficient
α̃ represents the estimated causal effect of interest. This setup makes implicit

14Since we condition on X1, the identifying assumptions are also valid for the interaction be-
tween the instrument z and X1, if z is exogenous conditional on X1 and X2 (see e.g., Angrist
and Pischke 2008).
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Table 4 Summary statistics separated for periods when public health care system is implemented

Variable 20-year frequency
Obs Mean SD Min Max

Periods when public health care system is unchanged (�Insurancei,t = 0)
gdpci,t 72 8,430.211 6,952.132 1,206.913 23,912.280
�gdpci,t 72 0.508 0.428 −0.382 2.830
�popi,t 72 0.138 0.080 0.022 0.336
�gdpi,t 72 0.717 0.496 −0.349 3.053

Periods when public health care system is implemented (�Insurancei,t = 1)
gdpci,t 12 3,875.220 1,433.479 2,126.270 6,745.636
�gdpci,t 12 0.345 0.225 −0.069 0.657
�popi,t 12 0.175 0.082 0.009 0.295
�gdpi,t 12 0.571 0.229 0.127 0.891

functional form assumptions in terms of assuming linearity. Even though we do
not think this parametric assumption reflects the reality exactly, we think it is a
good approximation. Moreover, this specification corresponds to the canonical
empirical growth model as used by, e.g., Barro (1991), Durlauf et al. (2005),
and Acemoglu and Johnson (2007).

2.4 Preliminary analysis

In Table 4, we show descriptive statistics for periods when the public health
systems are unchanged and for periods when a universal public health care
system is introduced, separately. The lagged level of GDP per capita, which is
an indicator for the initial economic situation, is lower on average in periods
when the public health system has changed. Accordingly, we do not find
a systematic positive correlation between the introduction of public health
systems and the level of economic development. This is also confirmed when
considering the economic and demographic growth rates. Only population
growth is on average slightly higher in periods when a public health care system
is introduced. We do not find evidence that public health care systems are
introduced systematically in periods of fast economic or demographic growth.
This supports the argument that the exact timing of the introduction of a
universal public health care system is determined exogenously and not driven
systematically by initial economic or demographic growth rates.

As plausibility test, we regress a dummy for the present introduction of a
universal public health care system (�Insurancei,t) on GDP per capita growth
(�gdpci,t) and its components, population growth (�popi,t) and GDP growth
(�gdpi,t), respectively.15 In order to account for deviations from the long-run
equilibrium, we condition on log GDP per capita (lgdpci,t) and log population
size (lpopi,t), following the suggestions of Durlauf et al. (2005). The results in

15Since the instrument is a binary outcome variable, we use a nonlinear Logit specification.
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Table 5 Logit regression of the dummy for the introduction of a universal public health care
system on GDP per capita growth, population growth, GDP growth, and control variables in levels

Instrument (�Insurancei,t)
20-Year frequency
(1) (2) (3) (4) (5) (6)

�gdpci,t −1.563 −1.192
[0.958] [1.001]

�popi,t 4.811∗ 4.354
[2.747] [3.466]

�gdpi,t −0.962 −0.816
[0.608] [0.630]

lgdpci,t −0.518∗ −0.624∗∗∗ −0.572∗∗
[0.264] [0.223] [0.249]

lpopi,t −0.068 0.096 −0.098
[0.071] [0.101] [0.080]

Observations 84 84 84 84 84 84

Coefficients from Logit regressions; the dependent variable is the instrument, �Insurancei,t .
Robust standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

Table 5 show insignificant coefficients for the economic growth rates. Only
for population growth that we find a weak influence on the instrument. This
influence disappears as soon as we condition on the initial economic situation.
All other growth rates have an insignificant influence and rather high standard
errors. Accordingly, the economic and demographic growth rates have no
predictive power for the introduction of a universal public health care system.
As expected, the initial GDP per capita has some predictive power on the
introduction dates. In the final specifications, we do not use the present but
the lagged introduction of a universal public health care system as instrument
(zi,t = �Insurancei,t−1). Therefore, we are confident that our identification
strategy is not prone to reverse causality.

3 Empirical findings

As first step of the analysis, we present the correlations between economic
and demographic development and mortality growth that are obtained from
ordinary least squares (OLS) regressions. Table 6 presents results from re-
gressions of the outcomes (GDP per capita growth, population growth, and
aggregate GDP growth) on changes in infant mortality as measure of health
improvements. As suggested by Durlauf et al. (2005), all specifications condi-
tion on lagged log GDP per capita (lgdpci,t−1) and lagged log population size
(lpopi,t−1). This specification allows us to account for deviations from long-
run equilibrium. Moreover, we condition on a lagged dummy for countries
that have completed their demographic transition in the respective period
(PostTransi,t−1), based on evidence by Cervellati and Sunde (2011) that the
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Table 6 OLS regression of GDP per capita growth, population growth, and GDP growth on infant
mortality growth and other controls

Dependent GDP per capita growth (�gdpci,t)
variable 20-year frequency

(1a) (2a) (3a) (4a) (5a) (6a)

�imri,t −0.683∗∗∗ −0.663∗∗∗ −0.719∗∗∗ −0.502∗ −0.312 −0.650∗∗∗
[0.172] [0.199] [0.155] [0.264] [0.326] [0.118]

lgdpci,t−1 −0.414∗∗ −0.416∗ −0.512∗∗ −0.567 −0.879∗ −0.655∗∗
[0.181] [0.214] [0.168] [0.331] [0.467] [0.225]

lpopi,t−1 −0.006 0.01 −0.008 −0.118 −1.219 0.147
[0.017] [0.026] [0.019] [0.221] [1.502] [0.139]

PostTransi,t−1 0.342∗ 0.384 0.143 0.404 0.364 0.19
[0.189] [0.214] [0.114] [0.231] [0.231] [0.153]

Year trend Yes No No Yes No No
Country-specific No Yes No No Yes No

trend
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

R2 0.478 0.516 0.671 0.515 0.593 0.712
Observations 84 84 84 84 84 84

Dependent Population growth (�popi,t)
variable 20-year frequency

(1b) (2b) (3b) (4b) (5b) (6b)

�imri,t −0.043 −0.051 −0.019 −0.018 −0.037 −0.041
[0.065] [0.089] [0.051] [0.057] [0.065] [0.053]

lgdpci,t−1 −0.016 −0.011 −0.02 −0.052 −0.062 −0.029
[0.027] [0.031] [0.021] [0.037] [0.053] [0.028]

lpopi,t−1 −0.028∗∗∗ −0.033∗∗∗ −0.028∗∗∗ −0.163∗∗ −0.688∗∗∗ −0.134
[0.007] [0.008] [0.007] [0.067] [0.204] [0.075]

PostTransi,t−1 0.02 0.017 0.017 0.02 0.027 0.014
[0.026] [0.034] [0.026] [0.033] [0.038] [0.026]

Year trend Yes No No Yes No No
Country-specific No Yes No No Yes No

trend
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

R2 0.257 0.448 0.279 0.556 0.72 0.562
Observations 84 84 84 84 84 84

level of demographic development is an important factor for the effect of life
expectancy on growth.16

16Following Chesnais (1992), we define a country to be post-transitional when the crude death rate
is lower than a certain threshold,

PostTransi,t−1 =
{

1 when cdri,t−1 ≤ q50(cdr),
0 when cdri,t−1 > q50(cdr),

where q50(cdr) is the median of the crude death rate over all countries and time periods.
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Table 6 (continued)

Dependent GDP growth (�gdpi,t)

variable 20-year frequency
(1c) (2c) (3c) (4c) (5c) (6c)

�imri,t −0.869∗∗∗ −0.865∗∗∗ −0.851∗∗∗ −0.636∗ −0.467 −0.805∗∗∗
[0.195] [0.227] [0.163] [0.317] [0.358] [0.162]

lgdpci,t−1 −0.483∗∗ −0.482∗∗ −0.599∗∗∗ −0.702∗∗ −1.050∗∗ −0.775∗∗∗
[0.174] [0.211] [0.159] [0.318] [0.424] [0.207]

lpopi,t−1 −0.044∗∗ −0.032 −0.045∗ −0.312 −2.347 0.006
[0.018] [0.028] [0.024] [0.267] [1.669] [0.234]

PostTransi,t−1 0.406 0.445 0.169 0.471 0.442 0.215
[0.228] [0.259] [0.139] [0.264] [0.284] [0.178]

Year trend Yes No No Yes No No
Country-specific No Yes No No Yes No

trend
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

R2 0.464 0.501 0.648 0.505 0.606 0.7
Observations 84 84 84 84 84 84

Results from OLS regressions; the dependent variables are GDP per capita growth (�gdpci,t),
population growth (�popi,t), and GDP growth (�gdpi,t), respectively. Robust clustered standard
errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

We estimate six different specifications. In the first specification, we in-
clude a linear year trend. In the second specification, we allow for country-
specific linear year trends. In the third specification, we include period fixed
effects.17 The other three specifications include country-specific intercepts
(country fixed effects) in addition to a linear time trend, to country-specific
time trends, or to period dummies, respectively.18 It is worth noting that all
specifications, particularly specification (6), are considerably more flexible
than the specifications estimated in the existing literature, which has typically
relied on cross-country variation or within-country variation over two periods
and which therefore could not identify country- and time-specific growth pat-
terns. We find that a one-percentage-point increase in infant mortality growth
(�imri,t) reduces GDP per capita growth (�gdpci,t) by about 0.6 percentage
points, has no significant effect on population growth (�popi,t), and reduces
GDP growth (�gdpi,t) by about 0.8 percentage points. To investigate to what

17The period fixed effects take value 1 if the respective observation falls into a particular period of
calender time, and zero otherwise. The periods are 1850–1920, 1921–1935, 1936–1950, 1951–1965,
and 1966–2010. If, for example, growth rates for the Netherlands are observed from 1921 to 1941,
for this observation, the period dummy for the time period 1936–1950 is equal to one, and all other
period dummies are zero.
18In unreported specifications, we also included a quadratic year trend and war dummies. Since
the general results do not change, we dropped these variables from the final specifications.
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Table 7 OLS regression of GDP per capita growth, population growth, and GDP growth on crude
death rate growth and other controls

Dependent GDP per capita growth (�gdpci,t)

variable 20-year frequency
(1a) (2a) (3a) (4a) (5a) (6a)

�cdri,t 0.169 0.169 −0.425∗ 0.379 0.532 −0.392∗
[0.247] [0.290] [0.201] [0.406] [0.435] [0.215]

lgdpci,t−1 −0.498∗∗ −0.484∗ −0.537∗∗ −0.739∗∗ −1.074∗∗∗ −0.691∗∗
[0.190] [0.226] [0.178] [0.310] [0.345] [0.228]

lpopi,t−1 −0.01 0.006 −0.016 −0.216 −1.404 0.195
[0.023] [0.033] [0.019] [0.248] [1.233] [0.219]

PostTransi,t−1 0.385∗ 0.431∗ 0.188 0.403∗ 0.328 0.235
[0.187] [0.213] [0.134] [0.207] [0.227] [0.162]

Year trend Yes No No Yes No No
Country-specific trend No Yes No No Yes No
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

R2 0.437 0.481 0.638 0.509 0.613 0.686
Observations 84 84 84 84 84 84

Dependent Population growth (�popi,t)

variable 20-year frequency
(1b) (2b) (3b) (4b) (5b) (6b)

�cdri,t −0.192∗∗∗ −0.134∗∗∗ −0.192∗∗∗ −0.193∗∗∗ −0.083∗ −0.193∗∗∗
[0.048] [0.040] [0.048] [0.034] [0.040] [0.034]

lgdpci,t−1 −0.03 −0.008 −0.03 −0.043 −0.054 −0.043
[0.019] [0.023] [0.019] [0.025] [0.045] [0.025]

lpopi,t−1 −0.030∗∗∗ −0.033∗∗∗ −0.030∗∗∗ −0.119∗ −0.644∗∗∗ −0.119∗
[0.007] [0.007] [0.007] [0.056] [0.193] [0.056]

PostTransi,t−1 0.032 0.035 0.032 0.027 0.038 0.027
[0.026] [0.033] [0.026] [0.020] [0.036] [0.020]

Year trend Yes No No Yes No No
Country-specific trend No Yes No No Yes No
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

R2 0.358 0.492 0.358 0.632 0.735 0.632
Observations 84 84 84 84 84 84

extent these results are driven by infant mortality as particular measure of
health, we conduct the same analysis using changes in crude death rates as al-
ternative health measure. Table 7 presents the results. A one-percentage-point
increase in crude death growth (�cdri,t) has no or only a marginally significant
positive effect on GDP per capita growth in the first two specifications. As
soon as we control for period dummies, we find a weakly significant negative
effect of 0.4 percentage points. A one-percentage-point increase in crude death
growth leads to a reduction in population growth by about 0.1–0.2 percentage
points. The effect on GDP growth is again only significantly negative in the
specifications with period dummies. Thus, the overall pattern of the results
is similar, even though there are slight differences in how the two health
measures affect outcomes. Since we expect reverse causality, however, we
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Table 7 (continued)

Dependent variable GDP growth (�gdpi,t)

20-year frequency
(1c) (2c) (3c) (4c) (5c) (6c)

�cdri,t −0.073 −0.035 −0.765∗∗∗ 0.216 0.429 −0.745∗∗∗
[0.288] [0.331] [0.207] [0.430] [0.489] [0.235]

lgdpci,t−1 −0.571∗∗ −0.556∗∗ −0.641∗∗∗ −0.875∗∗ −1.265∗∗∗ −0.838∗∗∗
[0.188] [0.229] [0.165] [0.303] [0.307] [0.204]

lpopi,t−1 −0.049∗ −0.038 −0.057∗∗ −0.394 −2.458 0.086
[0.024] [0.037] [0.025] [0.273] [1.423] [0.261]

PostTransi,t−1 0.490∗ 0.531∗ 0.244 0.499∗ 0.426 0.286
[0.223] [0.252] [0.155] [0.241] [0.281] [0.179]

Year trend Yes No No Yes No No
Country-specific trend No Yes No No Yes No
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

R2 0.41 0.451 0.634 0.484 0.608 0.688
Observations 84 84 84 84 84 84

Results from OLS regressions; the dependent variables are GDP per capita growth (�gdpci,t),
population growth (�popi,t) and GDP growth (�gdpi,t), respectively. Robust clustered standard
errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

suspect that the coefficients obtained with OLS are biased and expect the
causal coefficients to be larger in absolute size (more negative).19

In the next step, we therefore apply the instrumental variable approach
described in the last subsection. In Tables 8 and 9, we report the first stage
estimation results for infant mortality and crude death rate growth, respec-
tively. As suspected, we find that the interaction effects play an important role
in predicting the health variables. The instrument and most of the interactions
have a significant influence on infant mortality growth and crude death growth,
respectively. It is difficult to interpret the coefficients because there might be a
problem of multicollinearity due to the high number of interaction terms and
the one-off variation in the instrument. This is no reason for concern, however,
since the first stage only represents a prediction model, and we do not aim to
draw any causal conclusions from the coefficient estimates. Multicollinearity
on the first stage causes no problem for identification on the second stage

19If faster economic growth is associated with worse living conditions at least for part of the
population, due to, e.g., urbanization, harsh working conditions in factories, or intensified trade
and the faster spread of diseases, this might lead to higher infant mortality and crude death rates. In
this case, OLS estimates would underestimate the causal effect. Likewise, the causal effect would
be smaller in absolute terms if higher incomes lead to increased fertility with the consequence of
higher child mortality. Moreover, the observed changes in infant mortality and crude death rates
might be measured with noise, implying attenuation bias. However, in principle, the bias could also
go the other way, since faster economic growth might be associated with lower mortality through
third factors, such as the absence of epidemics.
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Table 8 First stage: 2SLS regression of infant mortality growth on the instruments and other
controls

Dependent Infant mortality growth (imri,t)
variable 20-year frequency

(1a) (2a) (3a) (4a) (5a) (6a)

�Insurancei,t−1 −0.436 −0.239 1.356 −0.97 −0.428 1.606
[1.086] [1.187] [0.989] [1.188] [1.277] [1.402]

�Insurancei,t−1 × −0.079 −0.118 −0.166 −0.024 −0.09 −0.187
lgdpci,t−1 [0.164] [0.177] [0.127] [0.175] [0.185] [0.174]

�Insurancei,t−1 × 0.117∗∗ 0.132∗∗ 0.013 0.131∗∗ 0.130∗∗ 0.008
lpopi,t−1 [0.043] [0.044] [0.043] [0.045] [0.048] [0.047]

�Insurancei,t−1 × 0.208∗∗ 0.191∗∗ 0.208∗∗∗ 0.208∗∗ 0.175∗ 0.182∗∗
PostTransi,t−1 [0.074] [0.085] [0.063] [0.086] [0.090] [0.074]

�Insurancei,t−1 × −0.006∗∗∗ −0.006∗∗∗ −0.007∗∗∗ −0.006∗∗∗
YearTrend [0.002] [0.002] [0.001] [0.002]

�Insurancei,t−1 × −0.268∗∗ −0.332∗
D(Year≤1920) [0.108] [0.161]

�Insurancei,t−1 × −0.372∗∗ −0.375∗
D(1920<Year≤1935) [0.130] [0.182]

�Insurancei,t−1 × −0.472∗∗∗ −0.535∗∗
D(1950<Year≤1965) [0.131] [0.178]

�Insurancei,t−1 × −0.163 −0.136
D(1965<Year) [0.163] [0.222]

lgdpci,t−1 0.110∗∗∗ 0.082∗ 0.035 0.202∗∗∗ 0.241∗∗ 0.025
[0.032] [0.042] [0.024] [0.047] [0.098] [0.048]

lpopi,t−1 −0.006 −0.003 −0.006 0.104 −0.006 0.07
[0.011] [0.013] [0.013] [0.163] [0.387] [0.169]

PostTransi,t−1 −0.144∗∗∗ −0.142∗∗∗ −0.083 −0.132∗∗∗ −0.112∗∗ −0.086
[0.042] [0.040] [0.052] [0.040] [0.044] [0.055]

Year trend Yes No No Yes No No
Country-specific trend No Yes No No Yes No
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

Shea’s R2 0.158 0.207 0.195 0.172 0.19 0.215
Joint F-test 18.96 16.95 9.74 62.40 15.55 13.65

(�Insurancei,t−1)
Critical value (α = 0.01) 5.316 5.316 4.744 5.316 5.316 4.744
p value 0.000 0.000 0.001 0.000 0.000 0.001

R2 0.754 0.784 0.766 0.792 0.831 0.785
Observations 84 84 84 84 84 84

Results from 2SLS regressions (first stage), the dependent variables is infant mortality growth
(�imri,t), respectively. The instruments are a dummy for the introduction of an universal public
health care system and interactions (see text). Robust clustered standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

(see e.g., Wooldridge 2010).20 F-tests for the joint influence of all coefficients
that involve the instrument exceed the usual threshold and suggest a highly

20Instead, multicollinearity can even help because it increases the predictive power of the model.
As sensitivity analysis for the first stage, we applied an outlier analysis. We could not find any
outlier with a strong impact on the estimates. The results of the outlier analysis are available upon
request.
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Table 9 First stage: 2SLS regression of crude death rate growth on the instruments and other
controls

Dependent Crude death rate growth (�cdri,t)
variable 20-year frequency

(1a) (2a) (3a) (4a) (5a) (6a)

�Insurancei,t−1 −3.334∗∗∗ −3.888∗∗∗ −2.145∗∗ −3.965∗∗∗ −3.900∗∗∗ −2.535∗
[0.690] [0.759] [0.756] [0.707] [0.769] [1.218]

�Insurancei,t−1 × 0.295∗∗ 0.344∗∗ 0.18 0.350∗∗∗ 0.338∗∗∗ 0.205
lgdpci,t−1 [0.103] [0.113] [0.102] [0.106] [0.109] [0.163]

�Insurancei,t−1 × 0.097∗∗ 0.117∗∗∗ 0.060∗∗ 0.120∗∗∗ 0.126∗∗∗ 0.077∗∗
lpopi,t−1 [0.032] [0.030] [0.024] [0.031] [0.034] [0.032]

�Insurancei,t−1 × 0.123 0.153 0.108 0.148 0.149 0.135
PostTransi,t−1 [0.094] [0.098] [0.077] [0.108] [0.118] [0.113]

�Insurancei,t−1 × −0.006∗∗∗ −0.008∗∗∗ −0.007∗∗∗ −0.008∗∗
YearTrend [0.002] [0.00 2] [0.002] [0.003]

�Insurancei,t−1 × 0.067 0.084
D(Year≤1920) [0.139] [0.203]

�Insurancei,t−1 × 0.128 0.187
D(1920<Year≤1935) [0.111] [0.174]

�Insurancei,t−1 × −0.153 −0.155
D(1950<Year≤1965) [0.092] [0.158]

�Insurancei,t−1 × −0.099 −0.102
D(1965<Year) [0.142] [0.214]

lgdpci,t−1 0.021 0.003 −0.044 0.127 0.13 −0.055
[0.051] [0.062] [0.027] [0.098] [0.175] [0.032]

lpopi,t−1 −0.013 −0.011 −0.015 0.205∗∗ 0.414 0.145
[0.015] [0.017] [0.014] [0.090] [0.595] [0.113]

PostTransi,t−1 0.062 0.055 0.029 0.074 0.064 0.005
[0.074] [0.075] [0.070] [0.088] [0.097] [0.080]

Year trend Yes No No Yes No No
Country-specific No Yes No No Yes No

trend
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

Shea’s R2 0.193 0.234 0.155 0.253 0.239 0.199
Joint F-test 11.74 17.55 10.41 22.90 18.49 12.55

(�Insurancei,t−1)
Critical value 5.316 5.316 4.744 5.316 5.316 4.744
p value 0.000 0.000 0.001 0.000 0.000 0.000

(α = 0.01)

R2 0.275 0.344 0.44 0.429 0.447 0.522
Observations 84 84 84 84 84 84

Results from 2SLS regressions (first stage); the dependent variables is crude death rate growth
(�cdri,t), respectively. The instruments are a dummy for the introduction of a universal public
health care system and interactions (see text). Robust clustered standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

significant joint influence in all specifications. Also, the first stage explains
a substantial proportion of the variation of the health variables. The first
stage statistics therefore suggest that the instruments have sufficient power to
identify exogenous variation in the crude death growth. Further, we report
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Table 10 Second stage: 2SLS regression of GDP per capita growth, population growth, and GDP
growth on infant mortality growth and other controls

Dependent GDP per capita growth (�gdpci,t)
variable (1a) (2a) (3a) (4a) (5a) (6a)

̂�imri,t −1.529∗∗∗ −1.337∗∗∗ −1.358∗∗∗ −1.543∗∗∗ −1.435∗∗∗ −1.138∗∗
[0.481] [0.372] [0.490] [0.446] [0.529] [0.446]

lgdpci,t−1 −0.324∗∗ −0.357∗∗ −0.509∗∗∗ −0.346 −0.578 −0.647∗∗∗
[0.165] [0.180] [0.149] [0.281] [0.468] [0.187]

lpopi,t−1 −0.002 0.014 −0.004 −0.04 −1.414 0.133
[0.014] [0.020] [0.019] [0.244] [1.220] [0.094]

PostTransi,t−1 0.267 0.319∗ 0.132 0.319∗ 0.296∗ 0.173
[0.163] [0.177] [0.099] [0.181] [0.157] [0.124]

Hansen’s J-statistic 2.423 2.218 8.984 3.04 7.604 7.487
p value 0.658 0.696 0.254 0.551 0.107 0.38
Hausman test (T-stat) 2.564 2.359 1.586 2.365 2.006 1.155
p value 0.026 0.038 0.141 0.037 0.07 0.273

Dependent Population growth (�popi,t)

variable (1b) (2b) (3b) (4b) (5b) (6b)

̂�imri,t −0.094 −0.118 −0.117 −0.069 −0.144 −0.182
[0.134] [0.137] [0.130] [0.147] [0.136] [0.140]

lgdpci,t−1 −0.011 −0.005 −0.02 −0.041 −0.033 −0.027
[0.031] [0.031] [0.020] [0.039] [0.059] [0.026]

lpopi,t−1 −0.028∗∗∗ −0.032∗∗∗ −0.027∗∗∗ −0.159∗∗∗ −0.706∗∗∗ −0.138∗
[0.007] [0.007] [0.006] [0.060] [0.174] [0.071]

PostTransi,t−1 0.015 0.011 0.015 0.016 0.02 0.009
[0.029] [0.034] [0.026] [0.032] [0.029] [0.026]

Hansen’s J-statistic 6.692 7.248 9.686 4.243 1.996 7.035
p value 0.153 0.123 0.207 0.374 0.737 0.425
Hausman test (T-stat) 0.396 0.554 0.983 0.372 0.887 1.214
p value 0.7 0.59 0.347 0.717 0.394 0.25

Dependent GDP growth (�gdpi,t)

variable (1c) (2c) (3c) (4c) (5c) (6c)

̂�imri,t −1.990∗∗∗ −1.795∗∗∗ −1.745∗∗∗ −1.943∗∗∗ −1.965∗∗∗ −1.592∗∗
[0.635] [0.529] [0.665] [0.582] [0.673] [0.632]

lgdpci,t−1 −0.364∗∗ −0.400∗∗ −0.595∗∗∗ −0.424 −0.648 −0.763∗∗∗
[0.155] [0.180] [0.140] [0.301] [0.503] [0.174]

lpopi,t−1 −0.038∗∗ −0.027 −0.04 −0.214 −2.607∗ −0.016
[0.015] [0.022] [0.024] [0.336] [1.410] [0.202]

PostTransi,t−1 0.307 0.356 0.154 0.364∗ 0.350∗ 0.187
[0.207] [0.221] [0.127] [0.221] [0.195] [0.151]

Hansen’s J-statistic 0.73 0.913 10.93 1.073 3.512 10.77
p value 0.948 0.923 0.142 0.898 0.476 0.149
Hausman test (T-stat) 2.706 2.451 1.629 3.103 2.459 1.38
p value 0.02 0.032 0.132 0.01 0.032 0.195

Shea’s R2 statistics, which suggest in all specifications substantial explanatory
power.

Table 10 presents estimation results of the causal effect of changes in
mortality, in terms of infant mortality growth, from the second stage of 2SLS
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Table 10 (continued)

Specification (all panels)
20-year frequency

Year trend Yes No No Yes No No
Country-specific trend No Yes No No Yes No
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

Observations 84 84 84 84 84 84

Results from 2SLS regressions; the dependent variables are GDP growth (�gdpi,t), population
growth (�popi,t) and GDP growth (�gdpi,t), respectively. Each panel represents a separate set
of regressions. The instruments are a dummy for the introduction of a universal public health
care system and interactions (see text). First stages are as in Table 8 and are identical for each
specification. Robust clustered standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

estimations. The results in the first panel suggest a significant negative effect
of infant mortality growth on growth in GDP per capita. We find that a
one-percentage-point increase in infant mortality growth leads to a reduction
in GDP per capita growth by about 1.3 percentage points. In the second panel
of Table 10, we estimate the causal effect of infant mortality growth on popu-
lation growth. The coefficients of infant mortality growth are still insignificant,
which suggests that infant mortality growth has little influence on population
growth. The last panel of Table 10 contains the results regarding the causal
effect of infant mortality growth for GDP growth. A one-percentage-point
increase in infant mortality growth reduces GDP growth by 1.6–1.9 percentage
points. Since child mortality is sensitive to bad overall health conditions, these
findings suggest that health improvements are indeed conducive to economic
development, while not affecting population growth.21

In Table 11, we present the corresponding IV results for crude death rate
growth as alternative measure for variation in health conditions. The effect on
GDP per capita growth turns negative but is still insignificant except for the
specification without period fixed effects. Including period and country dum-
mies, we find a significant effect of −1.3, which is comparable to the findings
for infant mortality growth. The effect on population growth is significant and
even stronger (with a coefficient between −0.1 and −0.4). The effect on GDP
growth are all negative but only significant in the specifications with period
fixed effects.

In the lower part of each panel of Tables 10 and 11, we also report the
Hansen’s J-statistic because we use a large number of interactions as instru-
ment. The null hypothesis can generally not be rejected, suggesting that we do
not face a considerable problem of too many instruments with little additional

21This would be expected from standard economic models of fertility in which parents derive utility
from their surviving offspring and can compensate for child mortality by larger gross fertility and
sequential fertility choice, see, e.g., Doepke (2004).
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Table 11 Second stage: 2SLS regression of GDP per capita growth, population growth and GDP
growth on crude death rate growth and other controls

Dependent GDP per capita growth (�gdpci,t)
variable (1a) (2a) (3a) (4a) (5a) (6a)

̂�cdri,t −0.23 −0.203 −1.141∗∗ −0.341 −0.027 −1.289∗∗∗
[0.558] [0.513] [0.476] [0.541] [0.524] [0.480]

lgdpci,t−1 −0.472∗∗∗ −0.464∗∗ −0.572∗∗∗ −0.616∗∗ −0.957∗∗∗ −0.753∗∗∗
[0.183] [0.197] [0.177] [0.282] [0.332] [0.216]

lpopi,t−1 −0.01 0.006 −0.022 −0.101 −1.153 0.263
[0.021] [0.028] [0.019] [0.223] [1.191] [0.201]

PostTransi,t−1 0.425∗∗ 0.466∗∗ 0.244∗ 0.483∗∗ 0.386∗∗ 0.288∗∗
[0.174] [0.190] [0.133] [0.199] [0.180] [0.143]

Hansen’s J-statistic 5.523 5.352 8.67 6.308 5.431 9.024
p value 0.238 0.253 0.277 0.177 0.246 0.251
Hausman test (T-stat) 0.701 0.657 1.364 1.225 1.018 1.774
p value 0.498 0.525 0.2 0.246 0.331 0.104

Dependent Population growth (�popi,t)

variable (1b) (2b) (3b) (4b) (5b) (6b)

̂�cdri,t −0.227∗∗ −0.177∗∗ −0.339∗∗∗ −0.183∗∗ −0.143∗ −0.439∗∗∗
[0.103] [0.073] [0.107] [0.072] [0.083] [0.145]

lgdpci,t−1 −0.006 −0.006 −0.037∗∗∗ −0.025 −0.042 −0.060∗∗∗
[0.022] [0.020] [0.014] [0.031] [0.041] [0.019]

lpopi,t−1 −0.028∗∗∗ −0.033∗∗∗ −0.031∗∗∗ −0.135∗∗∗ −0.617∗∗∗ −0.100∗∗∗
[0.006] [0.006] [0.007] [0.046] [0.158] [0.032]

PostTransi,t−1 0.046 0.039 0.043 0.042 0.044 0.041∗∗
[0.032] [0.031] [0.029] [0.030] [0.034] [0.018]

Hansen’s J-statistic 2.414 0.854 6.542 1.506 1.357 5.447
p value 0.66 0.931 0.478 0.826 0.852 0.606
Hausman test (T-stat) 0.573 0.434 0.215 0.914 0.568 1.929
p value 0.578 0.673 0.834 0.38 0.582 0.08

Dependent GDP growth (�gdpi,t)

variable (1c) (2c) (3c) (4c) (5c) (6c)

̂�cdri,t −0.692 −0.567 −1.845∗∗∗ −0.727 −0.331 −2.156∗∗∗
[0.634] [0.637] [0.546] [0.654] [0.680] [0.610]

lgdpci,t−1 −0.531∗∗∗ −0.527∗∗∗ −0.695∗∗∗ −0.714∗∗∗ −1.106∗∗∗ −0.935∗∗∗
[0.173] [0.197] [0.171] [0.274] [0.327] [0.203]

lpopi,t−1 −0.049∗∗ −0.038 −0.066∗∗∗ −0.244 −2.117 0.193
[0.022] [0.031] [0.025] [0.225] [1.421] [0.209]

PostTransi,t−1 0.551∗∗ 0.580∗∗ 0.328∗∗ 0.604∗∗ 0.505∗∗ 0.369∗∗
[0.220] [0.228] [0.163] [0.235] [0.227] [0.156]

Hansen’s J-statistic 5.225 5.221 7.683 4.222 5.026 8.214
p value 0.265 0.265 0.361 0.377 0.285 0.314
Hausman test (T-stat) 0.901 0.735 1.424 1.321 1.076 2.564
p value 0.387 0.477 0.182 0.213 0.305 0.026

explanatory power. We also present the results of a Hausman specification
test. We regress the outcome variable (GDP per capita growth, population
growth, or aggregate GDP growth) on the observed change in mortality (infant
mortality growth and crude death growth, respectively) and the estimated
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Table 11 (continued)

Specification (all panels)
20-year frequency

Year trend Yes No No Yes No No
Country-specific trend No Yes No No Yes No
Period dummies No No Yes No No Yes
Country dummies No No No Yes Yes Yes

Observations 84 84 84 84 84 84

Results from 2SLS regressions, the dependent variables are GDP growth (�gdpi,t), population
growth (�popi,t) and GDP growth (�gdpi,t), respectively. Each panel represents a separate set
of regressions. The instruments are a dummy for the introduction of a universal public health
care system and interactions (see text). First stages are as in Table 9 and are identical for each
specification. Robust clustered standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

error from the first stage. Significant coefficients for the error term would
indicate problems of endogeneity in the OLS regressions, otherwise the prob-
lem of reverse causality is less severe in the growth rates. We find significant
evidence for endogeneity in regressions with infant mortality growth on GDP
per capita growth and on GDP growth, respectively. However, the effect of
infant mortality growth on population growth does not differ significantly
between OLS and 2SLS estimates. Also for the crude death growth, we do
not find strong indications for endogeneity. Only in the specifications where
we include period and country dummies that endogeneity might be an issue.
This indicates that the use of growth rates instead of levels in the outcome
equation, as well as the sample construction already accounts to a large extent
for the endogeneity issues of the crude death rate.

Comparing the results presented in Tables 10 and 11, we find very similar
estimates of the causal effect of health on growth in GDP per capita and
aggregate GDP growth, regardless of the particular measure that is used.22

However, there is a systematic difference in the effects on population growth
between infant mortality and crude death rates. We find no population effect
of infant mortality, but growth in crude death rates has a negative effect on
population growth. This difference can be rationalized since crude death rates
capture health conditions at all ages and thus directly affect population size,
while infant mortality has an a priori ambiguous effect on net fertility and
hence population growth.

Despite the evidence from the first stage statistics, the 2SLS results might
be biased due to the relatively large number of instruments, some of which
might be weak (Bound et al. 1996). In order to investigate the robustness
of our results, we replicate our analysis using limited information maximum
likelihood (LIML) methods, which imply a lower bias than 2SLS estimates,

22The results are essentially unchanged when adding lags of �m as additional controls. The
respective coefficients are not significantly different from zero.
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Table 12 LIML estimation results for GDP per capita growth, population growth, and GDP
growth on infant mortality growth and other controls

Dependent GDP per capita growth (�gdpci,t)
variable (1a) (2a) (3a) (4a) (5a) (6a)

̂�imri,t −1.754∗∗ −1.511∗ −1.791∗∗ −1.774∗ −2.010 −1.918
[0.885] [0.797] [0.836] [0.941] [1.229] [1.234]

Dependent Population growth (�popi,t)
variable (1b) (2b) (3b) (4b) (5b) (6b)

̂�imri,t −0.119 −0.132 −0.185 −0.119 −0.179 −0.560
[0.226] [0.156] [0.233] [0.255] [0.163] [0.449]

Dependent GDP growth (�gdpi,t)
variable (1c) (2c) (3c) (4c) (5c) (6c)

̂�imri,t −2.079∗∗ −1.895∗∗ −2.274∗∗ −2.099∗∗ −2.451∗ −2.965∗
[0.904] [0.846] [0.971] [1.021] [1.269] [1.634]

Dependent Specification (all panels)
variable 20-year frequency

lgdpci,t−1 Yes Yes Yes Yes Yes Yes
lpopi,t−1 Yes Yes Yes Yes Yes Yes
PostTransi,t−1 Yes Yes Yes Yes Yes Yes
Year trend Yes No No Yes No No
Country-specific No Yes No No Yes No

year trend
Period dummies No No Yes No No Yes
Country-specific No No No Yes Yes Yes

constants

Observations 84 84 84 84 84 84

Results from LIML estimations with Bekker (1994) adjustment, the dependent variables are GDP
per capita growth (�gdpci,t), population growth (�popi,t) and GDP growth (�gdpi,t), respectively.
The instruments are a dummy for the introduction of a universal public health care system and
interactions (see text). Standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

in particular, in small samples (see, e.g., Flores-Lagunes 2007; Angrist and
Pischke 2008). Tables 12 and 13 present the results for infant mortality and
crude death rate growth, respectively. The results are qualitatively as well
as quantitatively very similar to those obtained with 2SLS, even though the
standard errors are larger as is to be expected with LIML. Taken together,
however, the results suggest that the bias of the IV results is, at best, mod-
est. As suggested by Angrist and Pischke (2008), we replicate the baseline
specification using only the single best instrument in another robustness test.
The single best instrument is the interaction between the introduction dummy
and population size (�Insurancei,t−1 × lpopi,t−1). To allow for a constant effect,
we also include (�Insurancei,t−1) in the first stage. The significance of the point
estimates do not change, and the size of the coefficient is even a bit larger in
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Table 13 LIML estimation results for GDP per capita growth, population growth, and GDP
growth on crude death rate growth and other controls

Dependent GDP per capita growth (�gdpci,t)
variable (1a) (2a) (3a) (4a) (5a) (6a)

̂�cdri,t −0.582 −0.477 −2.407 −0.712 −0.743 −2.238∗
[1.024] [0.898] [1.786] [0.819] [1.230] [1.265]

Dependent Population growth (�popi,t)
variable (1b) (2b) (3b) (4b) (5b) (6b)

̂�cdri,t −0.234∗ −0.179 −0.391∗ −0.198∗ −0.153 −0.561∗∗∗
[0.135] [0.112] [0.218] [0.117] [0.105] [0.208]

Dependent GDP growth (�gdpi,t)
variable (1c) (2c) (3c) (4c) (5c) (6c)

̂�cdri,t −1.035 −0.869 −2.951∗ −1.074 −1.120 −3.097∗∗
[1.023] [0.975] [1.576] [0.892] [1.368] [1.281]

Dependent Specification (all panels)
variable 20-Year frequency

lgdpci,t−1 Yes Yes Yes Yes Yes Yes
lpopi,t−1 Yes Yes Yes Yes Yes Yes
PostTransi,t−1 Yes Yes Yes Yes Yes Yes
Year trend Yes No No Yes No No
Country-specific year trend No Yes No No Yes No
Period dummies No No Yes No No Yes
Country-specific constants No No No Yes Yes Yes

Observations 84 84 84 84 84 84

Results from LIML estimations with Bekker (1994) adjustment, the dependent variables are GDP
per capita growth (�gdpci,t), population growth (�popi,t) and GDP growth (�gdpi,t), respectively.
The instruments are a dummy for the introduction of a universal public health care system and
interactions (see text). Standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

absolute terms in all specifications. However, the first stage is considerably
weaker in these specifications.23

4 Robustness checks

4.1 Additional controls

Up to this point, the focus was mainly on the problem of reverse causality,
since this is the most serve endogeneity problem in empirical growth models.
In this section, we present the results of several robustness checks for various
confounds of the results. Potentially, there exists an omitted variable that is

23See Tables B.1 and B.2 in Online Appendix B.
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jointly correlated with the instrument, the change in mortality, and economic
or demographic development. In this case, the results obtained with our
identification strategy would still be biased.

Unfortunately, we have missing observations for most of the additional
controls. Therefore, we include the additional controls one by one. Further, we
estimate only the most parsimonious baseline specification including a calen-
dar time trend. To account for the lower number of observations, we replicate
the baseline specification with the reduced sample (unconstrained model
without the additional control).24 Then we apply a Durbin–Wu–Hausman
(DWH) test to check if there is a significant difference in the parameter of
interest between the constrained and unconstrained model.25

4.1.1 Inf luence of institutions

As discussed above, institutions can also have an important influence on
economic and demographic growth (see e.g., Acemoglu et al. 2005). In order
to account for this influence, we use three different measures for institutions.
We use a dummy for democratization, which is equal to one in the period after
election rules are introduced and zero otherwise (�ElectRulesi,t−1). Introduc-
tion dates of election rules are collected from Persson and Tabellini (2003).
Another measure is the age of these election rules (AgeElectRulesi,t−1).
This variable is equal to zero before the introduction of election rules and
afterwards corresponds to the difference between the respective observation
year and the introduction year. Finally, we use political regime dummies
from the Polity IV Project. We distinguish between autocracies, democracies,
and anocracies. The omitted category are anocracies, which are mixed or
incoherent authority regimes.

The differences in the coefficients compared to the benchmark results are
marginal. Regression results are presented in Table 14. According to the DWH
test, we do not find a significant difference in any of the models. This suggests
that the institution variables cannot account for the influence of mortality
growth on economic and demographic growth, i.e., the effect of mortality
changes on economic development does not appear to be just an indirect
effect of institutions, and accounting for institutions does also not damage our
identification strategy. However, especially for population growth, institutions
have some additional explanatory power.

24The first stage F-statistic takes often low values in the robustness checks. The reason is
that, in many instances, we do not observe the additional control variables in the period after
the introduction of a universal public health care system. Therefore, we do not only have a
lower number of observations in the sample, but even less observations in the period after the
introduction. In light of this, we find it worth noting that the F-statistic is in all specifications still
significant at the 5 %-level and the Shea’s R2 is considerably high.
25We calculate a heteroscedasticity robust DWH statistic following Baum and Schaffer (2003).
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Table 14 Second stage: 2SLS regression of GDP per capita growth, population growth, and
GDP growth on infant mortality growth and on crude death rate growth, with controlling for
democratization variables

�gdpci,t �popi,t �gdpi,t

20-year frequency 20-year frequency 20-year frequency
(1a) (2a) (3a) (4a) (5a) (6a)

̂�imri,t −1.456∗∗∗ −1.519∗∗∗ −0.102 −0.132 −1.922∗∗∗ −2.063∗∗∗
[0.420] [0.560] [0.136] [0.159] [0.576] [0.733]

�ElectRulesi,t−1 −0.014 −0.027∗∗ −0.092
[0.155] [0.013] [0.163]

AgeElectRulesi,t−1 0.001 −0.000 −0.000
[0.001] [0.000] [0.002]

Autocraciesi,t−1 0.012 0.011 0.060
[0.147] [0.024] [0.160]

Democraciesi,t−1 0.064 −0.035∗ 0.014
[0.093] [0.020] [0.118]

DWH statistic 0.034 0.000 0.003 0.060 0.015 0.011
p value 0.854 0.984 0.954 0.806 0.903 0.918
Shea’s R2 0.161 0.147 0.161 0.147 0.161 0.147
F-statistic 16.852 13.423 16.852 13.423 16.852 13.423
p value 0.000 0.000 0.000 0.000 0.000 0.000
Hansen’s J-statistic 2.652 2.302 5.561 8.855 0.977 0.697
p value 0.618 0.680 0.234 0.0648 0.913 0.952

Observations 84 84 84 84 84 84

�gdpci,t �popi,t �gdpi,t

20-year frequency 20-year frequency 20-year frequency
(1b) (2b) (3b) (4b) (5b) (6b)

�cdri,t −0.288 −0.151 −0.211∗ −0.245∗∗ −0.716 −0.637
[0.591] [0.533] [0.113] [0.104] [0.732] [0.619]

�ElectRulesi,t−1 0.039 −0.011 0.000
[0.177] [0.020] [0.213]

AgeElectRulesi,t−1 0.000 −0.000 −0.000
[0.001] [0.000] [0.002]

Autocraciesi,t−1 −0.028 0.038 0.062
[0.143] [0.029] [0.139]

Democraciesi,t−1 0.075 −0.011 0.072
[0.115] [0.022] [0.154]

DWH statistic 0.015 0.040 0.025 0.042 0.002 0.015
p value 0.902 0.841 0.875 0.838 0.968 0.902

Shea’s R2 0.177 0.199 0.177 0.199 0.177 0.199
F-statistic 12.502 6.921 12.502 6.921 12.502 6.921
p value 0.000 0.004 0.000 0.004 0.000 0.004
Hansen’s J-statistic 5.772 4.961 2.053 1.834 5.342 3.998
p value 0.217 0.291 0.726 0.766 0.254 0.406

Observations 84 84 84 84 84 84

4.1.2 Contemporaneous reforms

Another concern is that contemporaneous reforms (e.g., land or education
reforms) take place in the same time period of the introduction of universal



1578 A. Strittmatter, U. Sunde

Table 14 (continued)

Specification (all panels)

lgdpcit−1 Yes Yes Yes Yes Yes Yes
lpopit−1 Yes Yes Yes Yes Yes Yes
PostTransit−1 Yes Yes Yes Yes Yes Yes
Year trend Yes Yes Yes Yes Yes Yes
Missing dummy No Yes No Yes No Yes

Results from 2SLS regressions, the dependent variables are GDP per capita growth (�gdpci,t),
population growth (�popi,t) and GDP growth (�gdpi,t), respectively. The instruments are a
dummy for the introduction of a universal public health care system and interactions (see text).
Robust clustered standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)

public health care. In order to constitute a threat to our identification of the
effect, these reforms would have to be contemporaneous, they would have to
be picked up by the instrument, they would have to work through health (in
terms of child mortality or crude death rates), and they would have to have
an effect on the outcomes, particularly on economic growth. For some reforms
(e.g., land reforms), we think that such a scenario is less likely. Nevertheless,
such reforms could be approximated by a general change in the political
system, as it was controlled for in the last section.

For educational reforms, it is likely that they have an effect on health and
economic outcomes, e.g., through the fertility channel (Fort et al. 2011). In
Table 15, we control for compulsory years of education (CompEduci,t−1) and
changes in years of compulsory education (�CompEduci,t−1). Compared to the
baseline specifications, the results remain qualitatively unchanged. The point
estimates become even larger in size and the effect of crude death rate on
GDP growth is significant when controlling for change in compulsory years of
education. At the same time, we find that, in particular, compulsory years of
education have additional explanatory power.

4.1.3 Sectoral composition

The introduction of a universal public health care system could increase the
number of doctors, nurses, and chemists. People who work in the service sector
have lower mortality rates, since the probability of an accident is much lower
in such occupations. Finally, the fraction of people working in the health sector
could be correlated with economic and demographic growth since it is an
indicator for structural change. In order to account for potential biases, we
would ideally condition on the fraction of people working in the service sector.
This variable is not available, but we have as proxy the fraction of GDP by
sector of origin. We distinguish between the agricultural (% Agriculturei,t−1),
industrial (% Industryi,t−1), and service sectors. Since the shares sum up to
one, we use the service sector as omitted category. The coefficients of interest
remain robust when including control variables for structural change (see
Table C.1 in Online Appendix C).
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Table 15 Second stage: 2SLS regression of GDP per capita growth, population growth, and GDP
growth on infant mortality growth and on crude death rate growth, with controlling for compulsory
years of schooling variables

�gdpci,t �popi,t �gdpi,t

20-year frequency 20-year frequency 20-year frequency
(1a) (2a) (3a) (4a) (5a) (6a)

̂�imri,t −1.796∗∗∗ −1.794∗∗∗ −0.154 −0.149 −2.412∗∗∗ −2.356∗∗∗
[0.604] [0.396] [0.099] [0.154] [0.624] [0.490]

CompEduci,t−1 −0.029∗∗ −0.009∗∗∗ −0.047∗∗∗
[0.013] [0.001] [0.016]

�CompEduci,t−1 −0.008 −0.002 −0.012
[0.016] [0.004] [0.022]

DWH statistic 0.015 0.036 0.021 0.004 0.028 0.039
p value 0.904 0.849 0.886 0.948 0.866 0.843

Shea’s R2 0.136 0.183 0.136 0.183 0.136 0.183
F-statistic 6.846 6.037 6.846 6.037 6.846 6.037
p value 0.005 0.008 0.005 0.008 0.005 0.008
Hansen 2.231 4.546 5.979 5.231 2.516 1.8
p value 0.693 0.337 0.201 0.264 0.642 0.772
Observations 69 64 69 64 69 64

�gdpci,t �popi,t �gdpi,t

20-year frequency 20-year frequency 20-year frequency
(1b) (2b) (3b) (4b) (5b) (6b)

̂�cdri,t −0.01 −0.675 −0.250∗∗ −0.308∗∗ −0.467 −1.307∗∗
[0.675] [0.448] [0.105] [0.143] [0.757] [0.600]

CompEduci,t−1 −0.013 −0.010∗∗∗ −0.029∗∗∗
[0.010] [0.002] [0.011]

�CompEduci,t−1 −0.006 −0.001 −0.01
[0.016] [0.004] [0.023]

DWH statistic 0.001 0.001 0.025 0 0.005 0.001
p value 0.974 0.975 0.874 0.983 0.943 0.974

Shea’s 0.236 0.19 0.236 0.19 0.236 0.19
F-statistic 12.827 28.861 12.827 28.861 12.827 28.861
p value 0 0 0 0 0 0
Hansen 4.386 3.79 3.654 2.74 4.463 4.578
p value 0.356 0.435 0.455 0.602 0.347 0.333
Observations 69 64 69 64 69 64

Specification (all panels)

lgdpcit−1 Yes Yes Yes Yes Yes Yes
lpopit−1 Yes Yes Yes Yes Yes Yes
PostTransit−1 Yes Yes Yes Yes Yes Yes
Year trend Yes Yes Yes Yes Yes Yes

Results from 2SLS regressions, the dependent variables are GDP per capita growth (�gdpci,t),
population growth (�popi,t) and GDP growth (�gdpi,t), respectively. The instruments are a
dummy for the introduction of a universal public health care system and interactions (see text).
Robust clustered standard errors are in brackets
∗ p = 0.10; ∗∗ p = 0.05; ∗∗∗ p = 0.01 (significant)
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4.1.4 Public consumption

Additionally, one might think that it is important to condition for government
expenditure. The introduction of a universal public health system could be
rather expensive and could have a direct effect on economic growth and via
the larger income also on mortality growth. However, Lindert (2004) argues
that developed countries show much care in choosing the design of taxes and
transfers so as to avoid compromising growth. We can observe public con-
sumption as share of total GDP (% PubConsi,t−1) in the data. Results includ-
ing public consumption as additional control do not deliver any significant
difference in the coefficient of infant mortality growth in comparison to the
baseline model with this smaller sample (see Table C.2 in Online Appendix
C). Additionally, one could argue that the share of public consumption has no
influence on the coefficients of interest, but the change in public consumption,
following an argument that only changes in fiscal policy influence economic
development. However, when conditioning on the lagged relative public
consumption growth (�% PubConsi,t−1), the coefficients of infant mortality
growth are not significantly different. The effect of infant mortality growth on
population growth even becomes significant, but this can be explained by the
different sample compositions (see Table C.3 in Online Appendix C).

4.1.5 Labor disputes

It could also be that individuals have a higher work-life satisfaction after the
introduction of a universal public health care system, because they have the
feeling that the government takes care of them. Higher satisfaction could have
an influence on health as well as on economic development, since more sat-
isfied individuals could have a higher productivity. We use the lagged number
of labor disputes (per million workers) (#Dispi,t−1) and the lagged number
of workers involved in labor disputes (per million workers) (#Worki,t−1) as
proxy for work-life satisfaction. Since we have a number of autocratic (terror)
regimes in our sample, where the population is potentially very unsatisfied but
is not allowed to demonstrate, we additionally condition on democracies. Re-
sults can be found in Table C.4 in Online Appendix C. According to the DWH
test, the coefficient of interest is not affected significantly by this. In order to
have also a different proxy for work-life satisfaction, we include the lagged
number of days lost in labor disputes (per million workers) (DaysLosti,t−1) in
the regressions, but the coefficient of interest is not affected by this according
to the DWH test (see Table C.5 in Online Appendix C).

4.1.6 Gross capital formation

Finally, one could argue that our estimation model is misspecified since one
needs to condition on the gross capital formation according to the prediction
of the Solow growth model. For a small number of observations, we have data
on the gross capital formation as share of total GDP ( %GCFi,t−1). Results
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are presented in Table C.6 in Online Appendix C. We find that the effect of
infant mortality growth on GDP per capita growth differs significantly at the
10 %-level when we condition on gross capital formation, and the effect is even
more negative than that in the baseline. If anything, our baseline specifications
would underestimate the true absolute effect of infant mortality growth on
GDP per capita growth. The effects on population growth and GDP growth
are unaffected by the inclusion of gross capital formation.

4.2 Placebo treatments

As another robustness check, we apply a placebo treatment test. As placebo
treatment, we artificially set the instrument equal to one period “too early”.26

Accordingly, the instrument is equal to one in the period prior to the introduc-
tion and not in the period after the introduction of a universal public health
care system. Since there is not enough adjustment time for the mechanisms that
affect changes in mortality, we expect zero effect at the first stage. As expected,
the instrument and the interaction have virtually no effect on mortality growth.
Tables D.1 and D.2 in Online Appendix D display the first stage of the placebo
treatment test for the baseline specifications. Almost all coefficients of the
instruments are insignificant or only weakly significant at the 10 % level.
The Shea’s R2 and the F-statistic are rather low, which indicates that the
placebo instrument has nearly no power despite a comparably large number
of observations as in the main analysis. In the second stage (see Tables D.3
and D.4 in Online Appendix D), the coefficients of interest are insignificant
(excluding two cases) and have high standard errors; most coefficients change
sign and become positive. We interpret this as indication that our identification
strategy passes the placebo treatment test. This also suggests that it it unlikely
that the previous results are driven by common time trends or random shocks.
Moreover, this supports our initial assumptions about the causal channel,
namely that first the universal public health care systems were introduced and
then the effects on economic and demographic development unfolded, and not
vice versa.

4.3 Different data frequencies

One important parameter in our empirical analysis is the choice of the data
frequency. The choice of a 20-year data frequency is to some extent arbi-
trary. In our identification approach, the data frequency has two important
implications. On the one hand, we want a fairly high data frequency, because
otherwise the instrument has no power on mortality growth. In the long
run, the effect of the introduction of a universal public health care system

26A delayed placebo makes less sense since the placebo might pick up delayed treatment effects
as the spread of health system coverage. Similarly, indirect effects like demographic change and
education might become active with a delay.
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diminishes. On the other hand, we need a sufficiently low data frequency,
because we expect that the effects of mortality change on economic and
demographic development have a rather long-run character and need time to
unfold. If the data frequency is too high, mortality growth has no influence on
the outcome variables. In this section, we therefore investigate the sensitivity
of our results for alternative data frequencies of 15- and 30-year periods.

Using a 15-year frequency, the main results remain robust (see Tables E.1
and E.2 in Online Appendix E). Infant mortality growth has a negative effect
on GDP per capita growth and GDP growth and no significant effect on
population growth. The coefficients are smaller, which indicates that infant
mortality has a smaller effect on economic and demographic growth in the
short run. When using a 30-year data frequency, the number of observations
becomes very small, but the size of the coefficients is even larger than for
the 20-year data frequency in the specifications without period dummies (see
Tables E.3 and E.4 in Online Appendix E). When we increase the data
frequency further to 40 years, the coefficients of interest get even larger.
However, the first stage has less power and the number of observations
decreases to 35. For crude death growth, we find that the instrument has strong
power independent of the data frequency. In summary, we conclude that our
estimates might potentially not capture the total effect of mortality growth on
economic and demographic growth. Our findings might nevertheless be valid
for the medium term. Long-run effects of mortality growth on economic and
demographic growth could be even stronger but are difficult to identify with
our identification strategy.

5 Conclusion

This paper has applied a novel identification strategy based on the timing of
the implementation of a universal public health system to estimate the causal
effect of mortality changes on economic growth and population growth. The
results indicate that a reduction in mortality accelerates growth of income
per capita and population size and reconcile earlier findings in the literature
by documenting a positive effect of mortality reductions on growth based
on an identification strategy that exploits within-country over time variation.
This suggests that the discrepancies in earlier findings might be the result of
differences in sample composition, rather than identification method. More-
over, our results suggest that public health policy plays a potentially important
role for economic development.

Naturally, there are caveats to our analysis that need to be taken into
account when interpreting our results. First, the findings are based on a small
sample, with the identifying variation stemming from European countries
in the late nineteenth and early twentieth century. As in previous studies,
sample composition might affect the generality and external validity of our
results. Nevertheless, given the particular sample, the results can be seen
as a complement to studies using exclusively cross-country variation in geo-
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climatological conditions (as in Lorentzen et al. 2008) or using within-country
variation during a very particular period of global development (as the global
epidemiological transition exploited by Acemoglu and Johnson 2007). As
always in this type of empirical work, the interpretation of the results critically
hinges on the fact that all possible confounds and relevant variables have been
included in the estimation. In light of our extensive robustness checks, we are
confident that the results are robust and not driven by omitted variables such as
other reforms like institutional change in the quality of democracy, education
reforms, or other developments like sectoral change, worker movements, or
changes in government expenditure patterns. However, more work is needed
to investigate the channels through which the causal effect of health on
economic growth operates, and what might be additional consequences of
health improvements, e.g., on fertility, education, consumption patterns, or
retirement.27
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