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Abstract
Artificial intelligence (AI) is often described as crucial for making healthcare safer and more efficient. However, some 
studies point in the opposite direction, demonstrating how biases in AI cause inequalities and discrimination. As a result, a 
growing body of research suggests mitigation measures to avoid gender bias. Typically, mitigation measures address vari-
ous stakeholders such as the industry, academia, and policy-makers. To the author’s knowledge, these have not undergone 
sociological analysis. The article fills this gap and explores five examples of mitigation measures designed to counteract 
gender bias in AI within the healthcare sector. The rapid development of AI in healthcare plays a crucial role globally and 
must refrain from creating or reinforcing inequality and discrimination. In this effort, mitigation measures to avoid gender 
bias in AI in healthcare are central tools and, therefore, essential to explore from a social science perspective, including 
sociology. Sociologists have made valuable contributions to studying inequalities and disparities in AI. However, research has 
pointed out that more engagement is needed, specifically regarding bias in AI. While acknowledging the importance of these 
measures, the article suggests that they lack accountable agents for implementation and overlook potential implementation 
barriers such as resistance, power relations, and knowledge hierarchies. Recognizing the conditions where the mitigation 
measures are to be implemented is essential for understanding the potential challenges that may arise. Consequently, more 
studies are needed to explore the practical implementation of mitigation measures from a social science perspective and a 
systematic review of mitigation measures.
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1  Introduction

Artificial intelligence (AI) is rapidly transforming medicine 
and the healthcare sector. It is often described as crucial in 
making future healthcare safer and more efficient. Integrat-
ing AI in healthcare is considered necessary for addressing 
challenges arising from an aging population and the shortage 
of proficient healthcare staff (Bajwa et al. 2021). AI can pro-
vide treatment recommendations and prioritization decisions 
when resources are limited (Alowais et al. 2023).

Previous studies have reported how AI has been devel-
oped and used in various areas, such as identifying embryos 

in in-vitro fertilization, assessing X-ray images, and detect-
ing various forms of cancer (Esteva et al. 2017; Khosravi 
et al. 2019; Liu et al. 2019; Hu et al. 2019). For computer-
aided diagnosis and image-based screening, AI systems are 
being adopted worldwide (Larrazabal 2020). Moreover, 
studies show how AI can predict risks of conditions such as 
sepsis and cardiovascular disease (Goh et al. 2021; Oikono-
mou et al. 2019; Weng et al. 2017).

However, while the use of AI in healthcare is expected 
to contribute to high-quality care, some studies point in the 
opposite direction. AI can reinforce biases, inequality, and 
discrimination. Understanding AI technologies’ impacts is 
thus significant (O’Connor and Liu 2023; Marinucci et al. 
2023).

In their systematic literature review, Lau et al. (2023) 
conclude that there is a need for more representative data 
on women’s healthcare conditions on a general level. Simi-
larly, García-Micó and Laukyte (2023) highlight how female 
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representation and bodies are underrepresented in training 
algorithms. According to the authors, a massive data gap 
exists between females’ and males’ involvement in clinical 
trials, medical therapies, and disease treatment. Representa-
tive datasets are important since diseases may manifest dif-
ferently in women and men, younger and older individuals, 
and across different ethnicities. Consequently, unrepresenta-
tive training data used by algorithms in healthcare can lead 
to misdiagnoses and biased, ineffective, and discriminatory 
AI applications. In healthcare, such discrimination can affect 
which groups receive accurate diagnoses and appropriate 
treatments. Further, machine-learning models learn from 
historically collected data that could be based on stereo-
types. When operationalized into decision-making systems 
in healthcare, this can have significant consequences (c.f. 
Rajkomar et al. 2018).

As a result of the growing body of research indicating 
significant risks of bias in AI, there has been a general 
increase in research addressing how risks can be mitigated 
(e.g. Bellamy et al. 2019; Deshpande et al. 2020; Dhar et al. 
2020; Stafanovičs et al. 2020; Wang et al. 2019). Mitiga-
tion measures, checklists, and recommendations to avoid 
risks have been developed and presented in research arti-
cles, policy documents, research funding bodies, and journal 
instructions for authors who report their findings within AI 
research. Some mitigation measures are targeted directly 
at medicine and healthcare, while others are broader and 
refer to AI research in various fields. Some focus only on 
gender, while others concern social categories such as age, 
disability, and ethnicity. However, to the author’s knowledge, 
these kinds of mitigation measures have not yet undergone 
sociological analysis.

According to Liu (2021), there is an increasing interest 
in utilizing sociological concepts to examine AI’s social 
aspects, origins, and outcomes. Sartori and Theodorou 
(2022) also discuss how a sociological approach to AI 
expands the exploration of its broad societal implications 
and provides essential insights for AI developers and design-
ers. Current research is driven by technical possibilities 
applied to social and economic issues. This technical focus 
often overlooks social complexities like inequality, diversity, 
and power dynamics. In contrast, sociologically informed 
research questions could significantly influence and enhance 
technological development, ensuring AI systems are more 
attuned to these social nuances. Further, Joyce et al. (2021) 
argue that sociologists can identify how inequalities are 
embedded in all aspects of society and, therefore, have a 
prominent role in understanding the development of AI since 
AI is not just a question of technological design and devel-
opment. The development and implementation of AI raises 
questions about power and social order. Sociologists have 
made valuable contributions to studying inequalities and dis-
parities in AI design, development, and use. However, more 

engagement from sociological scholars is needed, specifi-
cally regarding issues such as bias in AI (Joyce et al. 2021; 
Zajko 2022), which this article targets.

Consequently, this article aims to explore and analyze 
five examples of mitigation measures proposed in research 
within medicine and healthcare. In doing so, the article con-
tributes to the sociology of AI – an emerging research field 
that, according to Liu (2021), engages scholars from across 
the full spectrum of sociology. Further, the article raises 
practical implications for organizations that make use of 
mitigation measures in practice.

Two research questions are posed in the article:

1.	 Which pathways toward mitigating bias are suggested?
2.	 What actors do the mitigation measures target?

The article analyzes mitigation measures and recom-
mendations developed to counteract bias in AI, specifically 
within the healthcare sector. The development of this sector 
plays a crucial role globally. Today, it is evident that AI 
affects or will affect almost every aspect of healthcare (Chen 
and Decary 2020). Hence, exploring mitigation measures 
from several perspectives within social sciences, including 
sociology, is important.

Mitigation measures are understood as specific practices, 
actions, recommendations and/or strategies taken to reduce 
and/or prevent undesirable impacts of AI while still allowing 
and supporting it (cf. Straw and Stanley 2023). In a health-
care context, mitigation measures are utilized for reducing 
bias in the design, development and implementation of AI 
systems. They aim to minimize risks and maximize the ben-
efits of medical AI (c.f. Gray et al. 2024: European Parlia-
ment 2022).

The article is structured as follows. First, the methodo-
logical framework of the article is presented. Next, the arti-
cle outlines examples of the implications of gender bias in 
AI within healthcare settings, aiming to contextualize the 
background and imperative for mitigation measures. The fol-
lowing sections present and analyze five cases of mitigation 
measures for avoiding AI bias. The article concludes with 
a discussion that reconnects to the purpose of the article. 
Finally, this article suggests lessons that can be learned from 
these cases going forward.

2 � Methodological framework

This study applies a case study methodology, an approach 
used in previous studies interested in gender bias perpetua-
tion and mitigation in AI technologies (O’Connor and Liu 
2023). Initially, searches were conducted in databases (Sco-
pus, PubMed, and Cinahl) based on various combinations 
of keywords such as “Gender bias,” “Artificial intelligence,” 
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“Healthcare,” “Mitigation measures,” “Recommendations,” 
and “Avoiding bias in AI." The five case studies that became 
the subject of analysis in this study were chosen because they 
met the following criteria: (a) Consist of recommendations 
for avoiding bias in AI in the healthcare sector, (b) Empha-
size social rather than technological aspects in the mitigation 
measures, and (c) Newly published (2020–2023) articles in 
peer-reviewed journals. The selection of the examples aligns 
with the article’s ambition to present and analyze examples 
of mitigation measures and to draw attention to these meas-
ures as a critical area of sociological inquiry and calling for 
further exploration from a social science perspective.

A case study is typically utilized when the researcher 
is interested in comprehensively understanding a specific 
individual or group and/or, like in this article, a specific 
phenomenon. It often employs various methods like inter-
views, observation, and text analysis. The disadvantage usu-
ally emphasized is that case studies cannot be generalized. 
On the other hand, some argue that case studies are gener-
alizable when developing and generalizing theories. How-
ever, a case study cannot generalize populations or describe 
frequencies (Yin 2018; Merriam 2009). This article does 
not intend to generalize. Instead, nuances and complexities 
are explored to gain insights into the specific phenomenon 
of mitigation bias to avoid gender bias in AI in healthcare 
settings.

3 � Gender bias in AI in healthcare settings – 
the imperative for mitigation measures

Today, there is no generally accepted definition of artificial 
intelligence (Sheikh et al. 2023). According to Bajwa et al. 
(2021: 189), AI refers to:

(…) the science and engineering of making intelligent 
machines through algorithms or a set of rules, which 
the machine follows to mimic human cognitive func-
tions, such as learning and problem-solving. AI sys-
tems have the potential to anticipate problems or deal 
with issues as they come up and, as such, operate in an 
intentional, intelligent, and adaptive manner.

A general and simplified understanding is that AI can 
learn and recognize patterns from large datasets. This means 
that AI systems in healthcare settings can, for instance, 
identify various diseases and provide treatment recommen-
dations and prioritization decisions. AI can also convert 
medical records into information indicating likely diagnoses 
(Quinn et al. 2021).

Among the most common causes of AI bias reproduced 
in a healthcare setting are imbalanced datasets within the AI 
training data. Larrazabal et al. (2020) discuss how AI sys-
tems trained primarily on males perform worse when tested 

on females. This can be derived from diseases manifesting 
differently for women and men. Taking dermatology as an 
example, sex and gender differences are essential to consider 
when creating algorithms due to gender-based differences 
in skin diseases that can affect the performance of AI in 
skin cancer diagnosis. For example, females suffer more fre-
quently from melanomas on the hip and lower extremities 
compared to males. Therefore, algorithms must rely on train-
ing sets with a variety and diversity of patients, taking differ-
ent dermatologic conditions for different sexes into account 
(Lee et al. 2022; Olsen et al. 2020; Yuan et al. 2019).

Similar examples have been identified in other areas. In 
their study, Tomašev et al. (2019) as cited in Ibrahim et al. 
2021) examine an algorithm for predicting acute kidney 
injury in adults. The training dataset was unrepresentative 
and derived mainly from male patients. As expected, the 
algorithm was found to cause gender disparities and bias. 
However, previous research has also demonstrated strategies 
to overcome challenges with unrepresentative datasets. Such 
research has shown that it is possible to be gender sensitive 
in the development of AI. Cardiovascular disease has, for 
example, different expressions in women and men, which 
has been recognized decades ago. Symptoms of cardiovas-
cular disease are more subtle in women, resulting in delayed 
diagnosis and treatment (Baart et al. 2019). Consequently, 
it is crucial to consider gender when building a cardiovas-
cular disease diagnosis model. In a recent study, the effect 
of separating the dataset of cardiovascular disease patients 
into two different datasets for female and male patients was 
investigated. Separate dataset diagnosis models for females 
and males resulted in faster detection, decision-making, and 
treatment (Hogo 2020).

Generally, gender bias can arise when algorithms are 
trained using unrepresentative datasets. However, existing 
biases, norms, and stereotypes in society and healthcare 
can also influence AI bias’s (re)production. As argued by 
Hassani (2021), the way society behaves (for example, dis-
crimination towards gender) will be reflected by the system 
and models since algorithms learn from the data provided. 
If data contains gender stereotypes and are affected by a 
social bias perspective, the AI system will perpetuate these 
disparities (Saka 2020; Rajkomar et al. 2018).

Previous studies have highlighted that a lack of diver-
sity and interdisciplinarity in AI development teams could 
also cause AI biases and discrimination. It has been argued 
that including women in the development and implementa-
tion of AI is crucial since AI solutions tend to be designed 
with limited (male) perspectives and experiences. This 
affects the quality of the solutions (Roopaei et al. 2021). 
However, female representation in AI is progressing slowly. 
Still, developers of AI are overwhelmingly male. UNESCO 
reports that women represent only 12% of artificial intel-
ligence researchers globally, 20% of employees in technical 
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roles in machine learning companies, and 6% of professional 
software developers (World Economic Forum 2023).

In sum, previous research has identified several reasons 
why gender bias in AI arises. When missing data and/or data 
based on bias/stereotypes is operationalized into algorithmic 
decision-making systems, discrimination and gender dispari-
ties will occur. This poses particular risks in sectors like 
healthcare (Larrazabal et al. 2020). Therefore, a growing 
body of studies has recognized an urgent need for mitigation 
measures, recommendations, and/or checklists to minimize 
the risks associated with AI applications and maximize the 
benefits of AI in healthcare contexts.

4 � Cases of mitigation measures to avoid 
gender bias in AI

In this section, five examples (Buslón et al. 2023; Cirillo 
et al. 2020; Wesson et al. 2022; Gichoya et al. 2023; Lee 
et al. 2022) of mitigation measures to avoid gender bias in 
AI in healthcare are presented.

In their article, Buslón et al. (2023: 01) present “(…) key 
recommendations to facilitate the inclusion of sex and gen-
der perspective into public policies, educational programs, 
industry, and biomedical research, among other sectors, and 
help overcome sex and gender biases in AI and health”. The 
recommendations result from awareness-raising actions 
such as keynote sessions, seminars, and working groups 
with invited academic experts, journalists, NGOs, indus-
try, and policy-makers. Buslón et al. (2023:05–06) present 

recommendations to various target groups such as AI practitioners and academies, industry, civil society, and policy-makers 
and governments. The recommendations for each target group are summarized in the table below:

Target group Recommendation 1 Recommendation 2 Recommendation 3 Recommendation 4 Recommendation 5

AI practitioners 
and academies

Educate and train 
on how to intro-
duce the sex and 
gender dimension in 
research and during 
career-specific sub-
jects focusing on the 
social impact of AI 
and its applications 
for social good

Define and apply 
metrics to evaluate 
AI biases, and tech-
niques for mitigating 
biases in datasets 
and models

Use adequate guidelines 
and international 
recommendations to 
standardize the data 
collection process

Work and include a 
socially inclusive 
and interdisciplinary 
perspective to define 
cross-cutting solu-
tions in health and AI 
that include health 
professionals, soci-
ologists, psycholo-
gists, engineers and 
end-users to empower 
diverse teams with 
better results and 
solutions

Promote publishing 
policies that foster 
sex and gender 
balance in research 
recruitment and 
analysis of data

Industry Promote the use of 
certification and 
regulation in all the 
processes

Provide more infor-
mation to all the 
staff regarding the 
relevance of quality 
and fairness in train-
ing data sets

Develop and apply 
methods to balance 
databases and make 
more emphasis on the 
documentation of AI 
processes and appli-
cability

Include socio-cultural 
aspects into AI pro-
cesses by integrating 
different points of 
view in the design, 
development and 
evaluation of tech-
nological research in 
order to avoid bias 
and to generate audits 
for citizen participa-
tion

Civil society Participate in edu-
cational programs, 
open debates, and 
other initiatives to 
grow a digital liter-
acy and responsible 
scientific research 
and development 
culture in a plural 
and egalitarian way

Require scientific evi-
dence and transpar-
ency in AI processes 
from companies, 
academia, and 
policy-makers that 
have a social impact

Develop initiatives 
that protect the most 
vulnerable population, 
especially women, in 
AI applications and 
health

Promote and demand 
AI guidelines aligned 
with the UN SDGs as 
a goal to have clear 
benefits in society
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Target group Recommendation 1 Recommendation 2 Recommendation 3 Recommendation 4 Recommendation 5

Policy-makers and 
governments

Define and offer a 
public certification 
and regulation as a 
key legal aspect in 
all sectors to guar-
antee the benefits of 
AI in society

Provide an inclusive 
strategy in health 
promotion and care 
to benefit all citizens

Develop public policies 
in trustworthy AI to 
apply in all sectors

Invest in research and 
initiatives on AI 
regarding gender and 
diversity

Provide more public 
information to 
citizens and training 
about how to intro-
duce the perspective 
of sex and gender in 
science

Cirillo et al. (2020) explore sex and gender disparities in 
biomedical technologies used in precision medicine. They 
argue that biomedical AI tools lack bias detection mecha-
nisms and risk overlooking the influence of sex and gender 
on health and disease. Based on their study, Cirillo et al. 
provide four recommendations “(…) to ensure that sex and 
gender differences in health and disease are accounted for in 
AI implementations that inform Precision Medicine (2020: 
81)”. The integration of these four recommendations aims 
to accelerate progress toward developing effective strategies 
to enhance population health and wellbeing.

Distinguish between desirable and undesirable biases 
and guarantee the representation of desirable biases in 
AI development (see Introduction: Desirable vs. Undesir-
able biases).
Increase awareness of unintended biases in the scientific 
community, technology industry, among policy-makers, 
and the general public (see Sources and types of Health 
data and Technologies for the analysis and deployment 
of Health data).
Implement explainable algorithms, which not only pro-
vide understandable explanations for the layperson, but 
which could also be equipped with integrated bias detec-
tion systems and mitigation strategies, and validated 
with appropriate benchmarking (see Valuable outputs of 
Health technologies).
Incorporate key ethical considerations during every stage 
of technological development, ensuring that the systems 
maximize wellbeing and health of the population (…).

Gichoya et al. (2023) discuss how diverse AI applications 
are utilized across various healthcare systems. As their usage 
expands, failures of these applications and how they can 
perpetuate bias are discovered. Therefore, according to the 
authors, it is crucial to prioritize bias assessment and mitiga-
tion, particularly in radiology applications. They present pit-
falls within the larger AI lifecycle—from problem definition 
and dataset selection to model training and deployment—
causing AI bias. Based on these pitfalls, strategies for miti-
gating biases within the broader framework of implementing 
AI in the healthcare enterprise are provided.

They summarize their recommendations as follows:

To mitigate bias, we must continue to create and use 
diverse and representative data sets develop and test rigorous 
testing and validation protocols, perform ongoing monitor-
ing and evaluation of model performance. Bias risk assess-
ment tools can facilitate this process. Bias mitigation is 
especially important as we understand human–machine part-
nership, with early findings showing worsening performance 
for experts when presented with biased model outputs. Most 
importantly, we cannot overemphasize the need for diverse 
teams to work on this challenging topic. By taking a com-
prehensive and multifaceted approach to addressing bias in 
AI model development, researchers and practitioners can 
help to ensure that these technologies are used ethically and 
responsibly to benefit all patients (Gichoya et al. 2023: 6).

Lee et al. (2022) discuss the growing interest in utilizing 
machine learning and artificial intelligence tools in derma-
tology. They are particularly interested in skin cancer diag-
nosis and evaluation of other dermatologic conditions. As 
these technologies evolve, it is critical to mitigate disparities 
based on sex and gender in healthcare delivery. Lee et al. 
advocate for the consideration of sex and gender differences 
in algorithms within dermatology due to sex-specific condi-
tions of various cancers and autoimmune disorders. They 
propose the following recommendations aiming to enhance 
favoring bias while preventing undesirable bias:

•	 Incorporate sex and gender into patient metadata when 
creating algorithms

•	 Report patient demographics of training and testing data-
sets

•	 Demonstrate fair performance across the spectrum of 
sexes and genders

•	 Account for intersectionality of patient factors, such as 
race, sexuality, and gender, in algorithms for increased 
accuracy

•	 Ensure adequate representation of gender and racial 
minorities

•	 Demonstrate accuracy of performance for specific, mar-
ginalized groups

•	 Increase reporting of sex and gender distributions for 
ML/AI datasets
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•	 Ensure adequate representation of all sexes and genders 
in datasets

•	 Promote future research on differences in dermato-
logic conditions in all genders, including transgender, 
nonbinary, and other gender-diverse patients (Lee et al. 
2022:402).

In their review, Wesson et al. (2022) discuss big data and 
health equity concerns. They explore instances where big 
data applications unintentionally have reinforced discrimina-
tory practices. Big data is contextualized through the lens of 
the five Vs—(volume, velocity, veracity, variety, and value), 
and a sixth V is introduced – virtuosity. Virtuosity targets 
equity and justice frameworks. Wesson et al. illustrate ana-
lytical approaches for enhancing equity and suggest that the 
following recommendations should be taken into account to 
improve equity in big data research:

•	 First, include social epidemiologists in research and pri-
oritize social epidemiology training beyond programs 
in epidemiology and other public health disciplines. 
Scientists who study social epidemiology have deeper 
knowledge of the structural and systemic forces that have 
generated the distribution of advantages and disadvan-
tages in society (…)

•	 Second, increase the level of diversity in researchers 
across disciplines pursuing big data and equity. Discrimi-
natory biases can be prevented through the addition of a 
wide range of perspectives, which can reduce the likeli-
hood of generating biases based on singular viewpoints 
(…)

•	 Third, generate partnerships between industry and aca-
demia (…). Big tech should work with social epidemiolo-
gists to generate more ethical and virtuous research.

•	 Fourth, federal and state policies are needed to safeguard 
against biased and discriminatory production of big data.

•	 Fifth, it is important for us as scientists to evaluate our 
own biases and understand that we do not have the 
breadth of experience to know what is fully needed to 
improve equity. (Wesson et al. 2022: 70–71).

5 � Analysis and discussion

The five cases of mitigation measures presented provide 
comprehensive recommendations, actions, and strategies 
for preventing AI bias in healthcare and medicine. Even if 
the mitigation measures concern different areas and aspects 
of healthcare, the following analysis reveal how they target 
some similar issues. This analysis and discussion section is 
organized into three subthemes that identify, examine, and 
critically discuss recurrent patterns observed across the five 
cases.

5.1 � Inclusivity and diversity as mitigation pathways

The importance of inclusivity and diversity is a promi-
nent theme in the five cases, meaning that interdisciplinar-
ity, interdisciplinary collaboration, and diverse teams are 
emphasized in various ways. Gender and diversity perspec-
tives are distinguished as crucial for creating AI technolo-
gies and systems that are fair and unbiased. Buslón et al. 
(2023) recommend, for example, that a socially inclusive 
and interdisciplinary perspective should be included and 
that results and solutions will be better with diverse teams 
that include health professionals, sociologists, psychologists, 
engineers, and end-users. Promoting publishing policies that 
foster sex and gender balance in recruitment and analysis of 
data are also highlighted in their recommendations. Further, 
they also recommend that socio-cultural insights into AI pro-
cesses should be included by integrating different points of 
view in the research’s design, development, and evaluation. 
Gichoya et al. (2023) argue that they cannot overempha-
size the need for diverse teams to work on this challenging 
topic. They recommend a comprehensive and multifaceted 
approach to addressing bias in AI. Inclusive datasets when 
creating algorithms by incorporating sex and gender, racial 
minorities, transgender, nonbinary, and other gender-diverse 
patients are also highlighted in Lee et al. (2022) while Wes-
son et al. (2022) recommend diversity in researchers across 
disciplines. Further, they argue that increasing the level of 
diversity in researchers can prevent discriminatory biases 
through a wide range of perspectives. Generating partner-
ships between industry and academia is also recommended.

In summary, embracing inclusivity and diversity, empha-
sizing collaboration between practioners and academia, 
acknowledging interdisciplinarity, and indirectly challenging 
the notion that one scientific discipline is superior to another 
in the context of medical AI is promising. Much evidence 
supports an urgent need for engineers and researchers in gen-
der studies, social sciences, design, technology, data science, 
et cetera, to collaborate in developing fair AI. As Schiebin-
ger and Schraudner (2011) argue, gender analysis and per-
spective can provide critical rigour in medicine research, 
policy and practice. However, the recommendations give the 
impression that there are no knowledge hierarchies and con-
flicts in working in an interdisciplinary manner and adopting 
a gender perspective. The potential lack of understanding 
and communication between technology-oriented and social 
science perspectives is overlooked, as well as the fact that 
researchers and practitioners in these areas may have dif-
ferent terminologies, methods, and goals. This can make it 
challenging to work with these perspectives in an effective 
and integrated manner. Although there seems to be agree-
ment behind the recommendations that interdisciplinarity 
(or transdisciplinarity) knowledge production can overcome 
bias in AI, it is likely that this knowledge production heavily 
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depends on broader changes to the current knowledge regime 
in place (c.f. Felt et al. 2016).

The incorporation and consideration of gender and other 
social categories are depicted as processes that can be seam-
lessly undertaken. Even if some argue that there has been 
much less resistance in the research community against gen-
der issues and perspectives during the last decades (Mell-
ström, 2021), it can also be noted that we are facing a new 
wave of resistance to gender theory, perspectives and prac-
tice (Kuhar and Paternotte 2017). The recommendations are 
expected to be implemented in contexts likely character-
ized by certain conditions, power relations, and knowledge 
hierarchies. While significant progress has been achieved 
through interdisciplinary teams and integrating gender and 
diversity perspectives into health-related research, there are 
still challenges. It cannot be taken for granted that research-
ers are prepared to conduct and/or accept sophisticated sex 
and gender analysis (c.f. Schiebinger and Klinge 2015).

5.2 � Enhancing knowledge and awareness raising 
activities

In addition to recommendations highlighting the importance 
of inclusivity and diversity, increasing knowledge and rais-
ing awareness about bias in AI are emphasized in various 
ways. To exemplify, Wesson et al. (2022) call for reflexivity 
among scientists and suggest that scientists should evaluate 
their own biases and understand that they do not know what 
is needed to improve equity. Cirillo et al. (2020) call for 
increased awareness of unintended biases among the general 
public, policy-makers, scientific community stakeholders, 
and the technology industry. Further, Buslón et al. (2023) 
address various stakeholders in their recommendations. AI 
practitioners and academics are recommended to offer infor-
mation to all employees about the importance of quality and 
fairness in training datasets. The authors recommend that AI 
practitioners and academies provide education and training 
on incorporating the sex and gender dimension into research 
and career-specific subjects, emphasizing the social impact 
of AI. They suggest the industry engages in educational pro-
grams, open discussions, and additional initiatives to foster 
digital literacy and cultivate a diverse culture of responsi-
ble scientific research and development. Policy-makers and 
governments should increase public awareness by offering 
citizens more information and training on incorporating sex 
and gender perspectives into science.

In summary, some of the recommendations in the five 
cases underline the significance of enhancing knowledge 
and fostering awareness regarding sex, gender, and unin-
tended bias. Given the consequences of overlooking gender 
and diversity perspectives in the development and utiliza-
tion of AI technology in healthcare, it becomes apparent 
that there is a need for more gender-sensitive knowledge. 

However, it is crucial to remind oneself that these recom-
mendations should be implemented in a masculine-coded 
sector, as men generally dominate several technical profes-
sions related to AI (World Economic Forum, 2023). There 
is still a strong relationship between technology and mascu-
linity—in other words, technology and the masculinization 
of power are intimately connected (cf. Holth and Mellström 
2011). Furthermore, it can be noted that this type of rec-
ommendation assumes that increased knowledge automati-
cally leads to action/change. There is far from a causal rela-
tionship between increased knowledge and action/change 
regarding gender and diversity issues. Previous research 
has shown how resistance is activated when gender-based 
knowledge is to be integrated into an organization and/or 
research. Research conducted in hierarchical organizations 
with gendered power relations, such as academia, has dem-
onstrated that organizational receptivity is needed to trans-
late gender-based knowledge into action. It requires that the 
knowledge is seen as legitimate (Jordansson and Peterson 
2024; Schiebinger and Schraudner 2011).

5.3 � Abscense of responsibility and accountability

Overall, there is an absence of agents and implementation 
responsibility in the mitigation measures explored. Indeed, 
Buslón et al. (2023:05–06) present recommendations for 
different stakeholders and sectors, but on a very overarch-
ing level. For all mitigation measures, it is notable that the 
organizations and stakeholders who are potential receivers 
of the recommendations do not consist of actual people and 
functions. For instance, Cirillo et al. (2020) recommend 
incorporating key ethical considerations during every tech-
nological development stage. However, the entity or function 
responsible for “incorporating” is not specified. Buslón et al. 
(2023:05–06) recommend AI practitioners and academies to 
“(…) Use adequate guidelines and international recommen-
dations to standardize the data collection process”. Here, it is 
unclear who should ensure this is done and followed up. Nor 
is it clear who or what determines “adequate guidelines.”

Another example illustrating the overall absence of actors 
and subjects responsible for action and implementation is a 
recommendation by Lee et al. (2022). The authors suggest 
that future research on differences in dermatologic condi-
tions in all genders, including transgender, nonbinary, and 
other gender-diverse patients, should be promoted. However, 
it is unclear who is responsible for promoting research and 
whether this advice should be directed towards individuals 
or groups and/or at an institutional or structural level.

Indeed, it is challenging to pinpoint who should be held 
accountable for implementing the mitigation measures. 
The recommendations have broad application areas, and 
the organizations in which they are to be implemented can 
vary in structure and consist of different roles and functions. 
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Therefore, it is reasonable to consider that actors and sub-
jects who can be held accountable cannot be precisely iden-
tified. However, the point is that the recommendations are 
received in local organizations and settings where “transla-
tion work” must be done regarding who is responsible for 
what actions. In previous research, it has been emphasized 
that senior management typically must be held account-
able for the proper implementation of gender analysis. The 
importance of gender-sensitive leadership that authorizes 
the implementation of gender-based knowledge should not 
be underestimated (Jordansson and Peterson 2024; Schiebin-
ger and Schraudner 2011). Further, a textually sanctioned 
agency produces a power that potentially mobilizes people’s 
actions and works. Similarly, history has shown us that when 
organizational categories, roles, and functions are rendered 
invisible, and it is unclear whose responsibility it is to ensure 
the integration and implementation of gender issues, it can 
result in inaction (cf. Powell 2018).

6 � Conclusions and recommendations 
for future research

The aim of this article has been to explore and analyze 
five examples of mitigation measures proposed in research 
within medicine and healthcare. Two research questions 
were addressed:

Which pathways toward mitigating bias are suggested?
What actors do the mitigation measures target?

In previous section, two prominent pathways for miti-
gating bias were identified and explored. The first pathway 
circled around inclusivity and diversity, including interdisci-
plinary collaboration, diverse teams, and integrating gender 
perspectives in AI development. These recommendations 
assume no knowledge hierarchies or potential conflicts in 
interdisciplinary work, overlooking differences in terminol-
ogy, methods, and goals between social science and tech-
nology perspectives. The second pathway emphasized the 
importance of enhancing knowledge and awareness raising 
activities. This pathway included reflexivity among sci-
entists and the promotion of educational activities. These 
recommendations are based on underlying assumptions that 
there is a causal relationship between increased knowledge 
and action, neglecting potential conflicts of interest and vari-
ous forms of resistance.

The analysis related to the second research question 
highlighted that accountable actors are absent overall in the 
mitigation measures. A need for more clarity concerning 
implementation responsibility in the recommendations was 
suggested, and it was argued that the absence of agents may 

hinder the “translation of recommendations” into action 
within local organizations and settings.

In conclusion, the mitigation measures analyzed focus 
on how to counteract AI bias in healthcare settings, thereby 
addressing societal inequality and discrimination—social 
issues at the heart of sociological research. Paradoxically, 
these recommendations are formulated in a way that over-
look the inequalities that may characterize the context in 
which they are intended to be implemented. Hence, this 
article emphasizes the importance of recognizing the con-
ditions where mitigation measures are to be implemented 
to understand potential challenges. Implementing these rec-
ommendations effectively requires that possible power rela-
tions and knowledge hierarchies in targeted organizations 
are recognized and there is an organizational receptivity and 
acceptance. These critical insights are essential for organi-
zations to translate recommendations into practice success-
fully. The article also has important policy implications. 
Health equity is a primary goal of national and international 
institutions and various healthcare stakeholders. At the EU 
level, for example, there are comprehensive policy recom-
mendations aimed at minimizing and mitigating the risks of 
AI in healthcare and strengthening its ethical and responsi-
ble development. (European Parliament 2022). This article 
suggests that policymakers, with support from researchers, 
need to evaluate their policy efforts to ensure it is having the 
intended effect.

Finally, this article should not be interpreted as a critique 
of the mitigation measures analyzed. Instead, the findings 
remind us that sociology and other areas within social sci-
ence provide valuable insights when exploring the contexts 
in which mitigation measures are to be implemented. Con-
texts that, with support from previous research, are likely 
characterized by knowledge hierarchies and power relations. 
As mentioned, sociology has raised concerns about inequali-
ties and disparities in AI design, development, and use. Fol-
lowing Liu (2021) and Joyce et al. (2021), who stress that 
more engagement from sociological scholars is needed, this 
article has contributed by identifying a new critical area of 
sociological inquiry—mitigation measures for avoiding gen-
der bias in AI. Based on the results in this article, examples 
of areas for future research include a more systematic review 
of mitigation measures for avoiding AI bias in healthcare. A 
study of this nature could provide a more thorough explo-
ration of the characteristics of mitigation measures than 
the current study has been able to accomplish. This article 
has also revealed that there is a need to investigate policy 
efforts and the implementation of mitigation measures fur-
ther. Therefore, sociology—focusing on structural change 
and inequalities—has additional contributions to make, 
as well as other disciplines within social science targeting 
organizational issues, knowledge regimes and hierarchies, 
leadership and organization, and cultural change. Possible 
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research questions may be: Under what conditions are the 
mitigation measures likely to be accepted and implemented? 
How can potential resistance related to knowledge hierar-
chies and power relations be prevented? What organizational 
receptiveness is needed to implement mitigation measures 
successfully?
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