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Back in the 1950s, Paul Meehl blew people’s minds with his 
groundbreaking work in Clinical versus Statistical Predic-
tion: A Theoretical Analysis and Review of the Evidence. He 
demonstrated that algorithms were way better than humans 
at predicting. Since then, lots of other studies have shown 
algorithms are much better than we are in many situations. 
However, there is a phenomenon called “algorithm aver-
sion,” where people are reluctant to use algorithms, even 
though they are much more accurate than we are.

Researchers have described algorithm aversion in two 
ways: either a general aversion to algorithms or being less 
likely to use them when algorithms’ mistakes are notorious 
(as Dietvorst et al. (2015) pointed out). However, I think 
algorithm aversion will disappear, no matter how you look 
at it. I support my argument by analyzing the literature on 
algorithm aversion, X (formerly Twitter) sentiment analy-
sis,1 and a Google Trends analysis.2

In the case of general aversion to algorithms (the first 
interpretation of algorithm aversion), how we describe 
them plays a significant role when we talk about people’s 
perceptions and feelings toward algorithms. Today, words 
like “algorithm,” “machine,” or “robot” are being replaced 
by other terms that use attributes, such as “learning” and 
“intelligence,” that sound way more appealing. Therefore, 

the concept of an algorithm as a rigid set of instructions 
is changing, and that’s a good thing! Using more human-
like concepts can reduce algorithm aversion, making people 
more likely to accept algorithms that behave like us.

A comprehensive review article on algorithm aversion 
(Mahmud et  al. 2022) reveals an exciting word pattern 
related to the terminology employed to refer to algorithms. 
The seven most cited papers, since Dietvorst et al.’s (2015) 
paper used few or no human-like attributes to refer to algo-
rithms.3 Four papers used the term “algorithm,” while 
another “chatbot,” another “recommender system,” and 
another even used the word “machine.” I went further and 
analyzed X (formerly Twitter) posts for 1 year to get a bet-
ter sense of people’s sentiments toward these terms. Here’s 
what I found: “algorithm” had a net sentiment (percentage 
of positive minus negative conversations) of 15%, “chatbot” 
had 6%, “recommender system” had 3%, and “machine” had 
-7%. However, when we use terminology that humanizes 
algorithms, such as “artificial intelligence” or “machine 
learning,” the net sentiment spiked to 42% and 54%, respec-
tively. So, what’s the lesson here? The language we use in 
the algorithm aversion literature is not helping people feel 
more comfortable with modern algorithms. Just by calling 
them more human-like, we could improve their acceptance.
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1  Sentiment analysis is a text mining methodology that uses natural 
language processing to analyze and categorize subjective information 
present in text. It is often used to track social media posts and catego-
rize conversations as positive, negative, or neutral.
2  Supplementary materials, including data, analysis conducted, and 
details of the calculations mentioned in this article, can be found in 
the Open Science Framework at: https://​osf.​io/​2eh7u/
3  Seven out of 22 papers (including Dietvorst et al. (2015)) concen-
trate 84% of the 6.059 accumulated Google Scholar citations up to 
May 29, 2024. A table with the details of the papers is available in 
the supplementary materials.
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Related to the second interpretation of algorithm aver-
sion, which is the tendency not to use algorithms as often 
when algorithms’ mistakes are notorious, new technology 
has truly amazed us. Today, algorithms have significantly 
outperformed humans, making it less common to acknowl-
edge algorithm inaccuracies. Take Estimated Time of 
Arrival (ETA) accuracy in transportation. For example, apps 
like Waze and Google Maps use sophisticated algorithms 
that consider real-time traffic data and other factors, making 
their ETA predictions significantly more accurate than those 
made by humans. Humans, on the other hand, often underes-
timate or overestimate travel times by a much larger margin.

Although task-specific high-performing algorithms 
are gradually entering society, the release of ChatGPT4 is 
expected to accelerate the adoption rate of algorithms. In 
just a few months since its launch, ChatGPT gained con-
siderable attention. For instance, in April 2024, Google 
Trends showed that the term “chatGPT” was searched 28 
times more often than the term “algorithm.” While Chat-
GPT in its current free version has limitations, such as its 
knowledge cut-off date of January 2022, it is a remarkable 
tool that can enhance people’s work and perform better than 
humans in different contexts, such as language translation 
and text generation. In fact, ChatGPT is rapidly becoming 
more widespread and can be considered an early version of 
an artificial general intelligence system. With these techno-
logical advances, algorithms will be more accurate and make 
fewer mistakes; consequently, people will trust them more. 
Therefore, I honestly think we can expect less algorithm 
aversion. It is an exciting time for technology, and we can 
look forward to a future where algorithms are accepted for 
the remarkable tools they are.

Should we worry about algorithm aversion? Probably not. 
I believe if we use more human-like terminology to refer to 

algorithms, it will positively change people’s perceptions 
and use of algorithms. Furthermore, recent technological 
advancements have demonstrated that algorithms can sig-
nificantly outperform humans in many areas and show few 
errors. I think that the success of artificial intelligence tools 
like ChatGPT will push people to adopt algorithms even 
more. As algorithms improve and become more human-like 
and ubiquitous, algorithm aversion will naturally disappear.

Curmudgeon Corner  Curmudgeon Corner is a short opinionated col-
umn on trends in technology, arts, science and society, commenting on 
issues of concern to the research community and wider society. Whilst 
the drive for super-human intelligence promotes potential benefits to 
wider society, it also raises deep concerns of existential risk, thereby 
highlighting the need for an ongoing conversation between technology 
and society. At the core of Curmudgeon concern is the question: What 
is it to be human in the age of the AI machine? -Editor.
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4  ChatGPT is an artificial intelligence language model developed by 
Open AI that can generate human-like responses.
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