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Abstract
The intention of this paper is to point to the dilemma humanity may face in light of AI advancements. The dilemma is whether 
to create a world with less evil or maintain the human status of moral agents. This dilemma may arise as a consequence of 
using automated decision-making systems for high-stakes decisions. The use of automated decision-making bears the risk 
of eliminating human moral agency and autonomy and reducing humans to mere moral patients. On the other hand, it also 
has the potential to bring tremendous benefits to humanity by decreasing human-induced harm in the world. After present-
ing how this dilemma may arise, I explore general avenues for addressing it. I will argue that we do not have to solve this 
dilemma in an all-or-nothing fashion and that a more nuanced approach may be suitable. However, the main point I want to 
highlight is that we need to have a principled way of addressing this dilemma, which is currently missing.

Keywords  Automated decision-making · The problem of evil · Human moral agency · Machine paternalism

1  Introduction

Speculations about the future development of artificial intel-
ligence (AI) usually focus on potential dangers that human-
ity may face due to AI development. Different worries about 
how artificial intelligence may threaten humans were raised, 
varying from an apocalyptic fear that human civilization will 
be destroyed by artificial intelligence (e.g., Bostrom 2014) 
to less dramatic concerns that AI can significantly increase 
unemployment (e.g., Ford 2015; Avent 2016).1 On the other 
hand, there are concerns that AI may suffer from human 
oppression and tyranny in the future. Humans could easily 
miss the opportunity to grant the status of moral patients 
to AI when it reaches the level of development requiring 
such a status (e.g., Coeckelbergh 2010; Darling 2021). This 
research will also build on the specific dangers that AI devel-
opment can bring, but at the same time will try to balance 
the consideration of those dangers against the potential ben-
efits. We will point out a dilemma humanity may face in 
light of AI advancements. The dilemma is whether to cre-
ate a world with less evil or maintain the human status of 
moral agents. This dilemma relates to the use of automated 

decision-making systems (ADSs) and builds on the prob-
lems of attributing ethical responsibility for it. The use of 
automatic decision-making bears the risk of eliminating 
human moral agency and autonomy. On the other hand, it 
also has the potential to bring tremendous benefits to human-
ity. I want to point out that we need a principled way of 
addressing this trade-off between losing moral agency and 
making the world a place with less human-induced harm.

The paper is structured as follows. First, all the independ-
ent aspects of the challenge are presented: the autonomy of 
decision-making systems and the loss of human responsi-
bility for such decisions (Sect. 2), the possibility that wide-
spread use of automated decision-making will make human 
beings morally lazy or passive and reduce them to the mere 
moral patients (Sect. 3), and the potential trade-off between 
the amount of good in the world and human exercise of 
moral agency that may arise (Sect. 4). After presenting the 
resulting quandary of whether humanity should give up their 
exercise of moral agency if this would diminish the amount 
of evil in the world, I will discuss the general paths to answer 
this dilemma (Sect. 5). I will not seek to provide defini-
tive solutions. The intention is to call for a reconsideration 
of the importance of human moral agency in the context 
of the growing development and application of automated 
decision-making systems. *	 Andrea Berber 

	 berberandrea@gmail.com
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1  For  a comprehensive classification of various challenges that  arti-
ficial intelligence may pose for humanity at different stages of its 
development see: Turchin and Denkenberger 2020.
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2 � Machine autonomy and machine 
responsibility?

Who is responsible for the damage caused by a machine2? 
Before the era of intelligent machines, the answer to this 
question was not particularly controversial, at least on the 
theoretical level. In case an error occurs due to a design 
or manufacturing error, those who designed or manufac-
tured the machine are responsible. If an error occurs due to 
unprofessional handling, then the responsible party is the 
one who uses the machine. This way of attributing respon-
sibility stems from the fact that the behavior of a machine 
was completely under human control (Matthias 2004). We 
will now focus on the question of what happens when a 
machine and its behavior are not under complete human con-
trol and to whom responsibility belongs in that case. This 
question can be asked in a completely futuristic manner, in 
the sense of asking ourselves what would happen if the use 
of autonomous machines became predominant in the future. 
However, the question has the weight of realism because the 
use of automated decision-making systems that are not under 
complete human control is already there.

Automated decision-making systems are being increas-
ingly used in various sensitive fields, such as healthcare 
(Kourou et al. 2015), traffic (Levinson et al. 2011), legal 
systems (Hartmann and Wenzelburger 2021), and human 
resources (Langer et al. 2021). Although these systems are 
designed and used to aid appropriate decisions or prevent 
harm e.g., to get an adequate medical diagnosis or prevent 
car accidents, they are not immune to errors. Consequences 
of such errors may vary from quite dramatic, such as serious 
health impairments or even death to less dramatic but still 
quite serious, such as unjustly prolonging someone’s jail 
time or denying a job opportunity. Since automated deci-
sion-making is used in high-stakes situations, it is desirable 
to have a way to ascribe responsibility for these errors. Nev-
ertheless, the issue of moral and legal responsibility for deci-
sions made using automated systems is fraught with intrica-
cies (Matthias 2004; Sparrow 2007; Asaro 2015; Wachter 
et al. 2016; Yeung 2019; Mittelstadt 2019; Gunkel 2020; 
Berber and Srećković 2023). In case of harm provoked by 
an ADS, we may face a responsibility gap—a situation in 
which we don’t know how to ascribe responsibility. Andreas 

Matthias (2004) argued that humans should not be held 
accountable for the decisions of autonomous machines and 
that holding humans responsible would be unjust.

Since we are interested in the possibility that using auto-
mated systems for decision-making will abolish human 
responsibility we will take a closer look at Matthias’ 
argumentation.

This argument has the following structure:
P1. If an agent cannot control an action, the agent is 

not responsible for that action and the corresponding 
consequences.

P2. Human agents (manufacturer/programmer/operator) 
cannot control the actions of autonomous machines.

C. Therefore, human agents (manufacturer/programmer/
operator) are not responsible for the actions of autonomous 
machines or the corresponding consequences.

The argument is valid, but its premises can be disputed. 
The first premise rests on a specific “control” or “choice” 
model of attributing moral responsibility developed by Fis-
cher and Ravizza (1998). The authors of this model suggest 
two conditions for assigning responsibility, which they trace 
back to Aristotle.3 The first condition requires that the agent 
should not be held responsible for an act in case they didn’t 
know all relevant facts concerning the act. The second con-
dition specifies that the agent is not responsible if the act was 
not fully under their control i.e., wasn’t committed freely. 
This means the agent must have a choice to do otherwise to 
be considered responsible. Both conditions are necessary—
in case any of the two specified conditions are not satisfied 
the agent is not to be held responsible for the given act. Mat-
thias focuses on the second “control” condition because he 
considers this condition problematic when it comes to the 
actions of autonomous machines.

The second premise posits that there already exist 
autonomous learning automata that are capable of acting 
without direct human control and guidance. As Matthias 
(2004) points out, some artificial systems are deliberately 
designed to act as agents and autonomously move through 
information or physical space, such as radar-based flight 
control systems and self-moving robots. When it comes 
to automated decision-making systems they are usually 
based on machine learning techniques. Machine learning 

2  The term “machine” here is used in a very broad sense to encom-
pass everything from electric gadgets to very sophisticated software 
such as automated decision-making systems. I am using this term 
following Matthias (2004) since my argumentation builds heavily on 
the “responsibility gap” he presents. Matthias’ “responsibility gap” 
relates to any machine that has a certain level of autonomy. Later in 
the text, I will specify that my argumentation in this paper refers to 
automated decision-making systems that demonstrate the autonomy 
Matthias is talking about.

3  Constantinescu et al. (2022) propose a more elaborated version of 
Aristotelian conditions of moral responsibility. According to their 
analysis control condition requires (a) causation—the  principle of 
action is internal to the agent, and (b) freedom—the agent acts unco-
ercedly, while the knowledge condition implies (c) knowledge—the 
agent is knowledgeable of the specific circumstances of their action, 
(d) deliberation—the agent acts based on deliberation. However, this 
elaborated version of the  criteria doesn’t change the perspective on 
Matthias’ argumentation, so we will use the unelaborated version for 
the sake of simplicity.
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techniques are characterized by self-learning, i.e., the abil-
ity of the algorithm to learn how to extract the decision-
making parameters from data without direct human interfer-
ence.4 This means that humans have no direct control over 
the processes through which a decision is being reached. 
Not only are these systems designed to operate without 
direct human control, but human agents wouldn’t be able to 
supervise them while operating even if they wanted to. The 
operation of self-learning systems is usually too complex in 
terms of both the multitude and interdependency of variables 
used in the decision-making process for the human brain to 
encompass. Furthermore, real-time control is impeded by 
extremely fast processing speed as well as the inaccessibility 
of all the information systems acted upon (Matthias 2004; 
Srećković et al. 2022; Berber and Srećković 2023). Based 
on the second condition for moral responsibility, the lack 
of control suggests that human actors are not responsible 
for the decisions of the automated decision-making sys-
tems. However, it should be kept in mind that this argument 
applies only to automated decision-making systems that lack 
human control in the described manner. In line with that, the 
dilemma that will be presented in this paper is also about 
automated decision-making systems, actual or hypothetical, 
which are not under the full control of human agents.

However, even if we are prone to accept the above argu-
ment the question remains who is responsible for the actions 
of ADSs if humans aren’t? A few would be prepared to argue 
that ADSs, at least at their present state of development, 
qualify for moral agency and, consequentially, responsibil-
ity. This is because these systems currently lack properties 
considered necessary for this status such as intentionality, 
consciousness, rationality, or self-reflection (Strawson 1962; 
Dennett 1997; Sparrow 2007; Asaro 2014; Hanson 2009). 
We should bear in mind that Matthias alone doesn’t argue 
that ADSs should be considered responsible; rather, he indi-
cates that humans shouldn’t. In his opinion, this situation, 
where humans are no longer responsible for automated deci-
sions opens up a specific “responsibility gap” that should be 
bridged in some manner.

Of course, it is conceivable that AI may evolve in such 
a direction that it meets the required conditions for moral 
agency and that the gap will be spanned in this manner. 
However, to avoid my paper becoming unduly futuristic, I 
will not get involved in such speculations. I aim to dem-
onstrate that there is a plausible possibility that Matthias’s 

gap will remain gaping. I will briefly depict the possibil-
ity that humans may not consider themselves responsible 
for automated decisions, even if they do not start ascribing 
responsibility to ADSs. This may happen because ascrib-
ing responsibility for automated decision-making in morally 
contentious situations could prove too difficult a task and 
may be simply neglected in the process of ever-increasing 
automation of different domains of human activity.

We could insist that humans are at least indirectly respon-
sible for automated decisions, in the end, they are the ones 
that designed, used, or allowed the use of the machines. 
However, we will quickly come to terms with the fact that 
the question of properly ascribing responsibility is far from 
straightforward (Berber and Srećković 2023). To illustrate 
this point, let us briefly consider the potential avenues for 
ascribing responsibility to humans. The first option is to 
narrow down the locus of responsibility to the circle of 
people who designed and/or legally approved the use of 
these decision-making systems. In this way, humans who 
use the decision-making algorithms themselves, for exam-
ple, a banker who refuses a loan to a person based on the 
algorithm's recommendation, or a doctor who prescribes a 
therapy based on an algorithmic diagnosis, would not be 
considered responsible for that particular decision. The doc-
tor and the banker can absolve themselves of responsibil-
ity by referring to the fact that they accept the recommenda-
tions of a system that they believe to be superior to them in 
complex decision-making situations; besides, that system 
was designed and approved by someone else. On the other 
hand, it seems illusory to expect that AI engineers and leg-
islators will be held morally responsible for all the later uses 
of the algorithmic decision-making systems they have ena-
bled. Firstly, both engineers and legislators can be justified 
by the fact that they have been acting in the general interest: 
engineers gave their best to make decision-making systems 
that are less error-prone than humans, while legislators esti-
mated that the application of such systems in the areas where 
they were introduced is less detrimental in comparison to 
the alternative—human decision-making. Secondly, due to 
the fact that a large number of people usually participate 
in the design and approval of automated decision-making 
systems, the so-called problem of many hands arises. When 
many actors contribute to the outcome, in such a way that 
nobody’s action separately is the cause of the outcome but 
the outcome is the consequence of the cumulative effect of 
their individual actions, it is not clear how responsibility 
should be attributed (Nissenbaum 1996; Thompson 1980; 
van de Poel et al. 2015). This means that moral responsi-
bility for the acts of automated decision-making systems 
would be distributed among the many actors involved. In this 
situation, everybody can easily distance themselves morally 
from the harmful outcome since their individual action did 
not lead to the outcome.

4  Machine learning techniques such as supervised and unsupervised 
learning imply different degrees of human involvement. In unsuper-
vised learning ML models learn from unlabeled data, while super-
vised learning requires humans to label the data thereby directing 
the learning process. However, in both supervised and unsupervised 
learning the ML algorithm alone extracts the decision-making param-
eters from the data.
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On the other hand, if we refuse to narrow the circle of 
people who are potentially responsible only to legislators 
and/or engineers and argue that not only them but all peo-
ple who in any way use (or even give tacit consent to use) 
automated decision-making systems are responsible, we 
again come to the problem of many hands, but on an even 
larger scale. In such a situation, it may seem as if no one is 
responsible, or maybe everyone is responsible. Either way, 
I speculate that moral responsibility for automated deci-
sions could easily be blurred and ultimately lost. In the end, 
everyone (engineers, legislators, users, the whole society) 
would morally distance themselves from the decisions made 
by the ADS, and no one would be considered personally 
responsible.

I presented the possibility that the “responsibility gap” 
will remain gaping. No individual will consider themselves 
personally responsible, and society will not have a way, or 
even the urge, to find the culprit when an automated deci-
sion goes wrong. Of course, the question of who is truly 
responsible, regardless of how society or any individual will 
see it, remains. However, it is by no means clear how this 
question can be resolved.5 An additional observation in favor 
of losing or obscuring moral responsibility in the case of 
automated decisions is that autonomous decision-making 
technologies are rapidly evolving and being increasingly 
used, while the development of an ethical framework for 
their implementation does not seem to keep up the pace.

3 � Humans as mere moral patients

Based on the line of thought presented in Sect. 2, it seems 
that using automated decision-making will give humans a 
chance to escape the burden of moral responsibility. Humans 
would no longer have to make difficult decisions by them-
selves but instead could rely on ADSs to make decisions 
in complex and risky situations. Opting for this kind of 
“machine paternalism”—letting automated systems have 
the final say in decision-making - could affect the moral 
status of humans.

The argument that humans will lose or diminish their 
agency in the presence of intelligent machines ending up in a 
“crisis of moral patiency” has been made by Danaher (2019). 

Danaher argues that with the development of AI, domains 
in which humans can manifest their moral agency will be 
radically narrowed down. For example, if most humans stop 
working and become unemployed (even if the basic income 
would be guaranteed to them so they would not be existen-
tially threatened), they will lose their job as an arena for 
the development and deployment of moral virtues. Thus, as 
machines take over more and more domains of human activ-
ity, opportunities for exercising moral agency will decrease. 
The second worry is about the degree of agency that could 
be manifested in case humans use automated decision-mak-
ing systems as a basis to reach decisions. As we argued in 
the previous section, humans probably would not be prone 
to ascribe moral responsibility to themselves or any other 
human for decisions reached through automated decision-
making systems.

Danaher argues that the level of agency humans would 
manifest in going through with the recommendations of an 
automated decision-making system would be “minimal and 
not strongly moral” something akin to “rubber-stamping” 
(Danaher 2019). Humans would be in a position only to 
verify and accept the decisions made by ADSs and would 
manifest the agency only in that regard. They wouldn’t genu-
inely participate in the decision-making process through say 
weighing the pros and cons of a particular decision. Accord-
ing to Danaher, this type of agency is minimal precisely 
because it comes down to accepting someone else’s decision, 
in this case ADS’s, and does not imply one’s involvement in 
the decision-making process.

Danaher’s argument is in line with my suggestion that 
humans will not consider themselves responsible for auto-
mated decisions: if humans exhibit a minimal amount of 
agency then the sense of responsibility should be minimal as 
well. Danaher suggests that humans will unknowingly, but 
still voluntarily, through progress and the ever-increasing 
use of artificial intelligence, give up their role as decision-
makers, together with the responsibility that comes with it, 
I would add. This kind of use of ADSs could be conceptual-
ized as kind of a surrogate decision-making.6 A surrogate 
decision-maker is an agent who makes decisions on behalf 
of others. This type of decision-making can be encountered 
in different social contexts. In healthcare, in case a person is 
no longer able to decide on personal health care, some other 
individual can be authorized to do so. Also, parents decide 
on behalf of their children, and political representatives on 
behalf of the citizens. In the situation Danaher is describing, 
we would have the case of implicit surrogacy, where humans 
would cede their decision-making power to ADSs without 
explicitly agreeing to this.

6  Thanks to the anonymous reviewer for drawing my attention to this 
point.

5  Problems in attributing responsibility for the decisions of autono-
mous machines have already been recognized as a significant ethi-
cal issue. Based on the impossibility of attributing responsibility in 
the event that autonomous machines commit something like a war 
crime, it has been argued that it is not morally justified to use such 
machines in warfare (Sparrow 2007). Such an argument could easily 
be extended to all other areas where machines could do great damage. 
Abandonment or prohibition of the use of autonomous machines is 
one potential answer to the dilemma I present in this paper and will 
be discussed in Sect. 5.
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The tendency of human beings toward moral passivation 
(avoiding the role of a moral agent) can be amplified by the 
fact that moral dilemmas and decisions can be difficult and 
stressful, particularly in complex situations or when deci-
sions need to be made under time pressure.7 In certain com-
plicated cases, it could be easier to have a “machine adviser” 
who could help reach the right decision and who would take 
part (or all) of the responsibility. Moral decision-making 
carries with it the risk of error, which in turn entails guilt, 
remorse, condemnation, and sanctions, something that eve-
ryone would certainly want to avoid. Since taking responsi-
bility in complex cases can be quite stressful and uncomfort-
able, it is precisely the desire to avoid responsibility (which 
would be made possible by distancing oneself from respon-
sibility for automated decisions presented in Sect. 1) that 
can provide complementary support to the idea that humans 
will tend to become passive moral patients. Thus, it seems 
that the proclivity to avoid agency in the moral context can 
be supported not only by automation gradually narrowing 
down our space for agency but also by the active tendency to 
avoid the discomfort that making moral decisions and taking 
responsibility can produce.8

In this section, we have built a case for the idea that 
humans, in the presence of ADSs that can make decisions 
instead of them, would generally reduce their moral agency. 
This means that humans would not make decisions them-
selves but instead would rely on ADSs, and they would not 
consider themselves responsible for such decisions.

4 � Potential trade‑off between human moral 
agency and good in the world

In previous sections, we have shown how humans, in the 
presence of automated decision-making systems, could eas-
ily end up in a state of moral passivity where they do not 
act as moral agents. Now we want to tackle the question of 
what the consequences of humans not acting as moral agents 
anymore and letting ADSs decide instead of them could be. 
Would the world become a better or worse place to live in? 
Prima facie, losing human moral autonomy and agency 
seems like a bad thing. Danaher (2019) has argued that the 
potential loss of human agency is a hidden danger AI devel-
opment poses to humanity. It is clear that our civilization 
as well as our ethics is built around the fact that humans 
are moral agents, as well as that humans are the only moral 
agents in our world. This means that giving up or dimin-
ishing human agency would certainly represent a pretty 
radical change. However, I want to change the perspective 
on this issue and ask whether, in some circumstances, a 
loss of human moral agency could be a positive thing or 
at least worth considering as a desirable option. If ADSs 
would become better at decision-making than humans in the 
sense of producing less harm, we would have the incentive 
to consider whether automated decision-making is in fact 
desirable.

Current automated decision-making systems based on 
machine learning that are being used in various critical fields 
are susceptible to errors and can cause both tangible harm 
and human rights violations (Yeung 2019). Nevertheless, it 
could be argued that ADSs are already less error-prone in 
some areas, such as certain aspects of medical diagnostics, 
e.g., interpreting screening images in search of cancer indi-
cators (McKinney et al. 2020). ADSs are being improved 
over time, as their errors are noticed and corrected by engi-
neers, so it is natural to assume that the areas of application 
in which they surpass humans will increase over time. The 
natural development of the AI sector could easily put us 
in a position to have ADSs that are better decision-makers 
compared to humans in various sectors.

Another potential avenue for obtaining systems that 
surpass humans in decision-making could be through the 
project of machine ethics. Since automated decisions can 
have ethically significant consequences, e.g., endangering 
somebody’s life, health, or freedom, voices are being raised 
that building a moral code into AI is necessary. Building 
morality into machines is seen as a way to increase safety 
in using autonomous machines and protect humanity from 
harms machines could cause (cf. van Wynsberghe and Rob-
bins 2019). The result of these tendencies is the project of 
machine ethics (Anderson and Anderson 2007, 2010, 2011; 
Wallach and Allen 2009; Howard and Muntean 2017) that is 

7  This intuitive claim can be corroborated with empirical evidence. 
Studies show that moral distress and ethical dilemmas are signifi-
cantly correlated with occupational stress. Thus, constant exposure 
to ethically demanding decision-making situations i.e., situations 
where you are the one that has to make the decision with ethical con-
sequences, raises the level of stress and professional dissatisfaction, 
and can cause the desire to leave the profession (e.g. Kälvemark et al. 
2004, Pinikahana and Happell 2004; Rice et  al. 2008; Sterud et  al. 
2008).
8  The line of thought we propose here can also be supported by the 
theses that Erich Fromm presents in Fear of Freedom (Fromm 2001). 
Fromm argues that in the process of liberation from parental author-
ity when growing up, a person may feel hopeless, that is, that newly 
acquired freedom can be a burden and a source of discomfort. This 
creates the need to avoid this situation, which can lead to resorting 
to authoritarianism, conformism, or destructiveness. Precisely this 
feeling of uneasiness due to the possession of freedom that Fromm 
talks about, can lead humanity to resort to machine paternalism, that 
is, to give up our freedom and leave all hard decision-making to the 
machines.
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trying to create autonomous ethical machines. I do not have 
the intention to delve into the challenges of machine eth-
ics at least not the problems surrounding the very attempts 
to build moral machines.9 My intention is to go one step 
ahead and consider what would be the consequences for 
human morality if the project of machine ethics succeeds. 
If successful, the project of machine ethics would probably 
give rise to decision-makers who are less error-prone than 
humans. For the sake of argumentation, we can imagine that 
we managed to design ADSs that are able to make decisions 
with guaranteed moral correctness. These systems can be 
conceptualized as Antony Beavers’ (2011a) MorMach—an 
all-knowing moral machine that can calculate the best course 
of action for an individual in any situation.10 We should note 
that our argumentation would apply even in the case that 
automated systems are not perfect, but just significantly bet-
ter than humans in the sense that they are making fewer mor-
ally wrong decisions.

Whether through the advancement of the AI sector or 
through a project of machine ethics, it may happen that relin-
quishing the human role as moral agents would reduce the 
number of harmful consequences. If we listen to the recom-
mendations of ARSs or allow them to adjudicate in morally 
contentious situations, we would avoid inadequate decisions. 
In this way, the amount of evil that comes from human fail-
ures to make the right decisions would be reduced.

To shed some light on the dilemma I am pointing to, I 
will briefly draw a parallel with the problem of evil in natu-
ral theology, or more precisely, with one of its proposed 
solutions. In a nutshell, the problem of evil is the question 
of why the omnipotent, omniscient, and omnibenevolent 
God allowed the existence of evil in the world. That is, the 
problem consists in understanding why the perfect being has 
created a world that appears to be less than perfect at least 
in terms of being loaded with evil. One way to answer this 
problem is to claim that evil is a cost of allowing free will to 
humans (Plantinga 1974, 1977). According to this answer, 

God allowed evil because if he didn’t, he would deprive the 
world of a greater good, which is the human possession of 
free will. This version of theodicy assumes two important 
things. The first assumption is the existence of a trade-off 
between human possession of free will and a world without 
evil in a way that allowing free will to humans increases the 
amount of evil in the world. The dilemma for God that arises 
from this trade-off is whether to create a world in which 
there is less evil but humans do not have free will, or to cre-
ate a world where humans have free will but the amount of 
evil is high. The second assumption is that free will has such 
a great value that this value compensates for all the damages 
that its exercise can bring. Notwithstanding that denying free 
will to humans can lead to a reduction of evil in the world, 
the world with free will is better because the value of free 
will outweighs the potentially detrimental consequences, and 
that’s why God has chosen it.

The scenario in which automated decision-making sys-
tems take over decision-making (automated scenario) is 
analogous to the world God had dismissed, in which humans 
do not have free will11 (deterministic scenario), in certain 
important structural manners. Of course, the analogy is not 
the perfect one, so there are certain dissimilarities as well. 
However, I argue that there are enough structural similarities 
between the two scenarios that lead to the same dilemma. 
The first similarity is that in both scenarios humans do not 
act as moral agents. In the automated scenario, because they 
cede decision-making power to automated systems, and in 
the deterministic scenario because they lack the ability to 
act freely. Of course, the fact that humans do not exercise 
moral agency is not the same as them not possessing free 
will at all. Even if humans stop acting as moral agents, this 
decision is reversible in the sense that they could change 
their minds and start acting as moral agents again. However, 
permanently stopping to act as moral agents would have the 
same consequences as not having this ability, or not having 
free will.

The second similarity is in the resulting consequences. 
In both scenarios, the consequence of humans not acting 
as moral agents would be a decrease in the overall amount 
of evil in the world. However, the ways in which the results 
are accomplished are different. In the deterministic scenario, 
the relinquishing of evil would be guaranteed by creating 
a deterministic world without human decision-making 
power. On the other hand, in the automated scenario, the 
automated decision-making systems are designed to be non-
deterministic. These systems’ behavior is not predetermined 

9  This project is still in its infancy and it is not easy to foresee how 
successful it will be. Open questions and challenges to the project of 
machine ethics are manifold (Sison and Redín 2023; Sparrow 2021). 
The major theoretical obstacle is the lack of consensus about the 
most adequate normative ethical approach—deontological theory, 
virtue ethics, utilitarianism, or some other. Different ethical theories 
give different prescriptions of what is right or wrong in certain situa-
tions for it is crucial to decide which of them we want to implement 
into machines. This problem strikes both top-down and bottom-up 
approaches to building moral machines.
10  The interiority of these machines is irrelevant to our purposes, the 
only fact that bears importance is that they would provide the right 
moral output. When it comes to the moral agency level, the moral 
machines in question are best understood as the explicit moral agents 
according to the moral agency taxonomy introduced by Moor. This 
means that they are able to ‘do’ ethics in a way machines can play 
chess (Moor 2006, p. 19–20).

11  Without  the intention to delve into the countless philosophical 
debates concerning free will as a metaphysical notion, in this paper, I 
presuppose that humans have free will and that they manifest free will 
when making decisions.
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by their designers in the sense that systems have the abil-
ity to self-learn and adjust the decision-making rules on 
their own. Then, what would be the guarantee that ADSs 
would act in an evil-reducing manner? Here, the hypotheti-
cal part of the story kicks in. The idea is that humans will 
be able to create automated systems that will learn how to 
surpass human weaknesses and become less error-prone 
than humans in decision-making. This assumption is based 
on the following rationale: When creating automated deci-
sion-making systems, humans will try to create them to be 
as accurate and infallible as possible. If successful in this 
intention, automated decision-making systems will eventu-
ally surpass humans. The somewhat deterministic aspect of 
the automated scenario is that humans “blindly” or without 
questioning following the automated recommendations, thus 
human behavior would be determined by the external source, 
not by themselves.

If we accept that a world in which humans don’t act as 
moral agents is sufficiently similar to the one that God had 
rejected as a worse option than the actual world, then we 
face the parallel dilemma God faced. Should we reject the 
world in which automated systems make decisions as being 
worse than the actual world? Is human moral agency worth 
enough to outweigh all the potential evil that may stem from 
it?

5 � Facing the dilemma

The dilemma we will face is the following: should we reject 
the world in which ADSs make decisions and in which 
there is less harm or should we retain human moral agency 
at any cost? Essentially, solving this dilemma amounts to 
answering the question of whether human moral agency is 
worth enough to outweigh all the potential harms that may 
stem from it. Or from a different angle, what reasons, if 
any, would be good enough to justify the loss of human 
autonomy?

The dilemma in question is about high-stakes decisions. 
High-stakes decisions are ones that significantly affect some-
body’s life, e.g., cause injury, impair health, or infringe 
human rights. On one hand, when we are dealing with high-
stakes decisions where the potential harm is serious, the fact 
that we lose the locus of responsibility is very pressing. On 
the other hand, just as potential harm is more severe, poten-
tial gains are more appealing. If we could reduce the number 
of bad decisions in high-stakes decision-making, it could 
save people from a variety of serious harm and, in some 
areas, such as medicine, save thousands of lives. Thus, the 
very dilemma rests on weighing the significant renunciations 
for the sake of significant gains, and this counterbalance 
exists only regarding high-stakes decisions.

When it comes to general strategies for responding to this 
dilemma, three obvious paths stand out. The first would be 
to switch to automated decision-making and give up human 
moral agency. The downsides of this option are obvious; it 
would amount to machine paternalism and the loss of human 
autonomy. The entire human civilization rests on the fact 
that human beings are moral agents, so accepting such a 
transition would certainly profoundly change our world and 
the ways in which it functions. We can assume that the loss 
of agency and autonomy would significantly affect human 
psychology and the way we humans perceive ourselves. Such 
a change would, among other things, significantly change 
our ethics, too. Ethics has so far been focused on agency 
and moral responsibility, and this change would redirect the 
focus to moral patiency and harm prevention (cf. Beavers 
2011b).

Although giving up human moral agency may strike us as 
world-changing and somewhat intimidating, we should bear 
in mind that this a) is not unprecedented b) it may be delim-
ited only to certain areas where humans are particularly 
error-prone and machines are significantly better. Note that 
legal systems imply the renunciation of moral agency and 
delegating it to the system. The basic idea is that individu-
als are not impartial and rational when it comes to disputes 
that concern them and that someone else should solve these 
disputes; in this case, a system designed for that purpose. 
Individuals are required not to take justice into their own 
hands and not to act as moral agents in cases that fall under 
the jurisdiction of the law. Letting the legal system decide 
instead of us is not only acceptable but also considered a 
civilizational value. The possibility to delegate decision-
making power to machines in some areas, opened up by 
the development of technology, could be instrumental in 
surpassing human partiality, irrationality, or other human 
weaknesses.

The second path would be to stop using automated deci-
sion-making systems. Concerns about the attribution of 
responsibility for automated decisions have already sparked 
sporadic voices against their use. For example, it has been 
argued that in some areas, such as warfare, the use of auto-
mated weapons systems should be abolished because there 
is no way to ascribe responsibility, and even one mistake 
can cause mass destruction or severe war crimes (Sparrow 
2007; Asaro 2012). It has also been argued that we should 
stop using automated systems based on black-boxed or 
non-transparent models for high-stakes decision-making. 
Since the non-transparency of the model’s functioning sig-
nificantly aggravates discerning, correcting, and explaining 
the mistakes (Berber and Srećković 2023), it is proposed to 
switch to simpler, interpretable models at last for high-stakes 
decision-making (Rudin 2019). Thus, there is the option of 
not abandoning automated decision-making whatsoever, but 
only certain types of it that are deemed to be problematic. 
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However, we should be cautious about easily deciding to ban 
the use of technological or scientific inventions. Any such 
ban can impede scientific and technological progress and 
may cause greater damage in the long run.

The final path is to try to find a “best of both worlds” 
or an intermediary solution that would keep both human 
autonomy and the benefits of automated decision-making. 
One proposition is to always keep a human in the loop, who 
would be directly responsible for making a final decision 
based on the automated system’s recommendation (Baum 
et al. 2022). This proposition requires that the automated 
decision-making systems provide reason-based explanations 
to humans. That way, humans can make an informed decision 
on whether to accept or reject the system’s recommendation. 
In a similar vein, it has been suggested to use AI-based rec-
ommendation systems for moral enhancement (Savulescu 
and Maslen 2015; Lara and Deckers 2020; Constantinescu 
et al. 2022). Automated systems would be used as a kind of 
advisor, and humans would genuinely participate and have a 
final say in decision-making processes. To genuinely partici-
pate in decision-making, humans would have to be provided 
with feedback information that allows understanding of the 
rationale behind the automated system’s recommendation. In 
other words, some kind of explanation would have to be pro-
vided to humans. Research in explainable AI (XAI) is aimed 
at developing technological tools that allow users to gain an 
understanding of the inner workings of opaque automated 
decision systems (e.g., Ribeiro et al. 2016; Selvaraju et al. 
2017; Kim et al. 2018). Explanations should be such that 
they allow humans enough insight to make an autonomous 
judgment on whether to accept the system’s recommenda-
tion. However, there are practical difficulties that can stand 
in the way of obtaining such an explanation. For example, 
in the case of systems based on neural networks and support 
vector machines, internal functioning is incomprehensible to 
humans in terms of complexity, and high dimensionality of 
the data space (Armstrong et al. 2012; Bathaee 2018; Berber 
and Srećković 2023).

Looking from a theoretical angle, the intermediary path 
seems to be the most satisfactory. If we could retain human 
autonomy and at the same time use ADSs to overcome 
human weaknesses in decision-making, there is no reason 
not to. However, we have to raise some practical worries 
concerning this option. Firstly, to be implementable, this 
kind of usage of automated decision-making systems would 
have to somewhat redirect the development of automated 
decision-making systems. These systems would have to be 
built to be suitable for aiding human decision-making and 
allowing interaction with human agents. In the current state 
of the art, these systems are usually built to decide or rec-
ommend autonomously, and explanations for humans are 
provided post hoc. Besides, as indicated above, it is ques-
tionable whether adequate explanations could be provided 

at all. Secondly, we may wonder whether in some domains 
of application involving a human in decision-making would 
take away the benefits of using autonomous decision-making 
systems. Say, in medical diagnostics, speed and efficiency 
may be essential for saving lives. And if we put a human in 
charge of supervising an ADS, this can significantly endan-
ger efficiency. Additional worries stem from the moral and 
epistemic position the human in the loop would be placed 
in. How would the presence of an “automated advisor” 
affect the epistemic and moral responsibility of humans? 
In cases of disagreement with the ADS, to what extent is 
it rational for humans to stick to their judgment, especially 
if the system has a significantly lower frequency of errors 
than humans do? Constantinescu et al. (2022) suggested that 
using an AI-based moral advisor could even amplify human 
responsibility in cases of error. This raises the worry that 
humans tend to accept automated recommendations even 
if they disagree to avoid bearing even greater responsibility 
in case of error. All in all, this path, although theoretically 
appealing has to be further rethought and elaborated to be 
implementable.

I have briefly presented three possibilities we have for 
solving the dilemma. When I presented the dilemma, I pre-
sented it as an all-or-nothing choice. However, it doesn’t 
have to be that way. This dilemma could be considered 
for each decision-making area separately. And the result-
ing strategy for dealing with it may differ from one area of 
application to another. Hypothetically, for some areas where 
the potential gains are large, for example, saving hundreds 
of lives, we would decide to accept automated decision-
making. In some other areas, where potential gains amount 
only to financial profit, we may choose not to use automated 
decision-making. Thus, we should consider this dilemma 
for every domain of using automated decision-making sepa-
rately, or maybe take an even more nuanced approach and 
consider it for every specific application in a certain domain. 
We should consider the potential benefits of automated deci-
sion-making for every particular application and then ask 
whether these benefits are worth enough to compensate for 
the loss of human moral agency. However, before that, we 
have to settle a principal dilemma highlighted in this paper 
as to whether any benefits can outweigh the loss of human 
agency and what these benefits are.

6 � Conclusion

I presented the argument in support of the idea that the 
increasing use of automated decision-making systems based 
on artificial intelligence could create a specific dilemma 
that has similarities with theodicy based on free will. The 
dilemma is whether to give up or decrease human moral 
agency, which would result in a reduction of harm caused 
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by the human factor, or to continue to exercise human moral 
agency at the cost of reducing the overall well-being in the 
world. The main intention of the paper was to highlight 
this dilemma without trying to offer a definitive solution. 
I considered three potential paths as ways of answering 
this dilemma. Additionally, I suggested that our approach 
to dealing with this dilemma does not have to be an all-or-
nothing choice, but that we can make an independent deci-
sion for every domain of application.
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