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Abstract
As the capabilities of artificial intelligence (AI) continue to expand, concerns are also growing about the ethical and social 
consequences of unregulated development and, above all, use of AI systems in a wide range of social areas. It is therefore 
indisputable that the application of AI requires social standardization and regulation. For years, innovation policy measures 
and the most diverse activities of European and German institutions have been directed toward this goal. Under the label 
“Trustworthy AI” (TAI), a promise is formulated, according to which AI can meet criteria of transparency, legality, privacy, 
non-discrimination, and reliability. In this article, we ask what significance and scope the politically initiated concepts of 
TAI occupy in the current process of AI dynamics and to what extent they can stand for an independent, unique European 
or German development path of this technology.
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1  Introduction: discussion on AI regulation

As the possibilities and capabilities of artificial intelligence 
(AI) continue to expand, concerns are also growing about 
the ethical and social consequences of unregulated develop-
ment and, above all, use of AI systems in a wide range of 
social areas. Ethically and socially problematic uses of AI in 
differing contexts, as well as assessments of its risks, such as 
in medicine, work processes and human resource manage-
ment, education, law enforcement, and more, have long been 
the subject of intense socio-political debates.1

The widely shared assumption is that measures to reg-
ulate and standardize AI can reduce doubts and increase 
social acceptance, satisfy legal frameworks, and create 
legal certainty for AI applications, and moreover solve a 
wide range of ethical application problems (e.g., Tsamados 
2022; Gervais 2023; Gill 2023; Finocchiaro 2023; Foffano 

et al. 2023). For example, the EU Commission pointedly 
states that the greatest risks associated with the use of 
AI concern the application of rules protecting fundamen-
tal rights, including data protection and privacy and non-
discrimination, as well as security and liability issues (cf. 
EU 2020; Heesen et al. 2021). Especially since the voice 
system “ChatGPT” has been freely available to everyone 
and competitors are presenting comparable products, it has 
become clear to many stakeholders how necessary it is to 
regulate the new technology appropriately (cf. Lauer 2023; 
Schwartmann 2023; The Economist 2023). Only recently, a 
group of AI experts and well-known entrepreneurs, includ-
ing X2 and Tesla boss Elon Musk, who can only be classified 
as technology—and innovation—averse to a certain extent, 
published an open letter in which they warn of devastating 
AI risks and classify the out-of-control international AI race 
as a threat to humanity (see Vallance 2023). The authors pro-
claim, that current AI tools present “profound risks to soci-
ety and humanity” (Metz and Schmidt 2023)—statements 
that, on the one hand, contribute to heightened public and 
media expectations and, moreover, seem to provide addi-
tional legitimacy to the narrative of dystopian AI futures. 

 * Hartmut Hirsch-Kreinsen 
 hartmut.hirsch-kreinsen@tu-dortmund.de

 Thorben Krokowski 
 thorben.krokowski@tu-dortmund.de

1 Faculty of Social Sciences, Social Research Centre 
Dortmund, TU Dortmund University, Dortmund, Germany

2 Faculty of Social Sciences, Social Research Centre 
Dortmund, Research Training Group GRK 2193, Dortmund, 
Germany

1 See e.g., the recent Special Issue of the journal AI&Society (Vol. 
38, no. 2) on the problematic of a societal AI regulation AI&Society 
2/2023) or Cambridge University Press’ book publications: https:// 
www. cambr idge. org/ core/ series/ artifi cial intel ligen ce- for-social-goo
d/4E54639036002106212C0A3812752C7C (accessed: May 5 2023).
2 Formerly “Twitter”.

http://orcid.org/0000-0002-3721-3689
http://orcid.org/0000-0001-7578-9198
http://crossmark.crossref.org/dialog/?doi=10.1007/s00146-023-01808-9&domain=pdf
https://www.cambridge.org/core/series/artificialintelligence
https://www.cambridge.org/core/series/artificialintelligence


 AI & SOCIETY

1 3

On the other hand, the legitimacy of the call for regulatory 
control elements receives backing from a direction that tends 
to be unusual. Accordingly, an AI strategy has been pursued 
for some time in the EU as well as in Germany in terms of 
innovation policy, which can be explicitly summarized with 
the label “Trustworthy AI” (TAI). Following the definition 
of the European High-Level Expert Group on AI, this can be 
defined by three fundamental dimensions: “[L]awful, com-
plying with all applicable laws and regulations; …ethical, 
ensuring adherence to ethical principles and values; and …
robust, both from a technical and social perspective, since, 
even with good intentions, AI systems can cause uninten-
tional harm” (HLEG 2019, p. 5). What is meant by this is 
that a responsible and public welfare-oriented standardiza-
tion and regulation of AI systems (cf. BMBF 2021, p. 13) 
is being strived for. With the label TAI, an AI promise is 
formulated according to which AI can meet the requirements 
of transparency, legality, accountability, privacy, non-dis-
crimination, and reliability (cf. EU 2020; Heesen et al. 2020; 
HLEG 2019; 2020). This promise is also outlined with the 
formula “human-centric” or “human-centric approach to 
AI” (European Commission 2019, p. 9). Technologically, 
the focus is on development and application problems of 
the various machine learning and neural network methods.

With the promise of TAI, a special distinguishing feature 
and a competitive advantage of European solutions (cf. PLS 
2020, p. 9) are aimed at in each case in several respects: 
First, it is about competitive advantages in the global tech-
nology race (cf. Bitkom and DFK 2017; Bundesregierung 
2018; EU 2020; Van Roy et al. 2021). Second, however, the 
many critical socio-political objections in the AI discourse 
are to be taken up and implemented within the framework 
of a German and European development path for AI tech-
nology. Third, this is intended to expand Europe’s position 
as a global center for Trustworthy AI and, in the process, 
establish an ecosystem for excellence and trust for AI (cf. 
European Commission 2021). Originally, the process of 
standardization and regulation of AI in the EU was sup-
posed to enter a new, possibly decisive phase in spring 2023. 
Thus, almost complete draft laws on the risk-oriented use 
and liability of AI were available. The European Parliament 
wanted to decide on the “Artificial Intelligence Act” (AI 
Act)3 in spring 2023 so that the legislative project could 

be completed in this legislative period. However, with the 
not-inconsiderable disruptive noise and new lines of devel-
opment that have emerged in the course of the possibly 
unexpectedly radiant emergence of ChatGPT, there were 
then sometimes heated debates among numerous members 
of the European Parliament regarding, among other things, 
the content of the AI law and its compatibility with the com-
ments on generative AI (cf. Riegert 2023). Above all, AI 
systems that serve general purposes and can perform a vari-
ety of tasks were not considered in the original proposal. 
This only happened with the emergence of ChatGPT, as a 
generative general-purpose AI model that takes text input 
and provides users with high-quality, contextual responses. 
Against this background, numerous compromised amend-
ments have since been tabled, which could significantly pro-
long the negotiations and the time until the AI Act is actually 
passed (cf. Sharma 2023).

This article follows on from this debate with a specific 
focus on the European and German discourse. Specifically, 
the article discusses the following questions: First, which 
players are driving the discourse on TAI and what objectives 
are being pursued. Second, how can the impact and scope of 
this discourse and the corresponding measures be assessed? 
Third, what challenges and open problems can be identified. 
Fourth, to what extent can the concept of TAI be seen as the 
central feature of a European or German development path 
of AI? The structure of the paper is based on these questions.

2  Methodology

Methodologically, the study is based on a broad qualitative 
foundation. It is based on the results of the analysis of cur-
rent scientific, political, and public discourses on AI, and 
here in particular on the review and evaluation of multi-
ple “gray” documents, preprints, political pronouncements, 
websites, studies, and relevant specialist publications from 
national and international contexts. Interviews and state-
ments by AI experts that were accessible on the Internet 
often proved to be particularly informative. Furthermore, 
the argumentation is based on the results of our own detailed 
expert interviews. Between October 2021 and March 2022, 
19 interviews with 16 AI experts from Germany were con-
ducted as part of the project. Ten basic and application-ori-
ented scientists and six AI experts from AI-related scientific 
disciplines and application fields were interviewed. It should 
be emphasized that among them were four emeriti from the 
first generation of AI experts in western Germany. The inter-
views were conducted online and lasted at least one hour, 
often considerably longer. Some of the expert interviews 
included several rounds of feedback to clarify unanswered 
questions or to discuss initial theses. With three experts, 
individual questions could be deepened in a second detailed 

3 “The AI Act is a proposed European law on artificial intelligence 
(AI)—the first law on AI by a major regulator anywhere. The law 
assigns applications of AI to three risk categories. First, applications 
and systems that create an unacceptable risk, such as government-run 
social scoring of the type used in China, are banned. Second, high-
risk applications, such as a CV-scanning tool that ranks job appli-
cants, are subject to specific legal requirements. Lastly, applications 
not explicitly banned or listed as high-risk are largely left unregu-
lated” (FLI 2023).
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round of interviews. The interviews covered question com-
plexes of AI development, its application problems, and its 
development perspectives. Especially, questions were asked 
about the special features and challenges of a specifically 
European and German AI development, about the possibili-
ties and concepts of AI regulation and, above all, its practi-
cability. The interview results were recorded, and the central 
statements of the conversations transcribed.

In addition to that, the analysis draws on the authors’ own 
research findings on the social digitisation process of recent 
years. The results and findings from the authors’ ongoing 
participation in relevant workshops and conferences, as well 
as informal discussions with academics, practitioners, and 
political representatives, have been incorporated into the 
argumentation.

The evaluation and interpretation of the analysis results 
was carried out according to the methodological princi-
ple of social science triangulation (e.g., Flick 2007). This 
social–scientific method of analysis made it possible to vali-
date the different perspectives of different survey methods in 
a comparative way regarding the same facts. In the present 
study, the results of the literature research, the interviews, 
and the other more informal discussions were used. This 
made it possible to systematically analyze the subject area 
in its breadth and depth. The results of the analysis are pre-
sented in the following sections of the paper. The presen-
tation of the intermediate methodological steps would go 
beyond the scope of this paper.4

3  Driving players and their objectives

The topic of “Trustworthy AI” is taken up in the context of 
a wide variety of bodies, commissions, and organizations 
and linked to questions of AI development and application. 
All in all, a very dynamic and difficult-to-understand field of 
actors and institutions is increasingly establishing itself, both 
in the national framework and internationally, to deal with 
standardization and regulation issues in AI (cf. Foffano et al. 
2023, pp. 482). In addition to governmental and politically 
initiated activities and institutions, semi-governmental bod-
ies, such as standardization and testing organizations, asso-
ciations, such as trade unions and employers’ associations, 
NGOs such as AlgorithmWatch or Future of Life, various 
institutes, and a broad variety of national and international 
companies are increasingly addressing this issue in different 
ways (cf. Kleine and Weber 2022).

The fact that the reference to ethical guidelines in the 
context of dealing with algorithms and artificial intelligence 
is considered politically expedient is justified in two ways 
(cf. BMI 2018):

• The regulatory sovereignty of private, non-European de 
facto regulators, the large platform companies, which 
mostly act without recourse to European values as well 
as applicable (data protection) law, is to be clearly coun-
tered.

• The lack of data sovereignty, as a result of Europe’s 
high dependence on U.S. and Chinese data and analyt-
ics infrastructures, whose data protection regulations in 
part clearly run counter to the European understanding of 
(data) sovereignty, should be overcome (cf. Kagermann 
and Wilhelm 2020, p. 7).

For the EU Commission, this situation is reason enough 
to budget a sum of 9.2 billion euros in the EU funding pro-
gram “Digital Europe”5 for the purpose of triggering the 
digital transformation of the European economy and society. 
In the associated Coordinated Plan on Artificial Intelligence, 
a central activity is the work of a high-level expert group on 
AI (the so-called High-Level Expert Group, HLEG) with 
the task of developing ethics guidelines—“Ethics Guide-
lines for Trustworthy AI”—for the use of artificial intel-
ligence (cf. HLEG 2019, 2020). The conceptualisation of a 
human-centered approach with recourse to ethics aspects in 
standardization for AI is thereby understood as a support-
ing pillar in the attempt to develop key AI technologies and 
technology-based innovations in Europe independently and 
to build up own production capacities for this (cf. BMBF 
2021, p. 3). The label Ethics by Design is understood as an 
approach to consider ethical criteria already in the develop-
ment process. It refers to “an approach to design that aims 
at the systematic inclusion of ethical values, principles, 
requirements, and procedures into design and development 
processes” (SIENNA 2021).

A current attempt at EU level to put a legal stop to the 
non-transparent or even discriminatory or abusive use of AI 
applications is embodied in the aforementioned AI Act. It 
represents the world’s first cross-society effort to establish 
harmful effects protections for AI-based systems in the form 
of risk assessment categories. The law takes a holistic target 
group approach and affects not only EU citizens and Euro-
pean society as a whole, but also companies that provide 
or deploy AI systems within the EU (see AlgorithmWatch 
2022; Urban 2023). Following the view of AlgorithmWatch, 

4 The detailed findings generated during the study are available from 
the corresponding author on reasonable request (will be completed 
after the review process).

5 The Digital Europe (DIGITAL) program is a new EU funding pro-
gram focused on delivering digital technologies to businesses, citi-
zens, and public administrations (cf. European Commission 2022).
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the provisions made apply whenever AI-based systems are 
used in the EU—regardless of where the systems are oper-
ated from—or whenever the operation of the systems has 
consequences in the EU—regardless of where they are oper-
ated (cf. AlgorithmWatch 2022). Thus, ChatGPT—or at 
least central functional applications of the tool—is/are also 
classified as a high-risk application within the framework of 
the AI Act (cf. Helberger and Diakopoulos 2023)—although 
it should be noted (see above) here that an officially adopted, 
final assessment of the scope of the restriction of ChatGPT 
is not yet available at the time of publication of this paper.

At the national level, for example, this discourse is being 
driven by the Bundestag’s Commission of Inquiry, which 
discussed AI issues from a comprehensive socio-political 
perspective from 2018 to 2020 under the heading “Artificial 
Intelligence—Social Responsibility and Economic, Social 
and Ecological Potentials” and presented far-reaching socio-
political recommendations for action on AI development in 
its voluminous final report (cf. Enquete Commission Arti-
ficial Intelligence 2020). The Data Ethics Commission set 
up by the government also has a major influence on the AI 
discourse. Its mandate is to propose a development frame-
work for data policy, the handling of algorithms, AI and 
digital innovations, to make recommendations for action 
and to identify regulatory options. In this context, an action-
guiding framework is to be developed above all by the criti-
cality pyramid launched by the Data Ethics Commission 
(cf. Data Ethics Commission 2019, p. 177). Likewise, at 
the beginning of 2023, the German Ethics Council issued 
a fundamental statement regarding recent AI developments 
and applications as well as the associated ethical, legal, and 
social risks and multiple political and regulatory recommen-
dations for action. The statement is to be understood as a 
reaction to the request formulated by the President of the 
German Bundestag in October 2020 to develop a multidis-
ciplinary statement on the ethical issues of the relationship 
between “Human and Machine” (German Ethics Council 
2023).

From an application-oriented perspective, a working 
group of the so-called “Learning Systems Platform” (PLS) 
set up by the German government is addressing the legal 
and ethical challenges of the new digital and technological 
systems (cf. Müller-Quade et al. 2019). This working group, 
entitled “IT-Security, Privacy, Law and Ethics”, argues that 
learning systems are increasingly taking over tasks from 
humans, but that these systems themselves do not have legal 
personality. Therefore, new legal regulations, for example 
in liability law, would have to be found for AI use, or exist-
ing law would have to be adapted. In addition, the systems 
are not capable of making moral decisions on their own or 
of judging their decisions according to moral standards. 
Therefore, the ethical requirements would have to address 
the process of programming and using learning systems. 

The general objective is to lay the foundations for legal and 
ethical regulation and certification of AI systems and thus 
to create the preconditions for putting AI systems into use 
and exploiting their full potential benefits (cf. Heesen et al. 
2020).

An essential prerequisite for the realization of this concept 
is to establish standards and norms for the implementation 
and application of AI systems. One starting point for this is 
the “AI Standardization Roadmap” launched in Germany. 
Its aim is to drive forward the development of a framework 
for the standardization of AI that supports the international 
competitiveness of the German economy and raises Euro-
pean value standards to the international level (cf. Wahlster 
and Winterhalter 2020). Linked to this is the ambition to 
develop compatible criteria and requirements for the devel-
opment and use of AI in the various application areas at the 
national and European level in order to strengthen the con-
fidence of users in AI. Based hereon, it is hoped that it will 
be possible to ensure the potential benefits for society and to 
exploit the potential provided by the use of AI in a way that 
is oriented toward the public welfare. The overarching goal 
of developing and enforcing standards is to strengthen the 
interests of German science and industry in the international 
competition for AI and also to create innovation-friendly 
conditions for sustainable and future-proof value creation 
in the field of AI technology (see BMWi 2020).

4  Limited impact of the politically driven 
discourse

Overall, the debate about a German or European, ethically 
oriented AI version has so far been primarily a politically 
driven discourse. One of the interviewed AI scientists takes 
a very critical view of this:

In fact, this area is currently being filled with life in 
that people are sitting in Brussels and trying to cast 
these things into laws. But I don’t think that’s very 
effective. People are formulating laws about AI sys-
tems who don’t know what an AI system is, because 
it’s very difficult to define. When lawyers sit together, 
they come up with different ideas than AI people 
would. My impression is that this is negotiated by the 
lawyers alone, the legislation, without the subject mat-
ter being backed up by the AI experts (Anon., personal 
communication, 2021).

In other words, the discourse on TAI is mainly a top-down 
call in the name of public interest. Therefore, the discourse 
should be pushed toward more “participatory and inclusive 
processes” (Gill 2023) when developing and implementing 
AI systems. In addition, there is much to be said for the 
assessment that a discussion of ethical guidelines within the 
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socio-technical field of AI technology has so far tended to 
be given only limited priority. “Though a number of groups 
are producing a range of qualitative or normative outputs in 
the AI ethics domain, the field generally lacks benchmarks” 
(Zhang et al. 2021, p. 127). Various reasons can be cited for 
this (cf. Beckert 2021):

4.1  Gap between AI strategies and ethical 
requirements

The intention of many developers and companies to offer 
an AI product as a first mover leads to the neglect of ethi-
cal criteria in a short-term oriented development and in the 
fastest possible deployment of the systems. An example of 
this are systems for staff assessment and recruitment, which 
are often placed in markets without consideration of inher-
ent mechanisms of discrimination against certain groups of 
people. Notwithstanding their demonstrably discriminatory 
effect and manipulation-prone structure, pioneering com-
panies have been able to secure a significant market advan-
tage, despite all the criticism (cf. Noll 2019; Gupta et al. 
2021). This example points to the fundamental problem of 
AI developers’ commercial strategies being at odds with the 
social and ethical demands placed on AI. As The Economist 
recently highlighted: “Microsoft recently disbanded one of 
its AI ethics team, for example. Indeed, some researchers 
think the true “alignment” problem is that AI firms, like 
polluting factories, are not aligned with the aims of society. 
They financially benefit from powerful models but do not 
internalize the costs borne by the world of releasing them 
prematurely” (The Economist 2023). An interviewed expert 
formulates this contradiction even more clearly:

AI research is, by its very nature, innovation research 
with many start-ups and big players. They want to earn 
money, that’s clear. Of course, the [ethical] problems 
don’t come first. That comes from the outside with the 
ethics (Anon., personal communication, 2022).

4.2  Transparency deficits between TAI 
and application

Moreover, the relevance and the functional connection 
between TAI and concrete application are not always obvi-
ous. This is often unclear to operational users, for example 
in the industrial sector or in the research context, so that 
the recourse of ethical aspects is often considered superflu-
ous—this is a problem that is inherent in almost all cur-
rently existing ethics frameworks. For example, a recent 
study showed that most frameworks almost exclusively do 
not specify target groups. Rather, most frameworks promise 
to present a one-size-fits-all solution. In practical application 
at the latest, however, this promise can hardly or not at all 

be fulfilled if, for example, the focus of the AI guidelines 
is strongly technical and can only be adequately understood 
by the AI system developers themselves (cf. Qiang 2023). 
It can be concluded that there is often a lack of appropriate 
know-how, specific planning, and additional resources to 
adequately meet the AI-genuine constitution, which consists 
of the ability to approximate any continuous function with 
arbitrary accuracy (cf. Kersting and Tresp 2019, p. 4), or to 
meet the requirements of TAI within workflows and testing 
processes with identical intensity (cf. Beckert 2021, p. 20).

4.3  Insufficient assessment of implementation 
challenges

According to interviewed experts, the last point in particu-
lar reveals a fundamental shortcoming since companies are 
already confronted with a variety of new areas of tension in 
the organizational and work context in view of the imple-
mentation of AI, which often cannot be properly assessed 
and result in new follow-up costs. It is true that there is a 
relatively high level of sensitivity among many stakeholders, 
with regard to the issue of TAI and the socio-political goals 
pursued with it. However, from an application-oriented per-
spective, this concept is seen as difficult to implement and 
also as primarily a political issue rather than one relevant 
in the discourse of innovation-related topics (cf. Hirsch-
Kreinsen 2023a, b, p. 172).

4.4  Whitewashing of AI

In the more recent discussion, critical voices can also be 
found, which doubt the regulatory effects of this debate and 
the measures oriented to it. A central problem is that the 
field of AI applications is becoming increasingly unmanage-
able and cannot be grasped at all. Therefore, if one follows 
Jansen and Cath’s position, all activities of this kind aim 
at little more than a whitewashing of AI and its applica-
tions (e.g., Jansen and Cath 2021). Thus, the concept of TAI 
as a distinguishing feature in global competition does not 
always resonate particularly well even at some innovation 
policy levels. For example, the report of the German Com-
mission of Experts for Research and Innovation (EFI) of 
2022 is worth mentioning. On the one hand, the commission 
complains about the considerable backlog of the Federal 
Republic of Germany in many key technologies, in par-
ticular AI, in international comparison. On the other hand, 
however, apart from the topics of data protection and IT 
security, other terms of a European perspective on AI, such 
as trustworthy(ness) and ethical in connection with AI, are 
surprisingly not addressed anywhere in the comprehensive 
report (cf. EFI 2022).
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4.5  Structural limits to the implementation of AI 
ethics

There is no doubt that there are also structural limits to the 
implementation of European-wide AI ethics and its crite-
ria. The AI Ethics Impact Group (AIEI Group) sees such 
limitations primarily in non-negligible influencing factors 
such as cultural context dependencies, which have different 
logics of action and design. For example, different national 
institutional regulations that do not allow uniform imple-
mentation of standards throughout Europe must be taken 
into account. One example of this is the industrial relations 
in the individual EU countries, which in some cases diverge 
greatly, and which at the company level open up very dif-
ferent or in some cases no legal possibilities for intervention 
at all with regard to employee data protection. As is well 
known, in contrast to many other countries, work councils in 
Germany have comparatively far-reaching co-determination 
rights with regard to the use of personal data and associated 
control options in work processes.

4.6  TAI as an obstacle to innovation

There is also critical talk that legally and ethically oriented 
regulatory criteria could be a barrier to innovation for AI 
and that resistance to political activities is therefore emerg-
ing. This is formulated, for example, with regard to the 
introduction of the EU General Data Protection Regulation 
(GDPR). Not surprisingly, this criticism is formulated by the 
Federation of German Industries (BDI): “Under no circum-
stances should data protection law be allowed to become an 
obstacle to innovation and a location disadvantage” (BDI 
2018). In addition, and this is an extremely interesting point, 
a group of German leading research institutes, scientists, 
and business representatives of the Large-Scale Artificial 
Intelligence Network (LAION e.V.)6 recently wrote an open 
letter to the EU Parliament. They demand that the draft of 
the AI Act should be improved with a view to foreign policy 
security and economic competitiveness. In contrast to the 
genuine intention of the AI Act, namely to protect the free-
dom of citizens and to reduce the security risk, the authors 
accuse the AI Act of jeopardizing the freedom of research 
and digital resilience. The authors argue that one-size-fits-
all regulation, which hinders open-source approaches in the 
field of generalized AI, stands in the way of transparency 

and security of AI systems. As a result of the adoption of the 
AI Act, Germany and Europe are facing a point of no return.

European research and development would then be left 
behind in the long term, with significant consequences 
for business and research. It would also pose a political 
security risk. Companies would also become massively 
dependent as end users of US APIs, for example. Data 
and added value would flow out of the EU—and even 
if the servers were located within the EU, the local 
industry would be dependent on the goodwill of some 
foreign companies in other jurisdictions (Hahn 2023).

There are also quite a few critical voices pointing to the 
slowing effect that the AI Act, for example, could have on 
the domestic European economy. Fears of a scenario in 
which Germany or the EU develops from a high-tech loca-
tion into an “industrial museum” (cf. Glauner 2023) due to 
overregulation are not uncommon. It is undisputed that Ger-
many and the EU must walk a tightrope in this matter, which 
is primarily characterized by two decision options: On the 
one hand, the question can be raised as to whether it is the 
regulatory framework that is possibly inhibiting technologi-
cal innovations and thus also AI innovations. On the other 
hand, there is no question that AI aspects, such as transpar-
ency, explainability, and traceability, should be subject to 
intensive discourse, especially in high-risk scenarios (cf. 
Pereira 2021). Besides, however, there may also be impetus 
for social innovations oriented toward and desired by society. 
It is reported, for example, that there are also voices from 
the companies themselves calling for clear framework condi-
tions. Yet, these do not represent an obstacle to innovation, 
but rather a clear market structure with certain standards 
that provide impetus for new innovations. In addition, this is 
associated with the expectation that social acceptance prob-
lems and damage to the image of AI can be avoided. Finally, 
there are quite a few indications that some companies are 
hoping to exploit a new field of business for the purpose 
of testing and certification procedures that are becoming 
increasingly necessary in the wake of the emergence of ethi-
cal AI concepts (cf. Hirsch-Kreinsen 2023a, b, p. 174). For 
instance, quite a few consulting firms are already becoming 
active as first movers in the market for ethical AI in order 
to secure a promising place for themselves at an early stage 
with a view to the expected run on socially acceptable, TAI 
algorithms. For example, providing an “Ethics Compass for 
Data and Artificial Intelligence” for a fee is intended to sup-
port companies interested in integrating AI ethics into their 
governance as well as companies that have already estab-
lished ethics governance and want to measure and increase 
the maturity of their AI ethics (cf. KPMG 2022).

6 Large-Scale Artificial Intelligence Network (LAION e.V.): 
“LAION, as a non-profit organization, provides datasets, tools 
and models to liberate machine learning research. By doing so, we 
encourage open public education and a more environment-friendly 
use of resources by reusing existing datasets and models” (LAION 
2023).
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5  Unresolved challenges

Overall, the manifold and unresolved challenges of further 
development and enforcement of concepts of TAI are unmis-
takable. Many unanswered questions still exist regarding 
how legal and ethical criteria are precisely formulated and 
enforced in order to be able to influence the dynamics of AI. 
Thus, the current state of the debate on the criteria for legal 
and ethical regulation of AI development and application is 
characterized by a great deal of conceptual heterogeneity. 
A uniform canon of central normative criteria or a catalog 
of core principles isn’t discernible so far. Rather, different 
actors are also emphasizing different normative rules (cf. 
Rudschies et al. 2021). In summary, the following should 
be highlighted here.

5.1  Problem of knowledge transfer

On the one hand, the problem of knowledge transfer between 
mutually isolated domains is problematised on the occasion 
of the feasibility of ethically oriented AI systems. Thus, 
according to Beckert, it is necessary to “bring together the 
two worlds of software development and ethics” (Beckert 
2021, p. 21). An interviewed expert formulated this problem 
very aptly: “Software developers are not necessarily data 
protectionists” (Anon., personal communication, 2022). 
Therefore, the formation of interdisciplinary teams proves 
to be indispensable, but according to all the available find-
ings, and especially in view of the lack of expertise in this 
field, it appears to have hardly been realized to date.

5.2  Ambiguities in standardization

On the other hand, it is not clear which areas—either data 
use or algorithmic processes—should be the primary focus 
of standardization. For example, the much-cited EU GDPR 
is viewed critically. It focuses exclusively on the quality of 
the data and neglects the question of how algorithmic AI 
processes arrive at certain results and decisions (cf. Hirsch-
Kreinsen 2023a, b, p. 153). With regard to an evaluation or 
certification of algorithms, the different methods of AI have 
to be considered in different ways. Often, neural networks 
and their opacity are seen as a central regulatory problem 
(cf. Shrestha et al. 2019, p. 68; Steininger 2023). According 
to many involved experts in the discussion, it also remains 
unclear how to deal with other machine learning methods 
or symbolic AI methods. A solution to this problem that has 
been discussed for some time is to code AI systems accord-
ing to normative or legal requirements i.e., AI machines 
are programmed to ensure that they will abide by a set of 
principles represented explicitly in AI system design and 
decision-making algorithms (cf. Gervais 2023, p. 399). As 

the discussion makes clear, however, this can only be a set 
of generally defined standards that are considered relevant. 
In concrete terms, these must then be continuously specified 
according to the field of application and the state of develop-
ment of the technology.7

5.3  Inconsistent assessments of application 
contexts

In addition, there is skeptical discussion about how applica-
tion risks can be assessed in different fields, how the concept 
of criticality is defined as a measure of potential dangers, 
and what normative consequences should be drawn from 
this. Divergent definitions are presented here, for example, 
by the Data Ethics Commission (2019) and the EU Com-
mission with the AI Act (cf. Müller 2022). The unresolved 
question of how diverse forms of design and use of the sys-
tems should be captured and regulated also plays a role here. 
Typical of this is the different interpretation of AI systems, 
namely either as an assistance system that supports human 
action or as an autonomous system that is intended to make 
decisions on its own and aims to largely automate processes. 
It is therefore essential to take a differentiated view of AI: 
depending on the application context, one and the same sys-
tem can be associated with a variety of risks or levels of 
criticality (cf. Heesen et al. 2021). Likewise, there are con-
ditions of diverse areas of application, for which divergent 
needs and requirements for ethical AI guidelines are rel-
evant in each case. While it is undisputed among experts that 
the concept of risk or criticality assessment chosen by the 
European Commission to ensure the quality of AI systems 
provides a good orientation function for evaluation and regu-
lation, it should, if the experts are to be followed, be supple-
mented by a far more precise classification of criteria. These 
should cover the various application contexts as precisely as 
possible. At the same time, however, innovation potentials 
should not be hindered. It is emphasized that there is still a 
great need for research in this area (cf. Heesen et al. 2021).

5.4  The need to consider development 
and implementation processes

Besides, actionable frameworks for TAI algorithms would 
have to consider the complex development and implementa-
tion process, the socio-technical nature of AI systems, and 
the related responsibility of system development toward sys-
tem users (cf. AIEI Group 2019, p. 10). On top of this, the 
opacity of AI dynamics must not be neglected in view of its 
multiplex application functions. Thus, the requirements for 
application and regulation are very differentiated in various 

7 (E.g., Gervais 2023, pp. 402) and the literature discussed there.
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fields of application. If one follows a personnel expert, this 
can be described based on two extreme situations: On one 
side, there is a “Wild West” in regulatory terms, such as AI 
applications in the field of human resource management, 
where there are great risks of discrimination through sys-
tem decisions. This is a “hot market” with a lot of “junk 
software”, he said. Conversely, there is already a strong 
control apparatus in autonomous driving and especially in 
the medical field, “so you can’t just do something with AI 
somehow” (quoted from Hirsch-Kreinsen 2023a, p. 154). 
The challenges that arise while regulating or certifying AI 
systems are vividly described by an expert from a certifica-
tion body:

Honestly, we’ll have to work that out concretely in the 
coming years. But what I can say right now: One crite-
rion will certainly be whether the data set with which 
such an AI is trained is free of bias. Has care been 
taken to ensure that minorities or minority opinions are 
not discriminated against in an unruly manner? There 
are statistical procedures that we can use to determine, 
for example, whether data in a particular category is 
sufficiently represented. Moreover, I think it would be 
wrong to look only at the result. Basically, we have to 
start in the development process of the AI –, and really 
from the beginning to the end, from the formulation of 
the problem to the selection of the data to the categori-
sation and preparation. Is the data sufficiently power-
ful? Are they representative? Then comes the whole AI 
training process, where a lot can go wrong. We simply 
need good test criteria there. This, by the way, is also 
because some AI decisions are not easy for humans 
to understand for another reason: We once had a pilot 
project here to detect damage to turbine blades. The AI 
was hooked up to a very high-resolution digital camera 
that can recognize 100 times more color values than 
a human eye. It found things that we didn’t see at all. 
We don’t know immediately whether this is a real error 
or whether the AI has made a mistake (Armbruster & 
Knop 2022).

5.5  Challenges of technological change 
and of workable standards

Additionally, it must be outlined that regulation and stand-
ardization approaches are fundamentally confronted with 
rapid technological change and must therefore constantly 
adapt to new challenges and be updated. It is also unclear 
which authorities would be sufficiently competent and legiti-
mized for this. Above all, however, it would be worth dis-
cussing whether the aforementioned normative standards of 
coding (cf. Gervais 2023) would be a practicable starting 
point for subjecting dynamic development to regulation. 

Because a classification system of application risks like 
this of the EU may be overwrought and a principles-based 
approach would be more flexible (cf. The Economist 2023).

In summary, despite all obstacles and contradictions, 
it can be stated that the discourse on TAI and the diverse 
political approaches have significantly increased the general 
awareness of the legal and ethical challenges of AI. Apart 
from that, however, the actual consequences for the devel-
opment and application of AI are largely unresolved. The 
discussion about this and furthermore the modes of imple-
mentation regarding corresponding criteria are quite obvi-
ously still in their infancy (cf. Heesen et al. 2021).

6  Trustworthy AI as a unique selling 
proposition?

In order to establish Germany and Europe as global centers 
of TAI and as an ecosystem for excellence and trust (cf. 
European Commission 2021), policymakers never tire of 
emphatically reiterating the promise of TAI: “Europe can 
distinguish itself from others by developing, deploying, 
using and scaling TAI, which we believe should become 
the only kind of AI in Europe, in a manner that can enhance 
both individual and societal well-being” (European Com-
mission 2019, p. 6). Hardly compatible, even contradictory 
objectives, such as economic growth, security, sustainability, 
poverty, disease reduction, etc., are to be harmonized and 
made equally feasible here. Consequently, AI is seen as the 
magical key to solve national, European and global problems 
(cf. Ossewaarde and Gülenç 2020, p. 55). The rationale for a 
European AI path can be found in the following formulation 
by the EU Commission: “[B]y trying to innovate in AI just 
in the same way as the US or China, Europe has already lost 
the competitiveness race” (Pereira 2021). Following on from 
the foregoing, we will conclude by asking whether the con-
cept of TAI with its ethical dimensions actually represents 
a unique European and German selling point in the global 
race for AI, or whether it has at least the potential to develop 
in this direction.

Clear doubts are warranted here, because: If one com-
pares internationally AI-oriented pronouncements of a wide 
variety of governments and countries, one can find com-
parable statements and partly already implemented ideas 
regarding the conceptualisation, design and introduction of 
TAI-based criteria. Qiang et al. (2023) even go so far as 
to speak of a “bombardment of AI ethics frameworks […] 
published in the last decade”. This is shown by authors of an 
international comparative study on the perspectives pursued 
with AI policies in the USA, UK, and EU: “In particular, 
transparency, accountability, and a ‘positive impact’ on the 
economy and society are among the key values indicative of 
the kind of view of a ‘good AI society’” (Cath et al. 2017, 
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p. 523). Furthermore, since 2017 60 countries, territories 
and the EU have published over 700 AI policy documents 
to set out their visions on a societal oriented AI (cf. Foffano 
et al. 2023, p. 481). For example, Canada’s “Pan Canadian 
AI Strategy”, published in 2017 and considered the world’s 
first official AI strategy document, already highlights the 
development of ethical implications for AI as one of its main 
concerns. In 2018, India published its “National Strategy on 
Artificial Intelligence: #AIforALL”, in which it highlighted, 
among other things, the research relevance regarding data 
protection, privacy, and ethical, bias-preventing AI efforts. 
Brazil’s 2020 “Brazilian Artificial Intelligence Strategy” 
also addresses this issue. In addition, the “AI Ethics Frame-
work” published by the Australian Commonwealth Scientific 
and Industrial Research Organisation (CSIRO) in 2019 deals 
in detail with the importance and necessity of regulatory and 
ethical frameworks and guidance while researching, devel-
oping and disseminating AI products and applications (cf. 
Zhang et al. 2021, p. 155). It is also surprising to note that 
even from China comes a “White Paper on Artificial Intel-
ligence” (2021) published by the China Academy of Infor-
mation and Communications Technology (CAICT). With 
key elements, such as trustworthiness, traceability, and fair-
ness, the Chinese AI strategy clearly overlaps with the core 
dimensions addressed in the concept published by the EU.

One aspect that has fatally received little attention is 
manifested in the lack of concrete demonstrable impact and 
often suggested benefits of AI-based ethics frameworks on 
AI companies, products and projects, as recently identified 
by Qiang et al. (2023). The reason for this is largely to be 
found in a “principles-to-practices gap”, which—if one fol-
lows the argumentation of Schiff et al. (2021)—ironically 
can be identified not least as the result of an existing over-
supply of ethical AI strategies and principles. As a result of 
this oversupply, it is difficult for individuals to sort through 
and evaluate the usefulness of a particular tool or weigh the 
benefits of a tool against the many other tools available. This 
can lead to individuals and organizations missing out and 
organizations useful tools and methods already exist. From 
an international perspective, therefore, a critical assessment 
of European efforts is not surprising. For example, Jessica 
Newman, program manager for the AI Security Initiative 
(AISI) at UC Berkeley’s Center for Long-Term Cyberse-
curity (CLTC), sees German and European efforts to tout 
ethical, trustworthy, standards-based, regulated AI applica-
tions as an in-house invention as a distortion of reality. It is 
also rather exaggerated to see the EU as the “technological 
guardian of the world” and thus the U.S. implicitly as the 
digital West (cf. Venkina 2021). Additionally, it can be noted 
that European data protection guidelines and laws are indeed 
stricter than those of the U.S. or China and threaten tougher 
sanctions. Nevertheless, this does not necessarily apply to 
AI-based technologies and, in the wake of the introduction 

of the criticality model, a “large part of AI use […] remains 
unregulated, and only voluntary guidelines are proposed to 
promote responsible use” (ibid.). The meaningfulness and 
intention of AI standards is certainly not diminished by this 
circumstance in any way. Nevertheless, with recourse to the 
underlying findings, it seems disputable whether trustworthy 
and ethical AI approaches can be regarded as an exclusive 
and original product of European provenance and whether 
the two main competing AI conceptualisations and their 
attested main intention—China (control) and the USA (com-
merce) (cf. Beckert 2021, p. 17)—can be denied an interest 
in TAI technology based on ethical values. For in both the 
USA and China, the ethical challenges of AI are accorded 
a certain status, at least at the level of discourse, although 
not necessarily equal in some areas. However, the European 
approach undoubtedly goes further. Despite criticism of it 
in detail, it offers interesting orientations and approaches for 
the development of effective regulatory measures in future. 
Given the current rapid development of AI, these will be 
indispensable, in whatever form. Qiang et al. (2023), in any 
case, conclude that a construct such as a “one-size-fits-all AI 
ethics framework”, with which ethical problems and effects 
of AI can be adequately uncovered and controlled, does not 
exist and is in any case not purposeful for the development 
of AI. Following on from this, the dogged orientation toward 
the creation of a distinct form of ethical framework in the 
German or European context also proves to be unrealisable 
and runs counter to the exploitation of the potential that 
nevertheless exists.
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