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Abstract
Despite the bombardment of AI ethics frameworks (AIEFs) published in the last decade, it is unclear which of the many have 
been adopted in the industry. What is more, the sheer volume of AIEFs without a clear demonstration of their effectiveness 
makes it difficult for businesses to select which framework they should adopt. As a first step toward addressing this problem, 
we employed four different existing frameworks to assess AI ethics concerns of a real-world AI system. We compared the 
experience of applying the AIEFs from the perspective of (a) a third-party auditor conducting an AI ethics risk assessment 
for the company, and (b) the company receiving the audit outcomes. Our results suggest that the feel-good factor of doing an 
assessment is common across the AIEFs that can take anywhere between 1.5 and 20 h to complete. However, each framework 
provides different benefits (e.g., issue discovery vs. issue monitoring) and is likely best used in conjunction with one another 
at different stages of an AI development process. As such, we call on the AI ethics community to better specify the suitability 
and expected benefits of existing frameworks to enable better adoption of AI ethics practice in the industry.

Keywords  AI ethics · AI ethics framework · AI toolkits · Audit · Healthcare AI · Startup

1  Introduction

In the last decade, there has been a flurry of activities calling 
for more ethical practices in the AI industry. Early attempts 
primarily focused on establishing a set of high-level prin-
ciples and codes of ethics to guide responsible design and 
deployment of AI systems (Amershi et al. 2019; Jobin et al. 
2019); for example, Microsoft AI Principles state that “AI 
systems should treat all people fairly” (Microsoft 2022). 
Soon, over 200 ethics frameworks—in the form of harm/
risk/impact assessments, toolkits, checklists, and govern-
ment processes—have been published to translate these 
abstract, high-level principles into practice (Ayling and 
Chapman 2021). However, despite the availability and 
large variety of AI ethics frameworks (AIEFs) today, it is 
unclear what impact they have on an AI business, product, or 

service. In other words, we do not know whether the adop-
tion of existing AIEFs delivers any specific and observable 
benefit to the AI industry today. We posit that long-term, 
industry-wide adoption of the frameworks will not come to 
fruition if the AI ethics community fails to demonstrate a 
concrete benefit in adopting AI ethics practices, and articu-
late how to unlock such benefits.

As a means to fill this broader knowledge gap, this paper 
presents our efforts to address the following research ques-
tion: how effective are the various types of AIEFs in helping 
businesses assess AI ethics risks? We present a real-world 
comparative case study that involves a startup—herein 
referred to as the “client.” The startup’s main product is an 
AI-powered recommender system that clinicians can use to 
find promising treatment options for patients with clinical 
depression. We employed a qualitative case-study method-
ology (Baxter and Jack 2008), wherein AIEFs acted as an 
“intervention” practiced in the context of a healthcare AI 
startup in Canada.

With a brief overview of existing work on AIEFs 
(Sect. 2), we present a landscape analysis. This analysis 
informed our selection of the widely different styles of 
frameworks applied to the case study (Sect. 3). The research-
ers took on the role of a third-party auditor assessing the 
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ethics risk of the pre-deployment AI system, and applied 
all four frameworks to the case study (Sect. 4). We com-
pared the frameworks from two different perspectives: (a) 
the experience of a third-party auditor performing AI ethics 
risk assessments for the client company, and (b) the main 
recipient of the audit (i.e., the client).

Our results suggest that different types of AIEFs are better 
suited for different stages of an AI product design process, 
although this is rarely specified in the frameworks. We also 
find that domain-specific frameworks (e.g., AI in healthcare) 
are needed to help avoid or resolve contradictions between 
the output of an AI ethics assessment and existing regulatory 
requirements. We discuss the implications and conclusions 
from our investigation in Sects. 5 and 6.

The findings from this study contribute to the urgent task 
of investigating the efficacy of AIEFs in real-world applica-
tions. Further, we conjecture the need to treat AIEFs as an 
intervention mechanism to instill a culture of responsible 
design and deployment within the industry, rather than as 
a one-time measure to produce more thoughtfully designed 
end products. Finally, our comparative case-study approach 
led us to identify how an AI ethics checklist that takes 1.5 h 
to complete should serve a different function from process-
oriented guides that take much more time and necessitate 
multi-stakeholder engagement in the process. We call upon 
the AI ethics community to help develop scientific, iterative 
means with which improvements to existing frameworks can 
be made, and to better specify the suitability and expected 
benefits of existing frameworks for better adoption of AI 
ethics practices in the industry.

2 � Background

In this section, we provide a brief overview of the recent 
development in AIEFs (Sect. 2.1) and known hindrances to 
industry adoption of the frameworks (Sect. 2.2). Given the 
diversity of frameworks, we distinguish the terms frame-
works and toolkits. In this paper, we use the term AI ethics 
framework (AIEF) to denote a body of work that generally 
aim to promote AI ethics, while AI ethics toolkit—a subcat-
egory of AIEFs—refers specifically to tangible, step-by-step 
processes or a set of technical tools that support ethics risk 
discovery and management. AI ethics toolkits are further 
distinguished from tools, which are technical libraries (e.g., 
local interpretable model-agnostic explanations package 
(Ribeiro 2022) as an AI explainability tool (Ribeiro et al. 
2016)) and a singular process (e.g., Datasheet for Datasets, 
a documentation tool). Given the fact that our work involves 
a real-world product in development (a healthcare AI system 
developed in Canada), we briefly contextualize the state of 
regulation and AIEFs relevant to the case study (Sect. 2.3).

2.1 � AI ethics frameworks

A recent synthesis of six prominent ethical guidelines by 
Floridi et al. found that there is a significant degree of 
overlap between principles, which leads to the follow-
ing five shared principles: beneficence, non-maleficence, 
autonomy, justice, and explicability (Floridi et al. 2018). 
However, these AI ethics principles have often been criti-
cized for being too broad and high level to be practical, 
and for employing ambiguous terms that oversimplify con-
ceptual nuances and potential differences in interpretation 
(Whittlestone et al. 2019; Jobin et al. 2019; Hagendorff 
2020). The need for clarity surrounding ethical principles, 
as well as practical mechanisms for prioritizing these nor-
mative values remains.

In recognizing this gap between theoretical principles 
and practical implementation, several AIEFs have been 
published. AIEFs generally focus on shifting the “what” 
of AI ethics principles toward “how” one can apply these 
ethical principles. Often aligned with the most common AI 
ethics principles (Jobin et al. 2019), AIEFs offer instruc-
tions on how to identify and mitigate the ethical risks 
posed by AI systems across key normative values such 
as fairness, transparency, and accountability (IBM 2020). 
A corporation may employ AIEFs as an internal auditing 
tool that provides a set criterion for complying with glob-
ally recognized AI ethics principles. For example, Interna-
tional Business Machines (IBM) Corporation defined five 
foundational properties for AI ethics, which serve as the 
company’s guiding values as they develop and adopt AI 
applications (IBM 2022). Other prominent organizations, 
such as BSA The Software Alliance, have published their 
own frameworks for assessing the impacts and risks of AI 
bias throughout a system’s life cycle (BSA 2021).

One of the most comprehensive reviews of existing 
AIEFs reviewed 106 responsible AI tools and frameworks 
(Morley et al. 2020). They found a diversity of different 
frameworks from high-level conceptual guidelines to 
technical tools for identifying data bias. The study also 
revealed a distinct lack of applicability; although AIEFs 
offer potential mechanisms for stakeholders to design and 
deploy ethical systems, a vast majority of these processes 
are not actionable, as they offer minimal guidelines for 
how to implement them in practical settings (Vakkuri 
and Kemell 2019). Unlike hard governance mechanisms 
such as the rule of law, ethics does not have enforcement 
mechanisms beyond voluntary and non-binding coopera-
tion between stakeholders in AI (Hagendorff 2020). As 
such, in an industry wherein corporate stakeholders pri-
oritize profitability, one must recognize the pivotal chal-
lenges inherent to the subjective nature of AIEFs; compa-
nies may choose to employ frameworks to bolster public 
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image over maintaining ethical integrity—consequently 
impressing corporate biases within AI ethics evaluations.

2.2 � Hindrance to industry adoption

While a common intention behind developing AIEFs has 
been to promote ethical development/deployment of AI 
systems, scholars have identified a number of practical 
obstacles to bringing the intention to reality. First, the eth-
ics implications of an AI system and the appropriate miti-
gation strategies can differ significantly from one use case 
to another. The AI explainability community has expressed 
this more explicitly and articulated that not all AI explain-
ability technique solves all AI explainability needs and prob-
lems (Arya et al. 2019). Likewise, it has been suggested 
that AIEFs should be tailored to specific industries, such 
that ethical risk assessment and mitigation is built into 
existing operations and standards (Blackman 2020). Sec-
ond, the recent inundation of guidelines has also made the 
application-specific framework selection process difficult. 
Some state that stakeholders are already beginning to feel 
overwhelmed by an overabundance of AIEFs and may expe-
rience difficulties with selecting, comparing, and assessing 
the utility of the different tools (Schiff et al. 2021). The sheer 
abundance of AIEFs then may lead them to be no longer 
considered an effective means of instilling ethics considera-
tions in AI. Moreover, an AI system can undergo multiple 
phases of the design and deployment process that require 
different levels of ethics considerations (Peters et al. 2020). 
However, readily available AIEFs or ethics toolkits tend 
to not distinguish the characteristics of different steps in a 
design process. Consequently, without selecting the proper 
toolkit or frameworks suitable for the specific purposes or 
stages of AI deployment, validating the effectiveness of the 
ethical dimension becomes difficult. Therefore, we posit that 
examining the effectiveness of existing AIEFs and itera-
tively improving upon them—rather than producing more 
AIEFs—may lead to higher industry adoption. Toward this 
end, our work provides a comparative analysis of existing 
frameworks using a real-life case study.

At present, there are only a few published use cases that 
illustrate AIEFs in action (Vakkuri and Kemell 2019; de 
Swarte et al. 2019). For instance, the Foresight into AI 
Ethics (FAIE) Toolkit published by the Open Roboeth-
ics Institute (Open Roboethics Institute 2019) stems from 
an AI ethics audit conducted for Technical Safety BC—a 
safety regulator—in Canada with the full audit report avail-
able publicly (Generation R Consulting 2018). O’Neil Risk 
Consulting & Algorithmic Auditing, a US consultancy, 
published an audit report of HireVue, a company known 
for automating hiring and admissions processes (Zuloaga 
2021). Apart from a few exceptions, recent findings by 
Vakkuri et al., suggest that industry professionals largely 

rely on ad-hoc methods to approach and address ethical 
risks (Vakkuri and Kemell 2019). This is despite the find-
ings from the same authors that developers do care about 
the ethical aspects of technologies (Vakkuri et al. 2020a, 
b). Therefore, some consider AIEFs as a promising means 
for enabling accountability in AI development processes, 
both internally or by an independent body. The Algorithmic 
Impact Assessment (AIA) created by the Treasury Board 
of Canada is intended as a means to assess and manage the 
risks of deploying automated decision systems by various 
departments and agencies within the Canadian government 
(Treasury Board of Canada 2021).

In this work, we sought to delve deeper into the hin-
drances to industry adoption of AIEFs by applying four 
widely different styles of existing AIEFs to the same case 
study. Our results build on the previous work by providing 
concrete pros and cons of each form of AIEFs from both 
auditor and AI-business perspectives.

2.3 � Contextualizing the case study

Understanding the geopolitical and domain-specific context 
is important in interpreting the outcome of any case study. 
Hence, we briefly provide the context for the startup and its 
product here.

Our case study involves a recommender system developed 
by an AI startup based in Montréal, Canada. The client’s AI 
product involves recommending patient-specific treatment 
options to clinicians. As such, the company’s business and 
design decisions are influenced by at least the following: (a) 
their status as a startup, (b) the local AI ecosystem in the 
city of Montréal and Canada more broadly, and (c) medical 
devices regulation in Canada and the province of Québec.

As one of the birthplaces of deep learning, Canada has 
an active AI ecosystem heavily supported by the federal and 
provincial governments (e.g., over $1 billion CAD of public 
funds have been invested in the city of Montréal’s AI eco-
system alone) and hosts over 800 AI startups. While its AI 
market is small compared to the global AI giants—namely 
China and the United States—Canada has shown an empha-
sized interest in responsible AI practices, actively leading 
initiatives such as the Declaration of the International Panel 
on Artificial Intelligence. The city of Montréal is also known 
to be home to the Montréal Declaration for a Responsible 
Development of Artificial Intelligence (Montréal Declara-
tion Responsible AI 2017), and academic and non-profit AI 
ethics organizations. As such, an AI startup in Canada is 
likely to be in a metropolitan environment surrounded by a 
high density of academic and industry AI practitioners with 
at least passing knowledge of AI ethics issues.

Over the past decade, we have seen an explosive increase 
in AI startups worldwide (Tricot 2021). Despite this, only a 
few studies explored AI ethics activities in smaller companies 
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(Vakkuri et al. 2020a). In a study involving 249 respondents 
from 211 software companies, approximately half of the 
respondents reported not having any fallback plans for han-
dling unexpected use cases of their system and felt that their 
system could not be misused (Vakkuri et al. 2020a). Among 
startups, in particular, software developers felt that their sense 
of responsibility lies primarily with the technical aspects of 
their products, such that their role in upholding ethical stand-
ards remained unclear to them (Vakkuri et al. 2020b).

Although AI companies must adhere to certain regulations, 
such as data protection and privacy law, the scope and effi-
cacy of current policies are variable and often insufficient for 
upholding ethics (Wachter and Mittelstadt 2019). Currently, 
existing policies and ethical guidelines lag behind the rapid 
adoption of AI in healthcare (Health Canada 2021). Many 
scholars have highlighted how today’s health agencies are une-
quipped to address ethical risks arising from the adoption of 
AI (Gerke et al. 2020); a majority of current regulations, such 
as Health Canada’s, evaluate AI technologies as general medi-
cal devices on a case-by-case basis (Health Canada 2021). The 
term “medical devices” refers to a broad range of technolo-
gies, defined as a “wide range of health or medical instruments 
used in the treatment, mitigation, diagnosis, or prevention of 
a disease or abnormal physical condition.” (Health Canada 
2004) Other regulatory agencies like the FDA have stringent 
assessment processes that may be unduly tedious and time 
consuming for AI developers (Benjamens et al. 2020).

In response to a growing need for standardized assess-
ment processes, new regulatory activities in health-related 
AI applications are actively taking place. For example, the 
U.S. Food and Drug Administration (FDA)’s recent regula-
tory framework, “Artificial Intelligence and Machine Learn-
ing (AI/ML)-Based Software as a Medical Device (SaMD) 
Action Plan” (FDA 2021), proposes a promising assessment 
process specifically for AI/ML-driven medical devices. 
However, it has yet to be widely implemented. The World 
Health Organization also recently published a framework for 
AI governance in health that articulates definitions, key ethi-
cal principles, and policy recommendations (WHO 2021). 
Although the report briefly discusses how industry stake-
holders can implement ethical practices, it primarily focuses 
on recommendations for government action such as those to 
be taken by ministries of health. Given the relative novelty 
of our objective, the study followed an exploratory paradigm 
which allows for a focus on observation and analysis without 
a clear, single set of expected outcomes (Yin 2009).

3 � AI ethics framework selection

Due to the abundance of existing AIEFs and the lack of con-
crete evaluation mechanisms in AI ethics, conducting a con-
trolled experiment on a real-life case study comparing every 

single framework is neither feasible nor effective. Thus, we 
conducted a landscape analysis as a means to select four 
AIEFs best suited for our case study. To observe maximum 
contrast in the outcomes from the AIEFs, we were motivated 
to find a set of AIEFs that are widely different from one 
another while serving the same AI ethics function for the 
case study.

To be systematic in our approach, we completed a nar-
rative review of existing AIEFs guided by Morley et al. 
(2020)’s comprehensive typology. Morley et al.’s typology 
includes a list of 106 AIEFs, which is a result of reviewing 
425 sources from multiple databases. From the 106 AIEFs, 
we applied the following inclusion and exclusion criteria:

•	 Format As this study’s objectives focus on evaluating the 
practical application of AI ethics, we specifically aimed 
to evaluate frameworks which present clear, implementa-
ble instructions or guidelines, and thus excluded frame-
works that discussed higher-level ethical values

•	 Third-party accessibility Due to the researchers’ posi-
tionality as external reviewers, we selected frameworks 
which only require data that third-party assessors can 
practically attain. As such, AIEFs which incorporate 
group tutorials and extensive company-wide workshops 
were excluded.

•	 Development stage applicability The AI product exam-
ined in this case study is currently being developed and 
undergoing clinical trials, and therefore we selected 
frameworks that were designed to be applied at this stage 
of development; we excluded frameworks that are meant 
to be implemented exclusively during early design, late 
deployment, and post-launch analysis stages.

•	 Author and format diversity To provide an accurate 
representation and analysis of the current landscape of 
existing AIEFs, we selected a variety of different assess-
ment methods (e.g., checklist, guideline, questionnaire) 
to compare their distinctive benefits and drawbacks. We 
also aimed to reflect the interdisciplinary nature of the 
AI ethics domain, and thus aimed to choose frameworks 
generated by authors from different sectors.

•	 Grey literature Historically, systematic reviews have 
rarely included grey literature, as they are often excluded 
in well-curated academic databases (Adams et al. 2017). 
However, excluding grey literature may result in exclud-
ing sources from government or business sectors. As 
such, in an effort to review and analyze material that 
may not be peer-reviewed, we exclusively included grey 
literature—which a large majority of AIEFs belong to.

Given that the application of the criteria involves the 
interpretation of AIEFs that often do not outline the above 
information, two of the authors independently applied 
the inclusion/exclusion criteria. We found moderate 
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agreement between the researchers [inter-rater reliability 
with Cohen’s kappa (κ = 0.545)]. This process resulted 
in a total of 38 AIEFs in our corpus. We further classi-
fied the resulting AIEFs based on their format, sector of 
development, required time investment, stage of product 
development for application, and target user/audience. The 
complete catalog of the AIEFs can be found at this link: 
https://​tinyu​rl.​com/​mr8mv​2v4.

This process revealed two broad forms of AIEFs: check-
lists and step-by-step processes. While checklists seem to 
structure ethical principles as clear and measurable stand-
ards (e.g., a series of close-ended questions), step-by-step 
processes invite open-ended exploration of ethical issues. 
In addition, there was a wide range of intensiveness—
i.e., amount of time investment and thoroughness or 
detailed nature of the analysis—involved in applying a 
given AIEF. We selected the following four AIEFs: Fore-
sight into AI Ethics Toolkit (Open Roboethics Institute 
2019), Guidelines for Trustworthy AI (High-Level Expert 
Group on Artificial Intelligence 2019), Ethics and Algo-
rithms Toolkit (Anderson et al. 2018), and Algorithmic 
Impact Assessment (Treasury Board of Canada 2021). The 
Foresight into AI Ethics Toolkit (FAIE) took the longest 
time to apply at approximately 20 h, while the Guidelines 
for Trustworthy AI (GTA) framework took about 9 h to 
apply. The duration of applying the Ethics and Algorithms 
Toolkit (EAT) and Algorithmic Impact Assessment (AIA) 
was relatively shorter, at approximately 4 h and 90 min, 
respectively.

They were chosen due to the fact that they all provide 
a means to assess AI ethics risks—a function applicable 
for a pre-deployment AI system, as is the case for our 
case study—and suggested to be implemented during the 
development stage of an AI system. They also represent 
the two different forms of AIEFs across the opposite ends 
of the intensiveness spectrum. We briefly describe each 
framework below. Table 1 provides a snapshot of the four 
AIEFs.

3.1 � The Foresight into AI Ethics Toolkit (FAIE)

FAIE is developed by a non-profit think-tank, the Open 
Roboethics Institute, which presents a step-by-step guide-
line with the intention of anticipating, managing, and miti-
gating AI ethics risks. FAIE introduces ethical principles 
using accessible language and illustrates each step of the 
assessment process with an example use case and is, there-
fore, applicable for all stakeholders. In comparison to the 
other selected frameworks, FAIE focuses more on stake-
holder perspectives and values, posing open-ended questions 
which allow stakeholders to relate stakeholders’ personal 
and organizational goals with societal values.

3.2 � Guidelines for Trustworthy AI (GTA)

GTA is developed by the European Commission’s High-
Level Expert Group on Artificial Intelligence. It aims to 
guide assessors in building “trustworthy AI” systems. It 
provides a list of questions that primarily require “yes” or 
“no” answers. Its emphasis is on the details of the technol-
ogy design, and therefore requires the most comprehensive 
and technical knowledge about the AI system and related 
data management process being assessed.

3.3 � Ethics and Algorithms Toolkit (EAT)

Created by the County of San Francisco Data Science Team, 
EAT presents a set of step-by-step instructions with open-
ended questions and a fillable worksheet. The worksheet 
includes a guideline for interpreting and recording the results 
of the assessors’ ethics evaluations across a risk spectrum 
(e.g., high or low risk). The EAT is similar to FAIE in that 
they both provide clear guidelines for open-ended explora-
tion of AI systems’ ethics risks. However, the process of 
recording and designating specific risk levels leads the out-
come of EAT to be parametric.

3.4 � Algorithmic Impact Assessment (AIA)

Developed by the Government of Canada, AIA aligns with 
the federal government’s Directive on Automated Decision-
Making. It is to be used to determine a technology’s impact 
levels according to federal policy. The AIA is delivered as 
an online questionnaire and primarily requires “yes” or “no” 
answers to the provided questions. The questions consider 
potential ethics risks as well as risk mitigation strategies 
implemented by stakeholders. The questionnaire does not 
survey the entire scope of established ethical principles, as 
the other frameworks aim to do. Rather, it focuses on the 
process, data, and system design decisions relevant to the 
Directive. Each question is associated with different points 
which cumulate to a “Current Score”, “Raw Impact Score”, 
and “Mitigation Score”. These scores correspond to “impact 
levels” which dictate the policy requirements that the tech-
nology must adhere to.

Additionally, Fig. 1 presents a snapshot of the different 
characteristics of the frameworks. This includes the format, 
phases, instructions, and results of how each framework is 
applied in AI system evaluations. (1a) “Persona profiles” 
were developed for each stakeholder group, highlighting 
their goals, values, and unique challenges. The information 
was gathered via one-on-one interviews conducted by the 
researchers. (1b) “Value questions” aimed to identify poten-
tial risks and action items related to the AI system’s input, 
model, and output. The questions focused on addressing 
societal values, including transparency, trust, accountability, 

https://tinyurl.com/mr8mv2v4
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Fig. 1   Snapshots of the selected frameworks applied to our case study. All four AIEFs aim to help assess AI ethics risks and produce vastly dif-
ferent styles of output
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human rights, autonomy/consent, and fairness. (1c) Step-by-
step guidelines were provided for developing a customized 
“roadmap” to manage and address identified ethical risks. 
(2a) An assessment list used to operationalize and evalu-
ate progress toward “trustworthy AI” based on seven key 
requirements: (1) human agency and oversight, (2) techni-
cal robustness and safety, (3) privacy and data governance, 
(4) transparency, (5) diversity, non-discrimination, and 
fairness, (6) environmental and societal well-being, and (7) 
accountability. The assessment list operates generally as a 
checklist but also prompts critical reflection beyond “yes” 
or “no” answers. (3a) A PDF document outlining the steps 
and questions stakeholders should consider when evaluating 
the algorithm and its data. (3b) The instructions correspond 
with a fillable worksheet consisting of clear benchmarks or 
criteria for recording the outcomes of stakeholders’ ethics 
evaluations. (4a) A questionnaire assessing the potential 
risks of an automated decision system and the organization’s 
risk mitigation strategies. Points are assigned for each ques-
tion. (4b) The questionnaire assigns a score for identified 
potential risks and another score for implemented mitigation 
techniques, and these scores correspond to an impact level 
determined by the Directive on Automated Decision-Making.

3.5 � Discussion

In this section, we provide a discussion of the patterns found 
in the landscape analysis and a deeper analysis of the four 
selected frameworks.

3.5.1 � Gap between measurement and implications 
of analyzing AIEFs

Of the 38 frameworks included in the analysis, few inte-
grate concrete evaluation outcomes with defined risk lev-
els (e.g., the Ethics and Algorithms Toolkit developed by 
the County of San Francisco Data Science Team and the 
Algorithmic Impact Assessment developed by the Govern-
ment of Canada), while most other AIEFs offer more open-
ended results [e.g., the EthicalOS Toolkit (Institute for the 
Future), the Foresight into AI Ethics Toolkit (Open Roboeth-
ics Institute 2019), and Ethics in Practice: A Toolkit (Santa 
Clara University)]. While flexible outcomes may allow for 
nuanced exploration and adaptation to different contexts, 
setting explicit measures may lead to more actionable and 
enforceable standards (Theodorou and Dignum 2020). Fur-
thermore, even among the selected AIEFs with measurable 
results, there is a need for clearer and more comprehensive 
descriptions of each risk level’s definitions, implications, 
and subsequent steps. For instance, the Algorithmic Impact 
Assessment produces a numerical “Impact Score” and “Miti-
gation Score” which correspond to national policy require-
ments for autonomous systems. However, there remains 

some ambiguity surrounding how these values are calcu-
lated: Why were certain questions weighed more heavily 
than others? Accordingly, are all questions, and therefore 
ethical principles, equally weighted in this assessment sys-
tem? Furthermore, while the AIA subsequently presents 
assessors with the “Impact Level” of their AI technology, 
the description of such “levels” is quite broad and inoper-
able. For instance, stating that technology has “moderate 
impacts on the rights of individuals or communities” does 
not adequately provide stakeholders with actionable steps 
to mitigate those impacts. The lack of explainability of AI 
contradicts ensuring transparent AI, which is one of the 
core AI ethics values (Adadi and Berrada 2018). Therefore, 
improving the clarity and explanations for AIEFs outcomes, 
particularly with explicit benchmarks, will offer better mech-
anisms for regulatory bodies to enforce ethical standards and 
increase accountability among industry stakeholders. Fur-
thermore, as there is currently no standard outcome among 
AIEFs, it is even more difficult for stakeholders to determine 
which method to use. This research, thus, aims to examine a 
variety of different outputs to accurately represent the cur-
rent landscape of existing frameworks.

3.5.2 � Need for opportunities to engage stakeholders

Many researchers emphasize the need to include perspec-
tives of multi-stakeholders in AI ethics (Bogina et al. 2021). 
However, AIEFs currently present insufficient opportuni-
ties for participatory design (Madaio et al. 2020), thereby 
leading to potentially inaccessible and biased ethics assess-
ment processes. Among the four AIEFs we analyzed in this 
project, only the Foresight into AI Ethics Toolkit (FAIE) 
incorporates concrete steps to include the perspectives of 
diverse groups of stakeholders. For example, the AIA can 
theoretically be completed by a single individual without 
stakeholder engagement, although multi-stakeholder engage-
ment is encouraged. However, several frameworks (i.e., the 
GTA and AIA) involve in-depth technical assessments, 
which necessitate expert knowledge to implement, thus 
leaving minimal opportunities for non-technical stakeholder 
involvement. Moreover, given that algorithmic discrimina-
tion exists as a product of societal inequity (Noble 2018), 
AI ethics assessments must consider the historical, political, 
and institutional contexts within which their systems oper-
ate. Accordingly, research methods that consult historically 
marginalized or underrepresented groups within data sci-
ence can guide equitable design decisions and also clarify 
the consequences of such decisions (Katell et al. 2020). By 
centering the perspectives of those most affected by unethi-
cal technologies, AI developers can begin to learn about and 
address biases that the tech industry too often fails to notice 
(Harrison et al. 2020). Engaging in participatory action 
research, Katell et al. (2020) developed the Algorithmic 
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Equity Toolkit by consulting with local community groups, 
advocacy campaigns, and policy stakeholders, with the 
intention of the framework being used by the very same 
stakeholder groups. We pose that this inclusive paradigm is 
implemented in assessing real-world technologies—as steps 
within AIEFs (rather than for designing frameworks)—such 
that impacted stakeholders may directly provide insights to 
improve AI systems.

3.5.3 � Need for context‑specific industry standards

While the current landscape of AIEFs largely addresses 
established AI ethics principles, there remains a gap sur-
rounding how one should address legal and ethical consid-
erations within specific industry domains. In practice, AIEFs 
operate differently depending on existing industry practices, 
standards, and cultures. What value does AI ethics add to a 
field with widely recognized and deeply embedded ethical 
structures? Floridi and Cowls (2022) argue that AI ethics 
principles converge at the four commonly recognized bio-
ethics principles—beneficence, non-maleficence, autonomy, 
and justice—and proceed to add a new principle specific 
to AI ethics. The additional value of explicability, which 
encompasses both intelligibility (how does the technology 
work?) and accountability (who is responsible for how the 
technology works?), addresses the AI specific that these 
technologies are often not understandable to the general 
public and even sometimes to the developers themselves 
(Floridi et al. 2018). The need for a new principle, therefore, 
demonstrates that introducing AI in the healthcare domain 
requires additional ethical considerations beyond bioethics.

In this study, we realized the potential for tensions to 
arise between AI ethics principles and existing standards in 
domain-specific cases. For instance, the healthcare domain 
presents an interesting case study because of its well-estab-
lished ethics and stringent regulations. More specifically, 
stakeholders in digital health technology development must 
comply with clinical and medical ethics principles, as well 
as medico-legal codes such as the Health Insurance Port-
ability and Accountability Act (HIPAA) (CDC 2019) and the 
Personal Information Protection and Electronic Document 
Act (PIPEDA) (Office of the Privacy Commissioner of Can-
ada 2018). Although these regulatory systems share numer-
ous principles with AI ethics, including privacy and data 
protection, they may not adequately cover concerns relat-
ing to AI-driven health technologies. For example, HIPAA 
relies on outdated privacy strategies such as allowing de-
identified health information to be shared freely for research 
and commercial purposes (Cohen and Mello 2018). With 
the emergence of “Big Data”, the possibility of data trian-
gulation—re-identifying data through amalgamating multi-
ple datasets—threatens HIPAA’s capacity to protect patient 
privacy (Gerke et al. 2020). Stakeholders may, therefore, 

feel the need to exclusively follow or prioritize medico-legal 
codes such as HIPAA, rather than spending additional time 
and resources to further assess AI-specific ethics risks. As 
such, there may be challenges in complying with industry 
standards due to regulatory agencies being unfamiliar with 
AI technologies; existing processes are often unclear, unduly 
tedious, and insufficient in addressing AI-specific concerns.

4 � Comparative case study

The case-study approach is effective at answering “how” 
questions (Yin 2003). To answer our research question—
“How effective are the various types of AIEFs in helping 
businesses assess AI ethics risks?”, we selected the qualita-
tive case-study method. To assess the benefits of existing 
AIEFs, we put the selected four frameworks (FAIE, GTA, 
EAT, and AIA) as interventions to the real-world AI system. 
More specifically, we adopted a comparative case study to 
explore similarities and differences between each framework 
(Knight 2001). As independent researchers, we assumed the 
role of a “third-party auditor” conducting ethics assessments 
for the startup (client) using the frameworks. Before the data 
collection phase of our work, all company stakeholders were 
made aware that the audit was being conducted by external 
researchers.

The client company was founded within the last 5 years, 
and has approximately 25 employees. The company’s 
main AI product aids physicians in selecting treatments for 
patients with clinically diagnosed major depressive disor-
der. The product is currently in development and undergoing 
clinical trials.

In this section, we first describe the client’s main prod-
uct as the subject of our case study and contextualize our 
analysis. Subsequently, we outline our method for applying 
the frameworks and analyzing their respective outputs. In 
presenting our results, we report on the experience of using 
the AIEFs from an auditor’s perspective, provide a quali-
tative comparison of the framework output, and perceived 
benefits of each framework as expressed by the client in a 
post-mortem discussion. Furthermore, as the scope of this 
study is not to provide technical solutions or feedback to 
software-centered developments, we did not assess the com-
pany’s system, dataset, or algorithms. Figure 2 provides an 
overview of the comparative case-study process. This study 
was approved by the University research ethics board (REB 
File # 20-06-022).

4.1 � AI system description

The client’s product collects user data through clinically 
validated questionnaires about the patient’s daily feel-
ings, behaviors, and activities. The patient, or an approved 
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representative (i.e., a family member or close friend), rou-
tinely answers these questionnaires on an app through their 
mobile device. Using an AI model to analyze the users’ 
answers, the technology presents physicians with the best 
medication options for each individual patient based on 
their clinical profiles. These treatment recommendations 
correspond to the probability of recovery using the treat-
ment, which is a value calculated based on patient data, and 
a list of clinical and other factors considered in the system. 
The physician then examines this information to ultimately 
make the final decision about which treatment the patient 
receives. The physician continuously monitors the patient’s 
well-being and any potential side effects with the selected 
medication through the app to ensure that the medication 
remains suitable. Figure 3 illustrates a visual schematic of 
the system.

4.2 � Methods

The four AIEFs require varying amounts and types of infor-
mation to complete. We collected the maximum of the data 
required by the four frameworks through (a) interviews with 
the client and potential stakeholders of the client’s product 
(Sect. 4.2.1), and (b) conducting secondary research. The 

secondary research involved examining publicly and inter-
nally available documentation related to the client’s main 
product, including security protocols (e.g., data breach 
plans) and corporate policies (e.g., ethics policy). The same 
collection of data, as derived from the interviews and sec-
ondary research, was used to implement the FAIE, GTA, 
EAT, and AIA—each according to their distinct processes 
(Sect. 4.2.2). In this process, we documented our experience 
in applying the frameworks from an auditor’s perspective. 
Subsequently, the output resulting from each framework, as 
well as an executive summary were presented to the client. 
A focus group with the client was conducted to gather the 
client’s feedback (Sect. 4.2.3).

4.2.1 � Stakeholder interviews

Interview protocol A total of 12 participants were invited to 
a semi-structured teleconference interview with a researcher. 
As the purpose of the interviews was to identify and collect 
information on perspectives held by representative stake-
holder groups of the AI-health startup, we used a purposive 
sampling method (Etikan 2016). We used either Zoom or 
Google Hangout depending on the participant’s preference. 
Each interview took 30 to 60 min and was audio recorded 

Fig. 2   The research process of the comparative case study
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and transcribed. All participants provided written and verbal 
consent prior to the interview.

Internal stakeholder interviews Company (internal) 
stakeholders were recruited through written instructions via 
email and the company Slack channel. We interviewed six 
internal stakeholders who hold the following roles: Chief 
Science Officer, Chief Technology Officer, Vice President 
of AI, Director of Research, Clinical Trial Coordinator, and 
a physician collaborator. Participants were asked questions 
pertaining to their personal thoughts about the technology. 
Following the ethical themes presented by the frameworks, 
participants also discussed societal values—such as trans-
parency, trust, fairness and diversity, accountability, and 
human rights—as they relate to the use case. These stake-
holders were asked questions such as, “What do you hope 
to achieve through your position at the company?”, as well 
as more technical questions relevant to their positions like, 
“How did you test the algorithm before you put it to use?”.

Potential patient-user interviews We also recruited six 
stakeholders external to the company, who represented 
“potential patient-users” through social media. These partic-
ipants did not have any previous or expected future interac-
tion with the technology and were only provided with a sim-
ple description of the technology (see Fig. 2). Demographic 
information was not collected on any of the participants due 
to the lack of its necessity for the research question. Dur-
ing the interview, potential users answered questions about 
their personal opinions on AI and mental healthcare, such 
as “How much do you know about AI and its use in men-
tal healthcare?” and “What are your thoughts on Artificial 
Intelligence (AI) in mental healthcare?”. Additionally, these 

external stakeholders provided insights into questions spe-
cific to the technology, including “If you were a patient-user, 
what would you hope to gain from using this technology?” 
and “How important would being able to understand the AI 
algorithm be to you?”.

4.2.2 � Framework application and presentation

Upon consolidating the data collected, we followed the 
instructions outlined in the AIEFs as written. One member 
of the research team with a limited technical background in 
AI applied all four AIEFs while guided by another member 
with AI and AI ethics expertise.

Once all four frameworks were completed, output from 
each was prepared as individual reports to be sent to the 
client. To preserve the integrity of the assessment methods, 
we kept the intended format of the output expressed in each 
AIEF. The FAIE report was 21 pages long and followed the 
general structure of the assessment process, beginning with 
an exploration of the stakeholders and use cases of the tech-
nology, followed by an in-depth analysis of potential ethical 
risks and value tensions, and ending with suggestions for 
addressing identified ethical challenges. The GTA report was 
15 pages long and listed all the questions posed by the guide-
line. Answers to questions were reported as primarily “yes” 
or “no”, with some exceptions for questions which require 
nuanced considerations, such as “To what degree does the 
system’s decision influence the organization’s decision-
making process?”. The EAT report was composed of two 
documents: (1) the worksheet with benchmarks indicating 
risk levels and (2) paragraph- and point-form explanations 

Fig. 3   A schematic of the cli-
ent’s AI technology. This sche-
matic was used to explain the 
AI system to potential patient 
users at the beginning of the 
semi-structured interviews
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for how we assigned risk levels. In total, the EAT report 
was 12 pages long. Finally, the AIA report was nine pages 
long and presented a PDF printout of the online question-
naire. The report listed the questions posed by the frame-
work, along with our answers and their associated points. 
The final scores and requirements specific to the assigned 
“impact level”, as mandated by the Directive on Automated 
Decision-Making (0), were also described.

Moreover, we produced two-page executive summa-
ries for each framework highlighting a brief description of 
the framework and the ethical risks discovered. For each 
framework, we provided a short overview of the theory and 
process, our experiences implementing the frameworks, the 
nature of their outputs, and key findings.

4.2.3 � Client feedback

The full report of the framework outputs and their respec-
tive executive summary was sent to the client for review. 
We pseudonymized any identifying information about each 
framework in the reports to mitigate potential biases (e.g., 
FAIE was referred to as Framework A). The client was 
given 3 weeks to review the documents. Subsequently, we 
held a semi-structured focus group session via teleconfer-
ence (Zoom) to gather their qualitative feedback on each 
framework.

Two members of the client—the Chief Science Officer 
and the Director of Research—participated in the session. 
The researchers began with a brief presentation of the 
study’s methodology and the summaries of each AIEF’s 
process and outcomes (i.e., a review of the material sent 
to them three weeks ago). For each framework, the partici-
pants were asked about their perceived value of each frame-
work. They were prompted with questions relating to spe-
cific aspects of the framework, including: “How actionable 
do you find the outcomes of Framework A?”, “Is there any 
preference between ‘checklist’ versus ‘guideline’ assessment 
processes”, and “How important are measurable indicators 
for assessing ethical risks?”. Additionally, we asked ques-
tions that aimed to explore the practicality of the frame-
works, such as “How much of the report reveals previously 
unknown ethics issues pertaining to your product?” and 
“Would you consider using the frameworks yourself?” The 
focus group session took 1 h.

4.3 � Results

In this section, we outline a summary of the findings on 
each framework (also see Table 2). We contrast the AIEFs 
from an auditor’s perspective in Sect. 4.3.1, followed by the 
findings from the client’s perspective captured in the focus 
group session in Sect. 4.3.2.

4.3.1 � Auditor’s assessment

As auditors using the AIEFs, one of the major differentiators 
in our auditing experience depended on the checklist-based 
vs. process-oriented nature of the frameworks. For instance, 
with relatively simple procedures and a structured list of 
questions, the checklist-based frameworks took overall less 
time and effort to complete than the process-based AIEFs. 
A researcher with a limited technical background in AI was 
able to complete the AIA, a short online questionnaire, in 
90 min. The comprehensive checklist presented in GTA took 
the same researcher 9 h to complete. In comparison, the 
researcher spent 20 h applying FAIE to produce a 21-page 
report, which included a stakeholder analysis. Four hours 
were spent applying the EAT—another process-oriented 
AIEF—which resulted in a four-page summary of various 
risk levels associated with the AI technology. Categorizing 
the AIEFs by the degree of rigor, among the more com-
prehensive frameworks, the process-oriented framework 
(FAIE) required more time than the checklist-based frame-
work (GTA) to complete. Likewise, in comparing the more 
efficient frameworks, the EAT required more time than the 
AIA to complete. Below, we highlight the experiential dif-
ferences between the two styles of AIEFs.

4.3.1.1  Checklist‑based frameworks: GTA and  AIA  The 
closed-ended nature of the questions in the checklist-based 
frameworks oriented us toward conclusive outcomes for each 
ethical issue considered. It provided a sense of preemptively 
checking the existing AI system design against a specific set 
of benchmarks (e.g., the question “Did you take measures to 
enhance privacy, such as via encryption, anonymization and 
aggregation?” in the GTA framework preempts the need for 
such privacy-enhancing measures to be implemented).

To that end, the GTA and AIA have a heavy emphasis 
on more technical aspects of the technology and require a 
certain degree of technical expertise and familiarity with 
the product to complete (e.g., “Will the system require the 
analysis of unstructured data to render a recommendation or 
a decision”, AIA). Our experiences implementing the two 
frameworks primarily involved consulting the company’s 
software development team and company policies, rather 
than speaking directly with stakeholders (e.g., potential 
users). Therefore, both frameworks provide a strong impres-
sion that ethics assessments should be conducted by a tech-
nical expert.

Many of the non-technical questions were also posed in 
a close-ended manner and gave the impression that some 
key ethical issues are oversimplified. For instance, a simple 
“yes” or “no” answer seems to be expected in the question 
“Did you ensure that the social impacts of the AI system 
are well understood?” (GTA, pg. 33). However, from the 
perspective of an auditor, such a simplistic answer without 
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a detailed description of the efforts made to study the social 
impacts misses the point of conducting an ethics assessment.

The absence of extensive analysis or multi-stakeholder 
discussions—an element common to process-oriented 
frameworks—combined with the lack of opportunities to 
ask or explain “why” and “how” in checklists seems to limit 
their ability to help evaluate the full scope and depth of ethi-
cal issues present.

4.3.1.2  Step‑by‑step process guides: FAIE and  EAT  In 
comparison to checklist-based frameworks, process-based 
frameworks such as FAIE and EAT guide stakeholders 
through the steps of ethical evaluations and invite open-
ended answers (see Table 2). Rather than posing “if” ques-
tions, these frameworks prompt auditors to consider “how” 
and “why” certain ethical principles are salient to the AI 
system being examined. This also required us to collect per-
spectives from multiple stakeholders within and outside of 
the client’s company.

In addition, the process-oriented frameworks posed 
questions that led the researchers to review the company’s 
missions and values throughout the assessment process. 
For example, FAIE prompted us to develop “persona pro-
files” which require in-depth conversations with company 
stakeholders to capture each group’s values, goals, and 
challenges. These profiles were then used to identify value 
tensions between stakeholder groups directly drawing from 
stakeholders’ personal experiences.

The open-ended nature of certain processes—such as 
brainstorming with other stakeholders, and holding con-
sultation sessions or interviews—seems to help the frame-
works be generalizable to different industries or application 
domains. With both FAIE and EAT, we were able to con-
sider how the different stakeholders expressed the advan-
tages and shortcomings of the AI product within the applica-
tion context of mental healthcare in Canada. However, the 
open-ended nature of process-oriented frameworks also gave 
the impression that the outcome of the process can be unpre-
dictable and subjective. In addition, following through with 
such processes require much more resource and willpower 
than the efforts required to complete a checklist.

Based on our experiences applying the frameworks, we 
found that step-by-step processes invite open-ended investi-
gation of value trade-offs, alternative design decisions, and 
sociocultural contexts. While these types of frameworks help 
explore a wider range of impacts an AI system can have, 
their lack of quantifiable benchmarks leaves some of the 
results open to subjective interpretations.

4.3.2 � Client’s assessment

By the time we started our study, the client had already 
published a report and hours of internal discussions related Ta
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to their ethical standards as a company. Overall, the cli-
ent expressed that the outcome of the AIEFs collectively 
reflects some of the AI ethics-related discussions they’ve 
had internally before.

As the AI product is currently undergoing clinical tri-
als, the company recently began working on their quality 
management system (QMS)—a set of policies, processes, 
and procedures medical technology companies must 
adhere to. Throughout the focus group session, the client 
likened AIEFs to QMS and frequently drew analogies from 
QMS, but stated that the latter is much more laborious to 
complete as it requires one “to identify the likelihood of 
the risk, the severity of the risk, and the risk mitigation 
strategies” (P1). Given that one of the shared objectives 
of AIEFs is to identify and mitigate AI ethics risks, the 
client noticed the potential utility of adopting AIEFs to 
document ethical risks.

4.3.2.1  Contradictions exist between  AI ethics and  med‑
ico‑legal requirements  While discussing the results from 
FAIE, the client was reminded of an internal discussion 
where the AI ethics principle for transparency and existing 
medico-legal requirements posed tension. For example, the 
GTA​ suggests that developers “ensure an explanation as to 
why the system took a certain choice resulting in a certain 
outcome that all users can understand.” (p. 31) The client 
saw this recommendation to be inappropriate for clinical 
use cases because providing a full set of treatment results 
without a physician’s interpretation can lead patients to 
question the physician’s expertise. The client described a 
scenario wherein a patient may disagree with their physi-
cian’s treatment plan and illegally obtain another medica-
tion solely based on the AI’s recommendations. The client 
expressed that “[we] never want to give a situation in which 
you can cut the human [clinician] out of the loop.” There-
fore, while transparency remains prioritized in educating 
physicians about the technology, there are exceptional clini-
cal limitations when disclosing certain types of information 
to patients.

While the above tension does not relate to the transpar-
ency about the algorithm, the client also expressed that they 
are prevented from making details of the algorithm more 
transparent to potential users; during their pre-deployment 
user trials, communicating the workings of the algorithm to 
their satisfaction was seen by regulators as an interference to 
the requirements of conducting a double-blind clinical study. 
The client remarked that ultimately, “[we] have to prioritize 
legal requirements over situations where it’s not clear what 
[is] ethical” because the former presents clearer standards 
and harsher consequences. They also expressed that they 
occasionally find themselves sacrificing personal values to 
conform to existing regulations and industry precedents that 
may be outdated.

4.3.2.2  Desire for  AIEFs to  produce familiar indicators 
and  objective benchmarks  The client also exhibited con-
cerns regarding the subjective nature of the ethics assess-
ments: “given [that] different people…come from different 
trainings, how would they respond to the same question-
naire and is it reliable between people?” (P2) This question 
demonstrates a critical challenge in AI ethics. Particularly 
for internal ethics assessments, stakeholders from varying 
cultural, industry, or academic backgrounds may understand 
ethical processes differently, and therefore evaluate risks 
from different perspectives (Goodwin and Darley 2010). 
Furthermore, depending on one’s objectives, assessors 
using AIEFs could invest varying degrees of effort toward 
the ethical analyses and still “complete” the frameworks as 
instructed. These variables may, thus, prevent open-ended 
frameworks from becoming a standardized form of ethics 
risk assessments.

Consequently, the client preferred checklist-based frame-
works as being replicable and perceived them to be less sub-
jective. They also expressed that overall, “the more specific 
the outcome, the better, because sometimes vague statements 
are not really that helpful. Either [they]’ve already thought 
of that or it’s just too vague to be helpful.” (P2) Checklists 
are ultimately easier to follow and standardize across stake-
holder groups and conditions. In reviewing the EAT, the cli-
ent enthusiastically welcomed the indicator-driven style of 
the framework as it was familiar to them through the QMS, 
which is also an indicator-driven mechanism.

4.3.2.3  Different AI ethics frameworks for different product 
development stages  At the end of the feedback session, we 
asked the client to compare the AIEFs and verbalize how 
they see the frameworks contribute to their existing opera-
tions. We asked questions such as “How might checklist- and 
process-based frameworks function differently?” and “What 
roles will AI ethics frameworks play in design-related deci-
sion-making?” The client articulated that the frameworks 
serve two distinct utilities: externally, AI ethics frameworks 
may function as a display of ethical merit—which the stake-
holders likened to a “report card” or “certification”—and 
involves a “feel-good” factor associated with the accom-
plishment; internally, the frameworks may be helpful for 
identifying clear action items to address.

Furthermore, the stakeholders also recognized values dis-
tinct to the type of AI ethics frameworks. They saw the value 
of using process-oriented frameworks in earlier stages of 
product development. As the developers may not be familiar 
with moral implications pertinent to the product during these 
nascent phases, frameworks like FAIE and EAT were seen 
as useful tools to educate the team on relevant AI ethics con-
cepts and concerns. Then checklist-based frameworks like 
GTA and AIA were seen as valuable mechanisms to affirm 
and re-evaluate one’s progress in later stages of product 
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design and regularly “update” their designs or policies as 
needed: “if you’re doing interim assessments…I think the 
checklist is better, but I do think that the guideline form is 
nicer for leading discussion that leads to identifications of 
problems which can then be addressed by checklists after.” 
(P1). As such, the client saw the two styles of frameworks 
being used in conjunction: process-oriented frameworks 
used first in the early stages of design, followed by the regu-
lar implementation of shorter checklist-oriented frameworks 
to monitor the company’s progress. This aligns with previ-
ous research that indicates that a one-size-fits-all solution 
does not apply to AI ethics (Bellamy et al. 2018).

5 � Discussion

This study presents our first step to address the question 
“how effective are the various types of AIEFs in helping 
businesses assess AI ethics risks?” We applied four dif-
ferent AIEFs to a real-world use case as a means to better 
understand the value of adopting AIEFs in the AI indus-
try. The time it took to apply the frameworks ranged from 
90 min (AIA) to 20 h (FAIE). We found that the utility of 
adopting AIEFs as a feel-good factor or a means to present 
a company as a responsible innovator is common across the 
AIEFs. However, as we had suspected from our landscape 
analysis, the experience of applying the frameworks varied 
extensively between checklist-based frameworks (GTA and 
AIA) and process-based frameworks (FAIE and EAT).

Notably, the checklist-based frameworks took a shorter 
amount of time to complete, and mostly required technical 
expertise to complete, with minimum expectations for the 
auditor to engage a wide range of stakeholders or be thought-
ful in close-ended questions such as “Did you ensure that the 
social impacts of the AI system are well understood?” On 
the other hand, stakeholder engagement was central to the 
discovery of ethics issues in process-oriented frameworks. 
The open-ended nature of these process-oriented frame-
works not only requires more commitment of resources 
(e.g., stakeholder consultation, time to completion) but the 
diverse range of hard-to-benchmark issues that can surface 
as a result can be unsatisfying for businesses looking for 
concrete and measurable outcomes. Below, we discuss these 
differences and identified obstacles to industry adoption.

5.1 � No such thing as one‑size‑fits‑all AI ethics 
framework

The main benefits of adopting the time-consuming, process-
oriented frameworks such as FAIE and EAT are in: (a) rich 
and open-ended ethics issue discovery and exploration, (b) 
fostering multi-stakeholder AI ethics-related discussions, 
and (c) raising awareness of possible issues that may need 

to be addressed. They foster an explicit articulation of prior-
ity values and potential ethics risks associated with a product 
at the early stages of the development cycle. Adoption of 
these types of AIEFs provides value by effectively creating 
a roadmap/guideline that internal stakeholders can refer to 
make specific design and policy decisions. As the process of 
following these AIEFs involves multi-stakeholder consulta-
tions, it naturally serves to educate and engage stakeholders 
on AI ethics concerns relevant to the product being devel-
oped. However, we expect the cost of the process-oriented 
frameworks to overpower their benefits if they were to be 
conducted multiple times for the same product. Furthermore, 
the subjective nature of these frameworks, and the fact that 
many of the identified issues are likely unaccompanied 
by clear benchmarks to highlight their severity makes the 
frameworks ill-suited for continuous monitoring and dis-
covery of AI ethics risks.

In contrast, checklist-based frameworks could be applied 
multiple times on a regular interval of time and effectively 
help detect AI ethics risks that creep up over incremental 
design changes. As such, they have the potential to serve the 
function of ethics issue monitoring. They can help incorpo-
rate AI ethics accountability to a company’s operation as 
it enables measurement of progress toward AI ethics goals 
using specific indicators. Note that the version of GTA and 
AIA we employed in our study aims to serve the ethics issue 
discovery function—rather than ethics issue monitoring—
which it does in highly limited ways in comparison to FAIE 
and EAT. Many of the checklist-based frameworks are not 
designed with specific technology, application domain, or 
regulatory contexts in mind. These AIEFs do not invite the 
auditors to explore the diversity and severity of AI ethics 
risks that are specific to the system being assessed. The 
majority technical nature of the question also limits the 
amount of multi-stakeholder perspectives that can be incor-
porated into the ethics issue discovery process.

In broad terms, we echo the remarks by our client that 
the two styles of AIEFs should be used for different stages 
of a product’s development cycle; rather than being used 
as a stand-alone, one-time intervention, checklist-based 
frameworks should follow process-oriented framework to 
help monitor and integrate AI ethics accountability. This 
also implies that there is more to be gained by the AI ethics 
community in revising existing AIEFs and better guiding 
their users about the known limitations of the frameworks. 
In particular, process-oriented frameworks could be revised 
to produce checklist-like mechanisms. Checklist-based 
frameworks could, in turn, be redesigned to be flexible to 
incorporate issues discovered as a result of applying process-
oriented frameworks.

Our results also highlight that no one AIEF should be 
adopted as a one-time AI ethics assessment mechanism. 
Adopting an iterative approach to assessing ethical risks 
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allows companies to account for unexpected changes, 
produces feedback loops for continual improvement, and 
encourages collaboration with other stakeholders and end-
users. Particularly in the fast-paced developmental environ-
ments of startups, the impacts and ethical considerations of 
AI technologies differ significantly across the developmental 
stages. The AIA recognizes this need to perform phase-spe-
cific ethics evaluations and explicitly states that the process 
should be conducted twice—once in the beginning stages 
of the algorithm’s design, and again closer to the system’s 
deployment. To better incentivize the resource-strapped 
startups, in particular, more AIEFs need to serve the ethics 
issue monitoring function in nimble ways that enable busi-
nesses to implement AI ethics into their operations.

This complicates the matters for startups who wish to 
operationalize AI ethics practices in the operation and cul-
ture of the company. Not only is a comprehensive discov-
ery of AI ethics issues using process-oriented frameworks 
expensive, but doing both the issue discovery and moni-
toring throughout their product development pipeline can 
be costly. Given practical limitations typical of startups—
namely, funding, personnel and time—startup incubators, 
venture capitalists, and innovation hubs have the opportunity 
to step-up and support startups by providing or funding AI 
ethics assessment activities. However, industry-wide adop-
tion of such initiatives will likely be slow unless the business 
benefits of investing in AI ethics practices are made observ-
able and articulated clearly.

In addition, our landscape analysis indicated the lack of 
and the need for industry or application-specific AIEFs. 
Our case study echoed this need in concrete terms within 
the Canadian mental health application context, where the 
results of AIEFs contradict the industry-specific regulatory 
requirements the client needs to meet. This, in turn, can pre-
vent AIEF adoption as the certainty of legal ramifications 
overshadows ethics considerations. AIEFs then can serve as 
a tool for the AI industry to identify where these application-
specific contradictions lie and help improve existing industry 
standards with characteristics of AI systems in mind.

5.2 � Obstacles to adoption

Given the different values different styles of AIEFs can offer, 
it should be welcome news that there are so many published 
AIEFs in the world today. However, we found a number of 
key obstacles hindering the industry's adoption of AIEFs.

First, many AIEFs do not specify who should be applying 
the frameworks—or allude them to being appropriate for use 
by anyone. Our work reveals that not all AIEFs should be 
used by anyone. Rather, AIEFs that have a heavy emphasis 
on technical dimensions of AI cannot be applied by any-
one outside of the AI system developers. Therefore, these 
AIEFs should make this limitation explicit. Over-emphasis 

on technical considerations can also signal that technical 
experts of the product should take ownership of the major-
ity of the ethics assessment process. It can also incentivize 
the AI ethics community to create more technical solutions 
to AI ethics issues and overshadow the need for sociotech-
nical solutions. On the other hand, frameworks that refer 
to broad ethics standards may be difficult to implement for 
individuals without some background in ethics. For exam-
ple, The Ethics Canvas (ADAPT Centre for Digital Content 
Technology) invites users to brainstorm ethical concerns 
through questions such as “What are the potential negative 
impacts of your product or service failing to operate or to be 
used as intended?” Answering such questions requires moral 
imagination beyond those taught in university engineering 
ethics classes.

Second, process-based frameworks such as FAIE are 
limited by how much resource/capacity the auditor has in 
engaging a diverse set of stakeholders. Our experiences in 
applying the frameworks suggest that most stakeholders 
could lead AI ethics assessments using process-based AIEFs 
as long as they are in a position to engage other stakeholders 
in the process. For instance, investigating risks stemming 
from the technical elements of the product naturally led 
us to seek input from the client’s developer team, whereas 
concerns related to end-user experiences could only be 
addressed through engagement with potential users (phy-
sicians and patients in this use case). We found ourselves 
serving as facilitators between the stakeholders and AIEFs, 
gaining information from a diversity of sources, and trans-
lating them into language accessible to multiple stakeholder 
groups. However, such engagement and facilitation is a 
resource-intensive process that many startups cannot afford.

Lastly, despite the need and desire the industry might 
have to create consistent AI ethics assessment processes, 
existing AIEFs that invite deep reflections and moral imagi-
nation cannot be expected to yield consistent results across 
auditors. While the lack of consistency may steer companies 
away from adopting an AIEF from an audit perspective, it 
would be prudent for the AI ethics research community to 
identify clear business values of adopting AIEFs irrespective 
of their function as a possible auditing tool.

5.3 � Limitations

As this work is a first attempt at conducting a compara-
tive analysis of AIEFs through a case-study approach, our 
work involves a number of limitations. First, given that it 
is not feasible to apply all existing AIEFs to the same case 
study, our categorization of AIEFs into checklist-based and 
process-based frameworks is inherently limited to the four 
AIEFs we employed. While we feel confident that some 
characteristics of checklists and process-based frameworks 
can be generalized, these dichotomies likely do not represent 
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the diversity of published AIEFs and the unique benefits 
they provide to the industry.

Moreover, as ethical implications are case specific (Muss-
chenga 2005), elements that were effective in this study may 
not be applicable to other application contexts. Researcher 
positionality was also unavoidable in our work. As we, the 
researchers, do not have clinical expertise, we chose not to 
interview the actual target demographic of the use case (i.e., 
patients with a diagnosed depressive disorder) upon consul-
tation with the university research ethics board. Therefore, 
the data we collected from the potential patient-user inter-
views involved healthy adults who likely do not adequately 
express nuanced issues that the real potential users of the AI 
system may have been able to express.

Third, we are aware that the comparative analysis method 
we employed is limited to the subjective experience of our 
role as third-party auditors as well as the verbalized feed-
back the client was able to express. These were unavoidable 
practical limitations such as client time budget as well as 
the lack of established methods to compare AIEFs. While 
the former may vary from one client to another, we hope the 
latter can be solved through consolidated efforts by the AI 
ethics community in the near future.

6 � Conclusion

In this work, we conducted a landscape analysis of the 
wide range of AI ethics frameworks to better understand 
the different types of frameworks that are publicly avail-
able. Assuming the role of a third-party auditor, we applied 
four different frameworks (two checklist-based, two pro-
cess-based) to conduct an AI ethics risk assessment for a 
Canadian startup currently developing a mental health AI 
product.

While the different frameworks require a significantly 
different resource commitment in terms of time (1.5 vs. 
20 h) and stakeholder engagement activities involved, they 
all provide a degree of feel-good factor helping the com-
pany brand itself as a responsible innovator. However, our 
results suggest that there is no “one size fits all” solution to 
adequately help discover and continue to monitor AI ethics 
issues: the close-ended, checklist-based frameworks (EU 
Guidelines for Trustworthy AI, the Government of Canada’s 
Algorithmic Impact Assessment) are problematic if they are 
used to discover a comprehensive set of AI ethics issues; 
process-based frameworks (Foresight into AI Ethics, Ethics 
and Algorithms Toolkit) are too costly if they are used to 
regularly monitor ethics issues throughout an AI product 
development process. In addition, given the fact that no one 
AIEF outperforms all others, we call on the AI ethics com-
munity to better specify the suitability and expected benefits 

of existing frameworks for improved adoption of AI ethics 
assessments in the industry.
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