
Vol.:(0123456789)1 3

AI & SOCIETY (2024) 39:1095–1106 
https://doi.org/10.1007/s00146-022-01584-y

OPEN FORUM

Might artificial intelligence become part of the person, and what are 
the key ethical and legal implications?

Jan Christoph Bublitz1 

Received: 4 August 2022 / Accepted: 18 October 2022 / Published online: 9 November 2022 
© The Author(s) 2022

Abstract
This paper explores and ultimately affirms the surprising claim that artificial intelligence (AI) can become part of the person, 
in a robust sense, and examines three ethical and legal implications. The argument is based on a rich, legally inspired concep-
tion of persons as free and independent rightholders and objects of heightened protection, but it is construed so broadly that 
it should also apply to mainstream philosophical conceptions of personhood. The claim is exemplified by a specific technol-
ogy, devices that connect human brains with computers and operate by AI-algorithms. Under philosophically reasonable and 
empirically realistic conditions, these devices and the AI running them become parts of the person, in the same way as arms, 
hearts, or mental capacities are. This transformation shall be called empersonification. It has normative and especially legal 
consequences because people have broader and stronger duties regarding other persons (and parts of them) than regarding 
things. Three consequences with practical implications are: (i) AI-devices cease to exist as independent legal entities and 
come to enjoy the special legal protection of persons; (ii) therefore, third parties such as manufacturers or authors of software 
lose (intellectual) property rights in device and software; (iii) persons become responsible for the outputs of the empersoni-
fied AI-devices to the same degree that they are for desires or intentions arising from the depths of their unconscious. More 
generally, empersonification marks a new step in the long history of human–machine interaction that deserves critical ethical 
reflection and calls for a stronger value-aligned development of these technologies.

Keywords  Legal personhood · Boundaries of the person · Neurotechnology · Hybrid mind · Berne Convention · Freedom 
of person

This paper explores and ultimately defends the perhaps 
surprising and intriguing claim that artificial intelligence 
(AI) can become part of the person, in a robust sense. The 
worry that AI may disrupt personhood has been voiced from 
various directions and captured the attention of the public 
(Baker 2013; Schneider and Turner 2020). But what this 
means more precisely often remains vague. A frequently 
debated question is whether AI, or rather machines such as 
robots running on AI algorithms, can become novel distinct 
persons and thereby holders of rights and bearers of duties, 
the personification of AI (e.g.,Santosuosso 2015; Gunkel 
2022; Solum 2020). This is not the topic of this paper. 

Rather, it examines the merging of body, mind, and machine 
and the question whether AI-devices can become part of 
already existing natural persons, and the normative con-
sequences this may entail. This transformation of material 
things and immaterial software into part of the person shall 
be called, for lack of a better term, “empersonification”.1 
Although the merging of body and technology, or minds 
and machines, is a recurrent motif of futuristic novels and 
transhumanist imaginaries, the conditions and consequences 
of empersonification have not received much scholarly anal-
ysis (but see Baker 2013). To start, it is worthy to note that 
AI does not exist by itself but requires a material substrate 
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such as a computer or machine that implements a code and 
AI algorithms. The more precise question is thus whether 
the bundle of AI and its material substrate can become 
part of the person. This paper examines this question at the 
example of biotechnological devices functionally integrated 
with humans and operated by AI such as brain computer 
interfaces (BCIs). They are introduced in the first section. 
Assessing whether empersonification is empirically and con-
ceptually possible requires a firmer understanding of what 
it means to be a person and a part thereof. These aspects are 
addressed from legal and philosophical perspectives in the 
second section.2 The third section analyzes three normative 
consequences of the empersonification of AI-devices. First, 
by becoming parts of the person, AI-devices cease to exist 
as independent legal entities and come to enjoy the special 
legal protection of persons. Second, because of the legal 
maxim that persons cannot be owned by others, third par-
ties such as manufacturers of devices or authors of its soft-
ware may lose (intellectual) property rights in the AI-device. 
Third, the persons of whom AI-devices have become part 
may be held responsible for the outputs of the AI-devices 
in the same way that they are for outputs of other parts of 
their person such as their unconscious. Some implications 
of the analysis may appear counterintuitive. However, so it 
is argued, they are reasonable and justified, and illustrate the 
intensity of the transformations that some AI technologies 
may bring about. The analysis should also prompt lawmak-
ers and regulators to define the scope of empersonification 
for reasons of clarity and certainty for users, manufacturers, 
and developers of AI-devices.

1 � Artificial intelligence 
in neurotechnologies

The key characteristic of the technologies featured in the 
following debate is that they are functionally integrated with 
the human person, especially with the human mind. As a 
vivid example, suppose a brain implant, a chip with sev-
eral electrodes, can detect brain signals and stimulate brain 
areas. Detecting and processing of brain signals is achieved 
by machine learning algorithms. They learn to identify and 
decode the relevant signals, filter a large amount of noise, 
and dynamically adapt to the plastic, self-transforming brain. 
These tasks require feedback training and unsupervised 
learning in the wild. The device can also stimulate specific 
areas of the brain via electric currents to increase or inhibit 
the local activity and functioning of brain areas, which may 

cause various mental effects. The parameters of the stimula-
tion—if, when, where, rhythm and intensity—are controlled 
by other machine learning algorithms that respond to the 
outputs of the first algorithms, which process the detected 
brain signals. Such a device forms a system in which several 
self-learning algorithms contribute to stimulating the brain 
to create or modify various mental effects. It deserves men-
tioning that the biological brain is of course another relevant 
element of the system. It might well be that the brain adapts 
its processing to the exposure to the AI-device in some way. 
Even more, the users of these systems learn to adapt their 
brain activity so that it becomes better detectable via feed-
back and reinforcement learning. This works largely non-
consciously; although people do not explicitly know how 
they alter brain signals, they succeed doing so (see reports 
in Kögel et al. 2020). Thus, there is a bi-directional adapta-
tion process between brain and device, involving several AI 
algorithms.

Furthermore, the brain signals detected by the device may 
be used as inputs into other computational processes, or for 
controlling devices from limb-prostheses to video games. 
Such direct connections between computers and brains at the 
level of the central nervous system are called Brain Com-
puter Interfaces (BCIs, for an introduction see Wolpaw and 
Wolpaw 2012). At the forefront of current neurotechnologi-
cal advances, prototypes with various functions, mostly con-
trol of motor prostheses, have been in use with patients for 
a couple of years (Chaudhary et al. 2016). Most BCIs resort 
to machine learning algorithms. The prospects of future neu-
rotechnological innovations are closely related to AI, not 
least because of the massive amount of data to be processed 
and filtered (Friedrich et al. 2021). In general, AI-driven 
neurotechnologies face the familiar ethically problematic 
features such as opaqueness of self-learning algorithms and 
potentially unforeseeable outputs.

Our exemplary device is bi-directional (brain → device 
→ brain) and works without conscious input by users 
(“closed-loop”). It is not a mere figment of thought experi-
ments. Such devices are currently under development for 
the treatment of psychiatric disorders such as depression 
with prototypes studied in patients (Scangos et al. 2021). An 
affective closed-loop device may detect and monitor brain 
signals, infer the mood of the person from it, and then then 
modulate it through stimulating brain activity. In this setup, 
the AI-device can be said to (partly) control moods of the 
person. More broadly speaking, such devices may create 
hybrid minds, mental systems that operate on two cogni-
tive systems, the biological human brain/mind as well as the 
technological AI-device (Bublitz et al. 2022). Hybrid minds 
are often instances of extended minds (Clark and Chalmers 
1998). Irrespective of that, they are an interesting object 
of study with distinct features such as the bi-directional 

2  Adherents of the Extended Mind or Extended Selves Theses might 
find empersonification not too surprising, see Heersmink (2017). But 
the following discussion should be acceptable to people not subscrib-
ing to them, see infra.
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adaption between brain and AI that raise distinct philosophi-
cal and legal questions, among them empersonification.

2 � Empersonification: AI‑devices becoming 
a part of the person

The transformation of things into parts of the person requires 
clarifying two aspects: What does “person” mean in this 
context—the question of personhood–, and what is a part 
of a person–the question of parthood. We begin with the 
first. “Person” is a multivalent term, several overlapping dis-
courses concern different aspects of being a person. One is 
metaphysical and asks what persons or humans essentially 
are: body, soul, Cartesian Egos, material entities? A differ-
ent, widely debated question concerns diachronic personal 
identity, what makes persons persist over time: the continu-
ation of parts of the body, the mind, or memories about the 
personal past? These are interesting questions, but they lie 
outside of the present inquiry. The following is rather con-
cerned with persons, as opposed to nonpersons, in light of 
personhood, a normative status, ascribed to entities under 
some conditions.

2.1 � Legal personhood

Personhood is relevant in law and other normative systems 
that consider persons as the basic units and reference objects 
of norms. Being a person in law means being a potential 
holder of rights and bearer of duties.3 Article 6 of the Uni-
versal Declaration of Human Rights (UDHR) declares  
“everyone has the right to recognition everywhere as a 
person before the law”. This marks a condition of legal 
personhood. “Everyone” here means every human being; 
species membership is thus a sufficient condition of legal 
personhood.

However, personhood of this kind is often only a weak 
position, it is only the entry level for being a rightholder. 
The important further condition, often contested in courts, 

is the legal power to exercise rights freely and independently 
of others. Only then, a person is a free and autonomous 
rightholder. The power to exercise one’s rights is called 
legal capacity. Persons with legal capacity are entitled to 
make decisions for themselves and have them respected 
by the law and others. As a flipside, people with capacity 
are held responsible for the consequences of their actions. 
Let us call persons who possess legal capacity “personsC”. 
People lacking legal capacity need guardians or substitute 
decision-makers who make decisions on their behalf, and 
they are therefore no free and independent rightholders.4 
Legal capacity has several requirements, including a set of 
(often necessary) factual mental properties. Although the 
details may vary between jurisdictions, typical candidates 
are capacities for reasoning, appreciating moral and legal 
norms, understanding the situation one faces, the options 
one has and their potential consequences, a preference struc-
ture; powers of self-control and a basic level of mental sta-
bility; memory, and further capacities to form, reflect, and 
express one’s will. In addition, legal capacity often nega-
tively requires the absence of undermining factors such as 
severe mental disorders. In short, being a personC requires 
a bundle of mental properties. So much for legal aspects of 
personhood.

2.2 � Philosophical personhood

Philosophical conceptions of persons are manifold and speak 
to a variety of topics; many accounts of persons or personal 
identity mainly concern the question of persistence through 
time. But when it comes to the presently interesting question 
about the features that make entities into persons and con-
fer personhood, there is some convergence. Most accounts 
conceive of persons as entities with a bundle of properties, 
in which mental capacities (or the potential to develop them) 
take a prime place (Olson 2022). According to the tradi-
tional view, the hallmark of persons is that they are rational 
entities. In contemporary debates, having consciousness or 
a first-person perspective have emerged as central criteria 
for personhood (Baker 2000). In addition to that, various 
accounts forward different, sometimes elaborate sets of nec-
essary and sufficient conditions (e.g., Dennett 1976, see also 
Farah and Heberlein 2007). Mental capacities are crucial in 
many of them.

3  Disclaimer: There is of course not “the” law, but various legal sys-
tems, which may have diverging rules about personhood. Nonethe-
less, there seems to be a kernel shared at domestic and international 
levels. For a general discussions of legal personhood see Kurki 
(2019); for international law (Peters 2016). It is sometimes said that 
defining “person” is far less important than it is portrayed because 
ultimately, all that matters is the substantive question of specific 
rights and duties of entities, which should not be prejudiced by per-
sonhood definitions (Ohlin 2005). However, the present discussion 
shows that the concept is not innocuous, a coherent conception of the 
person does normative work. Also, the law recognizes non-human 
artificial or legal persons such as companies. They are modeled after 
natural persons and are treated as if they were them. Their boundaries 
are contested, e.g., with respect to animals and AI, but these debates 
do not affect the present discussion focused on natural (human) per-
sons.

4  This is the standard view in law which was called into question by 
the adoption of the Convention on Rights of People with Disabilities 
(CRPD). Article 12.2. CRPD declares that disabled persons should 
enjoy legal capacity “on equal basis” with all other people. In the 
eyes of many commentators, this means that there are no additional 
mental requirements to exercise one’s rights independently. Many 
legal scholars and signatory states, however, uphold the traditional 
distinction between people with and without capacity (see e.g., de 
Bhailís and Flynn 2017; Scholten and Gather 2017).
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Putting aside some presently irrelevant criteria such as 
species membership or age, a structural similarity between 
philosophical conceptions of personhood and the legal con-
ception of personsC emerges: Both require that entities pos-
sess a set of mental properties (varying in kind and strength 
in different accounts). Let us call those properties henceforth 
“person-making features” and the entities that possess them 
simply “persons”. This conception of persons based on com-
mon ground between many standards accounts and abstract-
ing away from details is the one relevant in the following.

2.3 � Parthood

The second question concerns parthood. What might being 
part of a person mean? In general, the relation between 
wholes and their parts is addressed by the field of mereol-
ogy (Varzi 2019). These relations are familiar with respect 
to spatiotemporal entities, but mereology can also apply to 
abstract entities. However, it seems to be inapplicable with 
respect to a normative status; asked in this way, it betrays 
a category mistake. Personhood is something that entities 
may have or not have, but it is nothing that has parts or can 
be partitioned. A more adequate question is thus: Can AI-
devices become part of the entity that has personhood? It 
might be approached from several angles, from subjective 
perspectives, a commonsensical and legal understanding of 
persons, and from conceptual or constitutive accounts.

2.3.1 � Subjective perspectives

Subjective approaches may draw on the phenomenological 
experience of using and interacting with AI-devices. Does 
our exemplary closed-loop brain stimulator feel to users as 
part of them; do they experience it as part of their self; does 
the affectivity generated by it feel like their own? These 
slightly different empirical questions need to be explored by 
phenomenological analyses of the lived experiences of users, 
which will differ between persons and devices. Some users 
may not realize a difference in the quality or intensity of their 
affectivity or the conditions under which it waxes and wanes. 
Others may feel alienated or estranged from their affectivity 
or the device. For instance, users of our exemplary device 
may wonder about the source of their moods. When they feel 
down, they may wonder whether the device stimulated their 
brain at all, why that might not have happened, whether it 
failed to detect relevant brain signals or assessed the mood of 
the user differently than they themselves did, bringing them 
to question their affectivity. Conversely, users in good spirits 
may wonder whether their affectivity is rooted in the world 
and the events they experience, or whether it is merely gen-
erated by stimulation. Given the opaqueness of the workings 
of the AI, people may not always find clear answers to these 
questions, which relate to deeper aspects of their personality 

such as their emotional proclivities. This uncertainty may 
lead to self-questioning and self-monitoring, which may in 
turn lead to people experiencing the device and the mental 
states they generated as something alien (pilot studies indi-
cate this possibility Gilbert 2018; Gilbert et al. 2019).

Another subjective approach to empersonification may 
draw on users’ considered judgments. Do they consider 
devices as part of their self or their person upon reflection? 
This requires interviews and surveys of users. The weakness 
of this approach is that people will understand something 
to be part of a person or themselves in various and often 
inconsistent ways, and their answers may often rely on their 
varying lived experiences. Most importantly, the underlying 
conception of the person is regularly not the technical one 
relevant for ethical and legal purposes. Personhood in that 
latter sense is primarily an external ascription, not a self-
definition. Thus, although subjective dimensions of engag-
ing and integrating AI-devices promise to be fascinating and 
in need of detailed studies, they may not speak to the present 
question and will be left aside in the following.

2.3.2 � Natural persons and parthood

Turning to objective criteria, one may ask whether AI-
devices can become part of natural persons, the model fig-
ure on which legal personhood is grounded. This requires 
an answer of what it means to be human, in the sense of 
species membership. In the present context, however, it is 
beyond doubt that humans who receive a biotechnological 
implant remain humans. Species membership is not at issue.5 
Rather, the question is whether AI-devices can become part 
of humans. There are two ways to answer it: One is nega-
tive and holds that all parts of the entity  need to have some 
human property, e.g., being organic (or something along 
these lines). As a consequence, the AI-device cannot be part 
of it. However, it is not clear that or why such strong condi-
tions should be stipulated; this point will resurface in the 
following discussion. Suffice it here to mark this dismissive 
line of reasoning: if conditions of parthood require organic 
materiality or a specific biological genesis (or some related 
aspect), AI-devices cannot be part of them.

Alternatively, one may look for hints about parts of per-
sons in the law. Fortunately, some provisions protecting 
persons provide indications about their parts. For instance, 
Article 3 of the Charter of Fundamental Rights of the Euro-
pean Union (CFRE) protects the integrity of the person. Its 
first section specifies this as including the integrity of the 
body and the mind. This suggests, unsurprisingly, that body 
and mind are parts of the person. This allows reframing our 

5  One may wonder about species membership if a human person is 
fully replaced by technological artifacts, as in the Ship of Theseus, 
but this debate does not seem promising for present purposes.
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question: Can AI-devices become part of the body or the 
mind?

2.3.2.1  Part of the body  Fortunately, there is some literature 
on both questions to draw upon. With respect to the body, 
the relation between the material device (e.g., implant, chip) 
and the body stands in the foreground. Although it might 
appear evident at first glance, the question what a body 
is—and what its parts might be—is controversial. Feminist 
writers and disability scholars have called simple biologi-
cal understandings of the body in question (Haraway 2013; 
Fraser and Greco 2005). Phenomenologists have studied the 
experiential limits of bodies and how they may temporarily 
extend to objects, e.g., the embodiment of tools (de Vigne-
mont 2011). The point emerging from these debates is that 
clear-cut boundaries of the body are hard to define (Bublitz 
2022). In the eyes of many scholars, prosthetics like arti-
ficial limbs or implants like pacemakers may become part 
of the body under further conditions. Therefore, AI-devices 
which are functionally integrated with other bodily pro-
cesses, mimic biological limps or restore ordinary function-
ing may often be considered parts of the body (Aas 2021). 
Only accounts that restrict the body to organic materiality 
seem to take principled exception against such incorpora-
tion of devices. But such accounts fail to capture the wide-
spread view that it is not the material, but the functionality 
or other non-material properties that matter for something 
being a body. Under this premise, some AI-devices can 
become part of the body.

2.3.2.2  Part of the mind  The parallel question with respect 
to the mind is whether AI-devices may become part of the 
mind, but the focus here lies on the AI software.6 Answers 
require definitions of what the mind is and what its parts are. 
It seems an impossible feat to provide such definitions with-
out provoking objections from some position in philosophy 
of mind. The question shall thus be approached from an 
established debate. The Extended Mind Thesis (EMT; Clark 
and Chalmers 1998) essentially holds that the mind can 
extend beyond the skull and the body to the outside, into the 
world and into artifacts like iPads or calculators. A key idea 
is the parity principle: If a part of the world functions as a 
process which, were it done in the head, would count as part 
of the cognitive process, then that part of the world is part 
of the cognitive process (Clark and Chalmers, 1998). Put 
differently, if a process in the AI-device—and this primarily 
means, the operations of the AI—, performs or functions in 
a way that would count as mental, were it done in the head, it 
should count as part of the mind. The EMT stipulates a few 

additional conditions. Roughly, the external element must 
interact with the person easily, reliably, and constantly, so 
that she can trust it (“trust and glue”). AI-devices as our 
exemplary BCI may fulfill these conditions: The process is 
controlled by the AI software, which runs on a device that 
is implanted in the body, directly interfaces with the central 
nervous system, and reliably and constantly interacts with it. 
The AI-driven process may thus count as part of the mind.

The question becomes more challenging if one rejects the 
EMT. For instance, one may call the comparison between 
mind and software into question. Both might be said to com-
pute data or process information; and the were-it-done-in-
the-head clause seems to treat them the same. But software 
metaphors for the mind have limits and likely fall short at 
some point (see Brette 2022; Richards and Lillicrap 2022). 
Nonetheless, this does not imply that algorithms cannot be 
part of the mind, nor that some mental modules could not 
be replaced by AI-devices. In other words, even though the 
mind is not a computer, AI-devices might contribute to men-
tal functioning, and the software running on them may be 
seen as part of the mind. This is not precluded by the limited 
nature of the software metaphor.

Moreover, the standard objection to the EMT seeks to 
uphold the distinction between mind and world, with the 
skull or the body as the boundary line. As a consequence, 
AI-devices beyond this line cannot be part of the body or the 
mind. However, our present interest lies in devices that lie 
within the bodily envelope, in intracranial neurotechnolo-
gies which can itself be part of the body (supra). The stand-
ard objection against the EMT seems inapplicable to them. 
Other objections against the EMT draw on a metaphysics 
that strictly distinguishes persons and things. So does the 
law (Kurki 2019). However, all such accounts must define 
boundary criteria. It seems that nothing speaks in principle 
for excluding AI-devices, except a condition that the mind 
must be fully realized in organic or biological matter. But 
this seems to be a stipulation, and it is not a necessary one. 
Minds are defined by their mental characteristics, not by a 
specific physical substrate, to which they might be tied only 
contingently.7 This is why the idea of multiple realizability 
of the mental is commonplace. Demanding that minds have 
to be realized fully biologically requires justification and 
seems even less plausible with respect to the mind than with 
respect to the body. Therefore, the claim that AI-devices 
located inside of the body, integrated with the mind, running 
processes that, were they done in the mind, count as mental, 
can become part of the mind is reasonable—even if one does 
not endorse the extension of the mind into the world.

6  Software may refer to the code in abstract or a particular instantia-
tion of it. The code, as such, cannot become part of the person, but 
a particular instantiation—the one embedded in the AI-device—may.

7  Although specific functionalities might depend on specificities of 
its material realization. The debate about the EMT addresses this as 
“extended circuit cases”, for a recent exposition see Chalmers (2019).
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The foregoing has shown that some AI-devices may 
become part of the body, the mind, or both, under reason-
able accounts of what being part of these entities means. 
In a next step, the mereological rule of transitivity can be 
applied: A part of a part of an entity is a part of that entity. 
AI-devices are a part of the body or the mind, which are both 
parts of the person. Therefore, AI-devices can be a part of 
the person–Q.E.D.

2.3.2.3  Objections  Two possible objections. A factor lim-
iting empersonification might be spatial boundaries of the 
person or the body. Suppose the chip implanted in the brain 
has only limited computing powers. At night, the recorded 
brain data are transferred wirelessly from the chip to a cloud 
that does a large share of the computing. One may wonder 
whether the AI in the cloud becomes part of the mind in this 
setup. As a reply, I suggest that this question largely falls into 
the familiar tracks of the Extended Mind debate. In princi-
ple, it seems possible to consider the AI in the cloud as part 
of the functionally integrated mechanisms and hence, as part 
of the mind. But there might be further boundary criteria, 
e.g., the spatial bounds of bodies or the cranium, which may 
be normatively relevant. In this example, there might be the 
further normative demand that every individual mechanism 
can only belong to one person at a given moment in time, 
because persons are by definition distinct individuals. This 
demand might be violated when the cloud is computing data 
of many people at night. Such background conditions of the 
Extended Mind debate resurface here. Nonetheless, such 
boundary cases do not provide a decisive counterexample 
to the main claim presented here, the general possibility of 
AI becoming part of the mind or the person. It is not refuted 
by examples suggesting that empersonification depends on 
details of the system architecture, such as the physical loca-
tion of the substrate of the AI.

Another objection may accuse the foregoing analysis of 
being too broad. After all, even fingernails can become part 
of the person. Doing justice to the special status of persons 
might call for more restrictive conceptions which exclude 
contingently attached elements. In reply, the following 
approach sketches a minimalist narrow conception that is 
restricted to person-making features such as the necessary 
mental properties for legal capacity.

2.3.3 � A Minimalist approach

A minimalist approach may argue like this: An entity is a 
person in virtue of her possessing person-making features. 
Among these features are mental capacities or dispositions, 
which are evidenced in the behavior of the entity. These are 
the levels of definition and evidence. But there is another 
level, the mechanisms underlying and enabling these capaci-
ties and dispositions. The proposal is that these mechanisms 

are part of the entity which is a person. Otherwise, if these 
mechanisms were not part of that entity—but rather inde-
pendent entities or artifacts—the person would not possess 
them, and the capacities enabled by them. In other words, it 
would be contradictory to say that an entity has the relevant 
person-making features, but that the mechanisms enabling 
them are not part of that entity. In which sense would it then 
have these capacities? The reasoning is thus: When an entity 
possesses mental capacities or dispositions, the mechanisms 
realizing these capacities or dispositions should count as 
parts of that entity. In humans, these realizers are usually 
cerebral and mental mechanisms, but they might also be 
implants and AI-devices, e.g., those that enable communi-
cation, mental stability, or self-control. Thus, even under 
a minimalist conception of the person, AI-devices may 
become part of it.

2.3.4 � Constitutive account

Some may find the foregoing approaches off the mark 
because the relation between mechanisms, person-making 
features, and persons is not adequately captured by a mereo-
logical framework, it is not a part–whole relationship. The 
alternative are constitutive relations. Rather than asking 
whether AI-devices can become part of persons, the ques-
tion is whether AI-devices can constitute persons or at least 
can be constitutive elements of them. Constitution usually 
concerns explanations of causal powers or dispositions of 
an entity (Ylikowski 2013). Explaining why a table has the 
causal powers it has, e.g., keeping the laptop  on it from 
falling, involves reference to the atoms which constitute the 
table. Likewise, explaining the person-making features of 
an entity will involve reference to the mechanisms afford-
ing them. And just as the atoms constitute the table, these 
mechanisms—the AI-device—constitute the relevant mental 
properties.

A key contemporary philosophical account of person-
hood, the Constitution View by Lynne Baker, draws on this 
idea. To her, persons are beings with a robust first-person 
perspective (including, among others, mental capacities for 
language and self-reflection, Baker 2019). In humans, this 
first-person perspective is constituted by bodies. Therefore, 
according to Baker, bodies constitute persons. However, 
Baker accepts that relevantly similar first-person perspec-
tives might arise in non-organic or biotechnological bod-
ies, so that Martians or robots might be persons as well; it 
is not conditioned upon a biological body, only the robust 
first-person perspective matters. Baker’s view is open to the 
possibility of AI-devices constituting persons. Thus, while 
rejecting the mereology and the language of parthood, the 
Constitution View corresponds with the foregoing findings 
as well. AI-devices may be constitutive elements of persons 
and thereby become empersonified.
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2.3.5 � Opposing views

The foregoing laid out several ways of thinking about part-
hood that roughly converge on the conclusion that AI-
devices can become empersonified, either as parts of the 
person or as constitutive elements of them. One may thus 
wonder which positions would exclude the possibility of 
empersonified AI-devices. The only ones denying this in 
principle seem to be strong biological positions, demand-
ing that all parts of the person must be of organic origin, 
biological genesis, or related conditions unfulfillable for AI-
devices. In their support, it might be argued that—at least 
for the law—being human is, or should be, a necessary con-
dition for personhood, and that technological devices can 
never be part of a human. But that latter claim would need 
substantiation by an argument which is hard to conceive. 
It seems to be an ad hoc stipulation that runs counter to 
the widely held view that fails to see a principled problem 
in considering things such as tooth implants, pacemakers, 
or artificial hips, as part of the human body or the person. 
There is a parallel argument in the notably different question 
of diachronic identity in this direction–animalism. It holds 
that persons persist over time if (and only if) their living 
organisms persist. But even animalism does not necessarily 
hold that all components of this organism must be organic.8 
And more generally, if one is open to the possibility of non-
human, non-organic persons such as Martians or robots, 
animalism does not find much traction as a comprehensive 
theory of personhood.

After all: According to mainstream conceptions of per-
sonhood and parthood, AI-devices may become part of the 
person or constitutive elements and hence, become emper-
sonified. This is an intriguing result. Let us call devices that 
may become empersonified AI-devicesP. Which devices 
qualify depends on the conception of person one favors. But 
even under the minimalist account, AI-devices enabling or 
assisting person-making features qualify, i.e., those afford-
ing reasoning, understanding of norms, communicating and 
expressing of a will, controlling symptoms of psychiatric 
disorders and other features. In the following section, some 
of the key normative implications of empersonification shall 
be laid out.

3 � Normative consequences 
of empersonification

One may wonder whether positing that AI-devices become 
part of the person appears plausible from a commonsensi-
cal perspective. Regarding ordinary bodily prosthesis such 
as bionic limbs, the idea appears plausible. And if these can 
be empersonified, the suggestion that AI-devices integrated 
with body or mind may do so likewise does not appear 
particularly surprising or troublesome. However, a second 
glance may raise worries. After all, it is a salient feature 
of AIs that they involve self-learning and self-adjusting 
mechanisms which seem to have “a life of their own”. The 
trajectory of the further evolution of the mechanisms pri-
marily follows the internal dynamics of the AI, and per-
haps their interplay with the environment, but not so much 
other aspects of the person. Also, the AI is connected to 
the nervous system only through an interface, so that the 
informational exchange with the biological organisms is 
likely very limited. Thus, despite its integration into body, 
mind, and person elaborated upon above, the AI-device 
seems  distanced from the person and her parts; the AI-
device seems to form an enclave, situated within the person 
and functionally integrated with it, yet still independent from 
it. Moreover, the dynamics of self-learning algorithms may 
often be opaque to users and lie beyond their control. This 
might create a somewhat strange relation of the person to 
the AI-device which has become part of her, but somehow 
still remains independent. In addition, the phenomenologi-
cal experience of having a hybrid mind is underexplored, 
users might experience the empersonified AI-device and the 
mental states it generates as alien and not belonging to them. 
Thus, the relationship between the empersonified device 
and the person of whom it has become a part may often be 
complex and multifaceted. With this in mind, let us turn 
to some normative consequences of empersonification. The 
following will primarily address three legal aspects: Persons 
enjoy special protection; they are free from rights of others; 
and they are responsible for their actions unless exceptions 
apply. These aspects carry over to AI-devicesP, with some 
interesting consequences.

4 � Special protection of AI‑device

The degree of legal protection provided to persons is 
higher than the one accorded to physical objects (devices) 
or software (AI). Human rights law protects the integrity 
of the person through several provisions, and domestic 
legal system have several norms for personal injury in tort 
or criminal law. By contrast, physical objects or software 
regularly enjoy a significantly weaker protection. Through 

8  The divergence with animalists seems to revolve around whether 
human persons might be fully replaced by non-organic material, as 
in a variation of the Ship of Theseus. But one may deny this and still 
consider AI-devices as potential parts of a person (Olson 2019, p. 7.)
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empersonification, AI-devicesP cease to be independent legal 
entities and become parts of the person. This may require 
reinterpreting provisions to encompass AI-devicesP. For 
instance, damaging an AI-deviceP might constitute assault 
of persons rather than damage to property.9 Further norms, 
e.g., a duty to repair a defective AI-device, might result from 
this as well. Such reinterpretations are sometimes challeng-
ing and may depend on the wording and details of specific 
provisions. But by and large, it seems possible to treat AI-
devicesP as part of the person, body, or mind. As a conse-
quence, AI-devicesP will enjoy stronger legal protection than 
ordinary AI-devices. This results from the extension of the 
scope of the person and seems to be normatively justifiable 
because the reasons for protecting persons regularly apply 
to AI-deviceP as well.

5 � Freedom from rights of third parties

The second implication is equally intriguing and possibly 
more controversial. According to a maxim of the law, per-
sons are free in the sense that other people cannot have rights 
over them.10 This is the legacy of the abolition of slavery. 
More precisely, people can neither be owned by others, nor 
be the object of property-like claims of others; persons are 
not objects of property law as all. This freedom of the person 
from claims of others extends to its parts, so that an arm or 
leg cannot be owned by others either. Through empersonifi-
cation, this freedom from rights of third parties is extended 
to AI-devicesP. This has several implications. The first con-
cerns the hardware of devices. Insofar as third parties have 
rights in them, especially property rights, these rights lose 
their object because the AI-devicesP cease to exist. Typical 
examples of affected third parties are manufacturers and sell-
ers which retain property in the device until it is fully paid 
(retention of title), or insurance companies which paid for 
the device used by insured patient. Their loss of property 
through empersonification may impact business models, 
insurance schemes, or contracts about devices. Details about 
the transfer of property or the need for compensation will 
vary between jurisdictions and may have to be worked out 
in detail. In general, the loss of property seems normatively 
justifiable in light of the no-property-in-persons maxim.11

The second implication concerns intellectual property 
(IP) rights in the software of the devices, including AI-
algorithms. It is suggested that the maxim of the freedom 
of the person extends to them as well. Intellectual property 

comprises various positions, especially relevant are copy-
right claims over software. Software code is internation-
ally protected as a work of literature and arts12; its creators 
possess the same set of rights over the code than authors 
over their novels. The catalog of these rights slightly differs 
between jurisdictions, but they basically concern the use, 
reproduction, distribution, and alteration of software. Article 
6(1)bis of the Berne Convention is one of the salient inter-
national norms, granting authors the right to object to “any 
distortion, mutilation, or other modification” of their work 
(under further conditions). Article 4b of the EU-Directive on 
computer programs (European Union 2009) transforms this 
into EU law. It stipulates that “adaptation, arrangement, and 
any other alteration of a computer program” are restricted 
acts which require authorization by the author.13 These 
norms, it is submitted, should be overridden with respect to 
the specific instantiations of the software code running on 
the empersonified AI-devicesP. In particular, restrictions to 
alter the program code should be overridden because they 
amount to restrictions of persons to alter parts of themselves. 
This violates the maxim of the freedom of person from third 
parties.14 No one should have to ask others for authorization 
to transform (parts of) oneself.

The same reasoning applies to IP norms that make using 
the software dependent on authorization, restrict access to 
the code, or penalize hacking of the code.15 They should also 
lose their effect insofar as they infringe on the freedom of the 
person. More precisely, the following is suggested:

Regarding the software code of empersonified devices, 
everyone should have the right to a) use the code; b) 
access the code; c) make alterations of, and additions 
to the code; d) access the data read out by the software; 
e) control the further processing and sharing of the 
data.

These rights derive from the maxim of the freedom of the 
person. As they pertain to the relation of a person to herself, 
denying them would curtail some degrees of freedom peo-
ple have over themselves. The precise way in which these 

14  The EU Directive, the Berne Convention and the WIPO Copyright 
Treaty allow for exceptions, but those presently established do not 
cover this case.
15  The Convention on Cybercrime obliges states to turn illegally 
accessing devices, hacking, into a criminal offense (article 4). This 
has been implanted in domestic law in varying provisions. In the US, 
the Digital Millennium Copyright Act has led to similar results, 17 
United States Code § 1201 “circumvention of copyright”. The present 
argument calls for limiting those norms (rendering them inapplicable) 
with respect to software that has become empersonified.

9  Cf. Carter and Palermos (2016).
10  Others can, of course, have claims against other persons, e.g., 
about them performing an action, this is the very definition of rights. 
But they cannot have property rights over them.
11  For more of such cases see Quigley and Ayihongbe (2018).

12  Berne Convention for the Protection of Literary and Artistic 
Works, 1986; Article 4 WIPO Copyright Treaty, 1996.
13  In the US, the parallel provision is 17 United States Code § 106 
para 2—exclusive rights in derivative works (which comprise modifi-
cations according to § 101).
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five claims can be legally guaranteed, e.g., through existing 
fair use exemptions or a novel “empersonification exemp-
tion” must be debated at the more granular level of domestic 
law. Notably, these rights cannot be restricted contractually 
through End-User License Agreements because the freedom 
of the person is not a dispositional right, the freedom of the 
person is inalienable. However, these exceptions may not 
apply to the full set of IP claims. For instance, the unau-
thorized reproduction of the code may still be prohibited, 
because this prohibition does not interfere with the freedom 
of the person maxim. The loss of IP rights in AI-devices 
seems to be an unparalleled consequence which may have 
repercussions on innovation, development, and marketing 
of devices. It seems advisable that regulators and lawmak-
ers pass regulations  that ensure the freedom of the person, 
accommodate interests of manufacturers and authors, and 
clarify the scope of empersonification.

6 � Responsibility for conduct

The third legal implication of empersonification might be the 
most controversial. According to another maxim of law, per-
sons (in the present sense of personsC) are by default respon-
sible for their conduct. As Locke once remarked, “person” is 
a forensic concept. The person is the focal point of attribu-
tion for positive and negative consequences of actions and 
omissions. This responsibility is the correlative of freedom. 
Roughly, persons are legally responsible for what originates 
within them unless exceptions apply. Against this backdrop, 
empersonification has the ramification that persons become 
responsible for the outputs of AI-devicesP, in the same way 
and to the same degree that they are responsible for the out-
puts of their minds in general. That desires, moods, or inten-
tions were caused or significantly shaped by an AI-deviceP 
does not exempt them from responsibility, unless further 
exceptional reasons apply. An example: Some patients with 
an implanted DBS for Parkinson’s disease experience hyper-
sexuality from the stimulation and the related Dopamine 
increase (Bhargava and Doshi 2008). It makes them behave 
out-of-character and inappropriately. Suppose this behavior 
is also unlawful. As long as patients satisfy the ordinary 
conditions of responsibility, especially if they possess suf-
ficient self-control over their actions, they are responsible for 
it. That their sexual desires originated in the DBS stimula-
tion is irrelevant at this stage. Only if they lose control over 
their behavior, as in uncontrollable urges, they cease to be 
responsible.16 Some might find this result irritating because 

the device caused the desires which led the person to act. 
Even more, they may be held responsible when devices 
malfunction, and even when they feel alienated from the 
device-generated desires or their own behavior. However, 
the foregoing argument implies that the AI-deviceP counts 
as part of the person, so that further distinctions between 
person and device lose substance.17

Although it may appear counterintuitive at first glance, 
this result is reasonable in a broader perspective. Third par-
ties (victims) have a right not to be bothered by inappro-
priate behavior, regardless of its origins. To the extent that 
persons possess sufficient control over their behavior—espe-
cially the ability to refrain from acting inappropriately–, they 
are under a duty to do so. Failing to do so incurs responsibil-
ity. It is the duty of everyone to avoid harming and bothering 
others, irrespective of the origins of one’s desires. That such 
behavior is out-of-character or inauthentic is irrelevant.18 
Only at the level of sentencing, in choosing appropriate 
sanctions, such considerations and the origins of desires 
may and should become relevant. For instance, a differ-
ent programming of the stimulation might suffice to deter 
recidivism. In general, persons are treated with respect to 
conduct arising from AI-devicesP in the same way that they 
are treated for actions arising from the unchartered depths 
of their unconscious.

However, some uneasiness about holding persons respon-
sible for the outputs of opaque self-learning mechanisms 
outside their control may remain. Two points are noteworthy. 
For one, most desires are to some degree beyond the control 
of the person, but this is not what responsibility is ascribed 
for. People are sometimes deeply alienated by their unchosen 
desires, e.g., problematic sexual phantasies, especially when 
they motivate socially undesirable behavior. They are held 
responsible for acting on them nonetheless. Why should this 
be different with respect to AI-devicesP? Moreover, one can-
not have the benefits of empersonification without carrying 
the burdens. It is incoherent to ascribe stronger protection for 
AI-devices due to empersonification while rejecting the con-
comitant responsibilities. This would forego the functional 

16  Legal and philosophical conditions for responsibility may diverge 
here. According to a standard account by Harry Frankfurt, people are 
only responsible for actions based on attitudes they wholeheartedly 
hold; divergences between 1st order volitions and 2nd order desires 

17  Unlike, for instance, a tumor inside the brain which might be con-
sidered alien to the person as in the case described by Burns and 
Swerdlow (2003). Note further that the argument presupposes that 
the person acts, which may not be clear when AI-devices control the 
motor cortex or prostheses. This may require a deeper look at specific 
technologies. In general, standard accounts of agency can be applied 
to movements mediated by neurodevices with slight adaptations, see 
Steinert et al. (2019).
18  For an argument to the same end with respect to pharmaceutical 
changes to personality traits see Bublitz and Merkel (2009).

negate responsibility (Frankfurt 1971). The law usually holds peo-
ple responsible for conduct which agents might not endorse from a 
higher-order perspective because it seeks to prevent those conduct 
and the harms it brings about nonetheless (Bublitz and Merkel 2013).

Footnote 16 (Continued)
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concept of the person as the basic unit for ascribing rights 
and duties. And this would indeed lead to the feared disrup-
tion of personhood, although in a very different sense, as it 
would erode the functional concept of the person. The law 
should not embark on this path. Rather, it should seek to 
accommodate worries in exceptional cases in other ways. 
For instance, the law has some leeway in defining excus-
ing conditions and exemptions of responsibility. It might 
be argued that rapid changes in desires or moods should 
constitute a novel exception to responsibility when it over-
whelms persons without sufficient resources for adaptation. 
This may be the case when self-learning algorithms cause 
rapid unforeseeable outputs. However, coherence demands 
that such an exception is applied to other situations of 
rapid change as well (e.g., life-changing experiences, drug 
consumption).

More generally, however, the unconscious might serve 
as a useful analogy for AI-devicesP. Both are opaque, intro-
spectively inaccessible, and operate to some degree outside 
of the control of the person. The black box has unsurpris-
ingly become the metaphor for both. To the same degree 
that people are responsible for actions arising from their 
unconscious, they should be for those arising in AI-devicesP. 
This analogy might even be generalized further: Legal rules 
and doctrines that apply to the unconscious should, prima 
facie and mutatis mutandis, apply to AI-devicesP as well.

7 � Conclusion

Self-learning algorithms enable technological devices that 
can adapt to complex entities, such as the human organism 
and the human mind. Neurotechnologies harnessing these 
mechanisms are currently developed and may become func-
tionally integrated with the body, the mind, or more broadly, 
the person. The foregoing analysis has shown that some of 
these devices can become empersonified, in a robust sense, 
under standard conceptions of personhood which demand 
a set of mental capacities. The person is understood as the 
basic unit for having and freely exercising rights and bear-
ing duties in normative systems. It is a richer conception 
than the basic status of legal personhood (which does not 
include the power to freely exercise rights). AI-devices can 
be considered part of the body, the mind, and hence, by 
mereological transitivity, of the person. Alternatively, AI-
devices may be seen as constituting person-making features. 
Becoming part of the person, or being a constitutive element 
of persons, is called empersonification. For most intents and 
purposes, some AI-devices can and should be considered 
empersonified, and thereby, lose their independent legal 
existence. Objections to this view seem to turn on strong 
ideas of biological personhood, demanding that all parts of 

the body, the mind, or a person, are of organic origin (or 
similar conditions). They do not appear plausible.

The range of empersonifiable AI-devices depends on 
the conception of persons one endorses. It can be broad, 
covering everything that is part of the body or the mind, or 
narrow, covering only those devices that afford or consti-
tute necessary person-making features. Lawmakers should 
clarify the scope of empersonification. At the very least, it 
should encompass devices that enable persons to exercise 
their rights freely. But there might be good reasons for a 
more expansive approach which comprises many neuro-
technological devices.

Empersonification has at least three legal implications: 
(i) AI-devices cease to be independent entities and come 
to enjoy the special protection of persons. (ii) The maxim 
of the freedom of the person from rights of others demands 
that third parties such as manufacturers lose rights over 
the AI-device, both property in the hardware and some 
intellectual property claims about the software. Put posi-
tively, persons should have the rights to use the device, 
access, hack, and alter the software code and enjoy full 
sovereignty over related data issues. (iii) Persons become 
responsible for conduct that originated in empersonified 
AI-devices, unless ordinary exceptions apply, and despite 
seemingly counterintuitive results. These are three cen-
tral implications, but there might be more. Lawmakers 
and regulators are called upon to define the conditions of 
empersonification and the kinds of affected devices more 
precisely.

Finally, the fact that AI-devices may become part of the 
person should give grounds for a moment of reflection about 
the trajectory of the technology and the merging of human 
minds, neurotechnologies, and artificial intelligence. The 
pace of current developments is high, start-ups and ven-
ture capital have entered the field. But the “break things 
and move fast” credo of many companies driving innova-
tion seems ethically impoverished, if not inadequate, when 
it comes to transforming persons. A cautious, deliberate 
approach with democratic oversight and clearer definitions 
of aims worth pursing and dangers to be avoided is called 
for. Among others, it has to assess which mental properties 
are valuable to have, which might be replaced or attuned, 
and more generally, how deep AI should encroach upon 
humans and substitute bodily or mental functions. After 
all, the biological and mental dynamics by which humans 
operate, often still poorly understood, are replaced or com-
plemented by the operative logic of self-learning machines. 
Objectification of the person, alienation from oneself, and 
the expansion of technical modes of rationality to these 
domains loom large. That this development is clearly ben-
eficial, all things considered, has yet to be shown. In the 
meantime, some dimensions of persons might be better 
left untouched. Above all, it should be ensured that further 
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technological advances into the person observe the spirit 
of the recent UNESCO Recommendation on the Ethics of 
Artificial Intelligence (UNESCO 2021) and are deployed in 
the service of humanity, benefiting all.

Curmudgeon Corner is a short opinionated column on 
trends in technology, arts, science and society, commenting 
on issues of concern to the research community and wider 
society. Whilst the drive for super-human intelligence pro-
motes potential benefits to wider society, it also raises deep 
concerns of existential risk, thereby highlighting the need for 
an ongoing conversation between technology and society. At 
the core of Curmudgeon concern is the question: What is it 
to be human in the age of the AI machine? -Editor.

Funding  Open Access funding enabled and organized by Projekt 
DEAL. This work was supported by the German Ministry of Education 
and Research (BMBF), under the ERA-NET Neuron funding scheme, 
grant 01GP2121A.

Declarations 

Conflict of interest  The author reports there are no competing interests 
to declare.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article's Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article's Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

Aas S (2021) Prosthetic embodiment. Synthese 198:6509–6532. https://​
doi.​org/​10.​1007/​s11229-​019-​02472-7

Baker LR (2000) Persons and bodies. Cambridge University Press, 
Cambridge

Baker LR (2013) Technology and the future of persons. Monist 
96(1):37–53. https://​doi.​org/​10.​5840/​monis​t2013​9612

Baker LR (2019) What are persons, and how do they exist? In: Noller 
(ed) Was sind und wie existieren Personen? Brill mentis, pp 13–29

Bhargava P, Doshi P (2008) Hypersexuality following subthalamic 
nucleus stimulation for Parkinson’s disease. Neurol India 
56(4):474. https://​doi.​org/​10.​4103/​0028-​3886.​44830

Brette R (2022) Brains as computers: metaphor, analogy, theory or 
fact? Front Ecol Evol.  https://​doi.​org/​10.​3389/​fevo.​2022.​878729

Bublitz C (2022) The body of law: boundaries, extensions, and the 
human right to physical integrity in the biotechnical age. J Law 
Biosci. https://​doi.​org/​10.​1093/​jlb/​lsac0​32

Bublitz C, Merkel R (2009) Autonomy and authenticity of enhanced 
personality traits. Bioethics 23(6):360–374

Bublitz C, Merkel R (2013) Guilty minds in washed brains? In: Vincent 
NA (ed) Neuroscience and legal responsibility. Oxford University 

Press, Oxford, pp 335–374. https://​doi.​org/​10.​1093/​acprof:​oso/​
97801​99925​605.​003.​0014

Bublitz C, Chandler J, Ienca M (2022) Human–machine symbiosis and 
the hybrid mind: implications for ethics, law and human rights. In: 
Ienca M, Pollicino O, Liguori L, Andorno R, Stefanini E (eds) The 
Cambridge handbook of information technology, life sciences and 
human rights. Cambridge law handbooks. Cambridge University 
Press, New York, pp 286–303

Burns JM, Swerdlow RH (2003) Right orbitofrontal tumor with pedo-
philia symptom and constructional apraxia sign. Arch Neurol 
60(3):437. https://​doi.​org/​10.​1001/​archn​eur.​60.3.​437

Carter JA, Orestis Palermos S (2016) Is having your computer compro-
mised a personal assault? The ethics of extended cognition. J Am 
Philos Assoc 2(4):542–560. https://​doi.​org/​10.​1017/​apa.​2016.​28

Chalmers D (2019) Extended cognition and extended consciousness. 
In: Colombo M, Irvine E, Stapleton M (eds) Andy Clark and his 
critics. Oxford University Press, New York, pp 9–20

Chaudhary U, Birbaumer N, Ramos-Murguialday A (2016) Brain–com-
puter interfaces for communication and rehabilitation. Nat Rev 
Neurol 12(9):513–525. https://​doi.​org/​10.​1038/​nrneu​rol.​2016.​113

Clark A, Chalmers D (1998) the extended mind. Analysis 58(1):7–19
Dennett DC (1976) Conditions of personhood. In: Rorty AO (ed) The 

identities of persons. University of California Press
de Vignemont F (2011) Embodiment, ownership and disownership. 

Conscious Cogn 20(1):82–93. https://​doi.​org/​10.​1016/j.​concog.​
2010.​09.​004

de Bhailís C, Flynn E (2017) Recognising legal capacity: commentary 
and analysis of article 12 CRPD. Int J Law Context 13(01):6–21. 
https://​doi.​org/​10.​1017/​S1744​55231​60004​6X

Farah MJ, Heberlein AS (2007) Personhood and neuroscience: natural-
izing or nihilating? Am J Bioeth 7(1):37–48. https://​doi.​org/​10.​
1080/​15265​16060​10641​99

Frankfurt HG (1971) Freedom of the will and the concept of a person. 
J Philos 68(1):5. https://​doi.​org/​10.​2307/​20247​17

Fraser M, Greco M (eds) (2005) The body: a reader. Routledge student 
readers. Routledge, London

Friedrich O, Wolkenstein A, Bublitz JC, Jox RJ, Racine E (eds) (2021) 
Clinical neurotechnology meets artificial intelligence: philosophi-
cal, ethical, legal and social Implications. Advances in neuroeth-
ics. Springer, Cham

Gilbert F (2018) Deep brain stimulation: inducing self-estrange-
ment. Neuroethics 11(2):157–165. https://​doi.​org/​10.​1007/​
s12152-​017-​9334-7

Gilbert F, Cook M, O’Brien T, Illes J (2019) Embodiment and estrange-
ment: results from a first-in-human ‘intelligent BCI’ trial. Sci Eng 
Ethics. https://​doi.​org/​10.​1007/​s11948-​017-​0001-5

Gunkel D (2022) Both/and—why robots should not be slaves. SSRN 
Electron J. https://​doi.​org/​10.​2139/​ssrn.​41156​47

Haraway D (2013) A cyborg manifesto. In: Haraway D (ed) Simians, 
cyborgs, and women: the reinvention of nature. Routledge, Lon-
don, pp 149–181

Heersmink R (2017) Distributed selves: personal identity and extended 
memory systems. Synthese 194(8):3135–3151. https://​doi.​org/​10.​
1007/​s11229-​016-​1102-4

Kögel J, Jox RJ, Friedrich O (2020) What is it like to use a BCI?—
insights from an interview study with brain–computer inter-
face users. BMC Med Ethics 21(1):2. https://​doi.​org/​10.​1186/​
s12910-​019-​0442-2

Kurki VAJ (2019) A theory of legal personhood. Oxford legal philoso-
phy. Oxford University Press, Oxford

Ohlin JD (2005) Is the concept of the person necessary for human 
rights? Columbia Law Rev 105:209–249

Olson ET (2019) Personal identity In: Zalta EN (ed)  The stanford 
encyclopedia of philosophy. https://​doi.​org/​plato.​stanf​ord.​edu/​
entri​es/​ident​ity-​perso​nal/

http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/s11229-019-02472-7
https://doi.org/10.1007/s11229-019-02472-7
https://doi.org/10.5840/monist20139612
https://doi.org/10.4103/0028-3886.44830
https://doi.org/10.3389/fevo.2022.878729
https://doi.org/10.1093/jlb/lsac032
https://doi.org/10.1093/acprof:oso/9780199925605.003.0014
https://doi.org/10.1093/acprof:oso/9780199925605.003.0014
https://doi.org/10.1001/archneur.60.3.437
https://doi.org/10.1017/apa.2016.28
https://doi.org/10.1038/nrneurol.2016.113
https://doi.org/10.1016/j.concog.2010.09.004
https://doi.org/10.1016/j.concog.2010.09.004
https://doi.org/10.1017/S174455231600046X
https://doi.org/10.1080/15265160601064199
https://doi.org/10.1080/15265160601064199
https://doi.org/10.2307/2024717
https://doi.org/10.1007/s12152-017-9334-7
https://doi.org/10.1007/s12152-017-9334-7
https://doi.org/10.1007/s11948-017-0001-5
https://doi.org/10.2139/ssrn.4115647
https://doi.org/10.1007/s11229-016-1102-4
https://doi.org/10.1007/s11229-016-1102-4
https://doi.org/10.1186/s12910-019-0442-2
https://doi.org/10.1186/s12910-019-0442-2
https://doi.org/plato.stanford.edu/entries/identity-personal/
https://doi.org/plato.stanford.edu/entries/identity-personal/


1106	 AI & SOCIETY (2024) 39:1095–1106

1 3

Olson E (2022) Personal identity. In: Zalta EN (ed) The Stanford ency-
clopedia of philosophy. https://​plato.​stanf​ord.​edu/​archi​ves/​sum20​
22/​entri​es/​ident​ity-​perso​nal/

Peters A (2016) Chapter 13. In: Beyond human rights: the legal status 
of the individual in international law. Cambridge University Press, 
Cambridge. https://​doi.​org/​10.​1017/​CBO97​81316​687123

Quigley M, Ayihongbe S (2018) Everyday cyborgs: on integrated per-
sons and integrated goods. Med Law Rev 26(2):276–308. https://​
doi.​org/​10.​1093/​medlaw/​fwy003

Richards BA, Lillicrap TP (2022) The brain-computer metaphor debate 
is useless: a matter of semantics. Front Comput Sci. https://​doi.​
org/​10.​3389/​fcomp.​2022.​810358

Santosuosso A (2015) The human rights of nonhuman artificial entities: 
an oxymoron? Jahrbuch Für Wissenschaft Und Ethik 19(1):203–
238. https://​doi.​org/​10.​1515/​jwiet-​2015-​0114

Scangos KW, Khambhati AN, Daly PM, Makhoul GS, Sugrue LP, 
Zamanian H, Liu TX et al (2021) Closed-loop neuromodulation 
in an individual with treatment-resistant depression. Nat Med 
27(10):1696–1700. https://​doi.​org/​10.​1038/​s41591-​021-​01480-w

Schneider S, Turner C (2020) Could you merge with AI? In: Dubber 
MD, Pasquale F, Das S (eds) The Oxford handbook of ethics of 
AI. Oxford handbooks series. Oxford University Press, New York, 
pp 307–324

Scholten M, Gather J (2017) Adverse consequences of Article 12 of 
the UN convention on the rights of persons with disabilities for 
persons with mental disabilities and an alternative way forward. 
J Med Ethics. https://​doi.​org/​10.​1136/​medet​hics-​2017-​104414

Solum LB (2020) Legal personhood for artificial intelligences. In: Wal-
lach W, Asaro P (eds) Machine ethics and robot ethics, 1st edn. 
Routledge, London, pp 415–471. https://​doi.​org/​10.​4324/​97810​
03074​991-​37

Steinert S, Bublitz C, Jox R, Friedrich O (2019) Doing things 
with thoughts: brain-computer interfaces and disembodied 
agency. Philos Technol 32:457–482. https://​doi.​org/​10.​1007/​
s13347-​018-​0308-4

UNESCO (2021) General Conference: Recommendation on the ethics 
of artificial intelligence. SHS/BIO/PI/2021/1

Varzi A (2019) Mereology In: Zalta EN (ed) The Stanford Encyclope-
dia of Philosophy. https://​plato.​stanf​ord.​edu/​entri​es/​mereo​logy/

Wolpaw JR, Wolpaw EW (eds) (2012) Brain–computer interfaces: prin-
ciples and practice. Oxford University Press, Oxford

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://plato.stanford.edu/archives/sum2022/entries/identity-personal/
https://plato.stanford.edu/archives/sum2022/entries/identity-personal/
https://doi.org/10.1017/CBO9781316687123
https://doi.org/10.1093/medlaw/fwy003
https://doi.org/10.1093/medlaw/fwy003
https://doi.org/10.3389/fcomp.2022.810358
https://doi.org/10.3389/fcomp.2022.810358
https://doi.org/10.1515/jwiet-2015-0114
https://doi.org/10.1038/s41591-021-01480-w
https://doi.org/10.1136/medethics-2017-104414
https://doi.org/10.4324/9781003074991-37
https://doi.org/10.4324/9781003074991-37
https://doi.org/10.1007/s13347-018-0308-4
https://doi.org/10.1007/s13347-018-0308-4
https://plato.stanford.edu/entries/mereology/

	Might artificial intelligence become part of the person, and what are the key ethical and legal implications?
	Abstract
	1 Artificial intelligence in neurotechnologies
	2 Empersonification: AI-devices becoming a part of the person
	2.1 Legal personhood
	2.2 Philosophical personhood
	2.3 Parthood
	2.3.1 Subjective perspectives
	2.3.2 Natural persons and parthood
	2.3.2.1 Part of the body 
	2.3.2.2 Part of the mind 
	2.3.2.3 Objections 

	2.3.3 A Minimalist approach
	2.3.4 Constitutive account
	2.3.5 Opposing views


	3 Normative consequences of empersonification
	4 Special protection of AI-device
	5 Freedom from rights of third parties
	6 Responsibility for conduct
	7 Conclusion
	References




