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Abstract
The exponential growth of algorithms has made establishing a trusted relationship between human and artificial intelligence 
increasingly important. Algorithm systems such as chatbots can play an important role in assessing a user’s credibility on 
algorithms. Unless users believe the chatbot’s information is credible, they are not likely to be willing to act on the recom-
mendation. This study examines how literacy and user trust influence perceptions of chatbot information credibility. Results 
confirm that algorithmic literacy and users’ trust play a pivotal role in how users form perceptions of the credibility of 
chatbot messages and recommendations. Insights on how user trust is related to credibility provide a useful perspective on 
the conceptualization of algorithmic credibility. Algorithmic information processing that has been identified provides better 
foundations for algorithm design and development and a stronger basis for the design of sense-making chatbot journalism.

Keywords Algorithmic credibility · Algorithmic literacy · Chatbot journalism · Information seeking · Trust · 
Transparency · Fairness · Accountability · Explainability

1 Introduction

The questions of algorithmic trust and credibility are gaining 
importance particularly in the AI context. As more people 
rely on algorithms for news and information sources, users 
have the challenge of discerning which news recommenda-
tions are credible or not. This challenge becomes even more 
problematic when users are not sure how and why the spe-
cific news is recommended. Users of CJ need to find ways 
to assess the credibility of AI CJ-mediated news. This need 
becomes more urgent when the source of the news and the 
process used by the underlying algorithms are not known to 
the users. These issues are related to broader debates on AI 
such as fairness, accountability, transparency, and explain-
ability (FATE), which are complicatedly interwoven into CJ 
and overall algorithmic phenomena (Shin 2021a, b). FATE is 
about new challenges for ensuring due process, responsibil-
ity, non-discrimination, and understandability in algorith-
mic processes. Concerns about the potentially discrimina-
tory impact of algorithms call for further research into the 

risks of encoding bias into AI decisions (Crain 2018; Kitchin 
2017). There is increasing concern that the black-box of AIs 
may reduce the justification for important decisions made by 
algorithms (Hargittai et al. 2020). Algorithms exist and work 
invisibly behind the interface, learning from users and per-
sonalizing what people see online, but people do not know 
what these algorithms are or how they work (Bishop 2019). 
These issues, including credibility and trust regarding how 
we assess and accept AIs, remain critical to algorithm design 
in media domain (Beer 2017; Dörr and Hollnbuchner 2017).

Since algorithms are usually intangible and thus dubbed 
as black-box mechanisms, they are not perceptible for the 
end-user and their coding details are not available to the 
public. Most layman users are never able to see into the code 
within the platforms and most people are ignorant about 
how algorithms work and why they can be risky (Courtois 
and Timmermans 2018). The opacity of black-box processes 
led to a call for research on AC in the AI era (Wölker and 
Powell 2020). Logg et al. (2019) conducted a study on algo-
rithm heuristics: specifically, how users perceive algorithmic 
features, how algorithmic trust is created, and how users 
experience algorithm systems. This research echoes related 
research in diverse algorithmic contexts. Shin and Park 
(2019) propose the user perception of transparency, fairness, 
and accountability in the experience of news recommender 
algorithms. Cotter and Reisdorf (2020) conceptualize users’ 
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understanding and literacy with respect to the impact of 
algorithm-driven media. How users understand algorithmic 
characters, how they experience algorithm services, and how 
AC plays a role in such processes will be essential issues to 
tackle in discussing and developing CJ and future AI-driven 
media. Recent findings on algorithmic behaviors (Araujo 
et al. 2020) allude to the heuristic dimension of FATE in the 
experience with AI services. When users experience algo-
rithms, they inevitably encounter FATE issues, which are 
essentially related to people’s understanding and engage-
ment with algorithms (Cotter 2019). In examining such 
issues, it is important to consider the users’ cognitive pro-
cesses that evaluate AC with respect to algorithms, by which 
users figure out the issues that arise from the interaction with 
AIs (Ananny and Crawford 2018). AC can be best under-
stood/practiced as a set of social practices; the ways people 
use algorithms in their everyday lives and the actual events 
which are mediated by real-world algorithmic services. 
The processes of evaluating AC and human understanding 
in situations of high uncertainty or complexity are neces-
sary to stimulate algorithm adoption decisions (Wölker and 
Powell 2020). Accordingly, the purpose of this study is to fill 
an AC research gap by uncovering the factors and the cog-
nitive processes that users go through between perception 
and action. It is intended to uncover how users of chatbot 
news assess AC credibility and develop information-seeking 
intentions. Against the rising concern over the black-box of 
algorithms and thus decreasing public trust (Burrell 2016; 
Reisdorf and Blank 2020), this study operationalizes trust in 
reference to AC. It examines how AC is formed, what roles 
AC plays in the experience of CJ, and how users respond to 
the algorithms, especially in contexts where AC is used for 
chatbots to provide personalized information.

Just as credibility is important for conventional media and 
journalism, the credibility of algorithms and CJ is critical. 
AC plays a key part in mediating the effects of literacy and 
acceptance on their behavioral intentions. AC, defined as 
a user’s perceived believability of an algorithm as a com-
munication channel (Shin and Park 2019), focuses more 
on algorithmic outlets that deliver messages rather than 
on news sources and the news messages themselves. AC 
can be applied to explain the effects of algorithm-mediated 
communication, such as personalized recommendations and 
customized news curations.

2  Literature review

The present study builds on the ground provided by prior 
studies on algorithmic trust and FATE (Shin 2020, 2021a, 
b). Furthering the prior studies, the goal of this study is to 
identify the factors used for judging credibility and the sub-
sequent effect on information seeking decision.

2.1  Algorithmic credibility and trust

AI firms are relying on user data to enhance the design and 
delivery of personalized products and customized services. 
Ethics and privacy have been increasingly considered in 
any AI model that utilizes such sensitive confidential 
data. Algorithmic trust is a perception of users how they 
perceive algorithms as a more trustworthy mechanism of 
their data than operations managed by humans. Algorith-
mic trust helps ensure that firms will not be exposed to 
the risk of losing the trust of their users and customers, 
which in turn endows credibility to the algorithmic firm 
(algorithmic credibility).

This new notion of algorithmic credibility is highly 
relevant to the algorithmic media domain, where pub-
lic trust in a vast array of media channels continues to 
decrease, driven by trends that the news industry is flooded 
with inaccurate information and fake news, as well as 
ambivalence about news from automated unknown sources 
(Thurman et al. 2019). This trend echoes how algorithm-
based media and trust in algorithms come with serious 
concerns about issues of FATE. With the advent of AIs, 
increasing attention has been paid on trust and credibility, 
and ensuring FATE to provide more publicly accountable 
and socially responsible journalism from the perspective 
of users (Shin 2020).

Trust can be created in a recommender system by show-
ing and clarifying how the system makes decisions and 
operates, and what responsibility is borne by the results 
of recommendations. In order for users to trust algorithms, 
users must be assured about issues of neutrality, impartial-
ity, confidentiality, and objectivity (Kolkman 2020; Shin 
2020). People can demand transparency, as well as legal 
and financial accountability, for the use of algorithms. 
People should assume that the results of algorithmic deci-
sions will have to be explained in a timely fashion to any-
one who may be adversely affected by them, so that these 
individuals have a say in decision outcomes. Creators may 
also need to explain how individuals’ data are being used. 
There has been increasing demands that algorithm journal-
ism needs to be open about the structure, functions, and 
processes of the algorithms used to search for, analyze, 
and generate automated news. In reality, however, the con-
nected nature of algorithm technologies makes it difficult 
to understand where data come from, how data are used, 
and where data go in the context of algorithms.

Credibility is often characterized as a multifaceted con-
cept that has been approached in terms of believability, 
trust, accuracy, fairness, objectivity, and reliability. Trust 
is a key dimension in credibility, since it includes the per-
ceived integrity and morality of the source (Shin 2020). 
From a common-sense standpoint, information can be 
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trustworthy if it looks to be fair, transparent, accountable, 
and reliable. Thus, it can be seen AC is closely related to 
how users feel about issues of FATE (Ananny and Craw-
ford 2018; Shin and Park 2019). Trust is not driven by 
monetary rewards, but by a shared understanding, or clari-
fied affordance, of significant issues. Trust in algorithmic 
processes is an important factor in CJ (as well as in gen-
eral algorithm-based services), and is likely to become an 
alternative paradigm for the operation and organization 
of algorithmic societies (Lokot and Diakopoulos 2015; 
Shin 2019). Referring to Shin and Park (2019), trust in 
this study is conceptualized as to have confidence, faith, 
or willingness in algorithms. It is referred to as an user’s 
feeling of confidence that the algorithms will perform 
actions that are beneficial. While trust is confidence in 
the algorithmic qualities, credibility is reputation of such 
algorithms impacting the ability to be believed. In CJ con-
text, credibility is the extent to which a user considers 
information to be reliable (Lim and Heide 2015). News 
credibility is one of the key elements that constitute CJ 
media trust. Algorithmic media services have to be con-
cerned about how their information is accepted, especially 
because evaluations of credibility play a critical role in 
readership patterns (Borah 2014). Just as media credibility 
has been approached from three areas of research—mes-
sage credibility, source credibility, and medium credibility, 
AC can be considered a multidimensional concept drawing 
from several different aspects of coverage, such as fair-
ness, transparency, accountability, balance, accuracy, and 
explainability (Lim and Heide 2015; Shin 2021a, b).

With this definition in mind, this study approaches trust in 
relation to issues of FATE in CJ. Algorithms influence deci-
sions of major consequence for individuals in fundamental 
dimensions of our daily experience. One key factor is that 
most decisions are made through inscrutable black boxes 
used for decision-making. Thus, urgent questions arise, 
including how can we trust algorithmic systems, to what 
extent can we believe algorithmic processes, and how can we 
accept the results of algorithmic services (Alexander et al. 
2018)? For example, a recommender system or news rec-
ommender system yields low value for users in cases where 
users do not trust the system (Shin 2020).

2.2  FATE as an algorithmic literacy

While CJ can feed people trustworthy information, keep-
ing journalism relevant and sustainable in the AI era (Ford 
and Hutchinson 2019), journalistic principles of truthful-
ness, accuracy, objectivity, and impartiality remain unsolved 
which raises a broader ethical question about CJ appropri-
ateness and credibility. These journalistic principles are in 
line with recent discussions of FATE in AI, which is among 
the most contentious debate issues (Ferrario et al. 2020). 

These issues provide a key clue in understanding AIs and 
their results (Dörr and Hollnbuchner 2017), and they can 
be components of AC. In much of the current discussion on 
trust in AI, issues of FATE are frequently touted as impor-
tant normative values (Shin 2021a, b).

The concept of transparency in the context of person-
alized algorithms requires that recommendations made by 
algorithmic processes are obvious—that is, transparent—
to users (Ananny and Crawford 2018). While fairness has 
been touted along with rising AI, it is critical to consider 
what fairness means in the specific context of user cases 
(Shin and Park 2019). In the case of designing AI systems, 
an important consequence to avoid is the creation or rein-
forcement of unfair bias and discrimination against certain 
groups (Diakopoulos 2016). Explainability in algorithms 
refers to how the methods and techniques in the application 
of AI should be understood by a human. Explainability is 
the extent where the feature values of an instance are asso-
ciated with its model prediction in such a way that humans 
understand (Rai 2020). The debate of accountability in AI 
falls to who is liable for the outcomes of AI services (Moller 
et al. 2018).

2.3  Algorithmic information processing

A number of research approach to the area of algorithmic 
cognitive development evolved out of Information Process-
ing Theory (Shin 2021a, b). Algorithm researchers who 
adopt the information-processing perspective explain cog-
nitive development in terms of motivational and behavioral 
changes in user’s mind. The perspective is grounded on the 
notion that users process the algorithmic information they 
receive, rather than simply accepting the algorithmic out-
puts. This perspective equalizes the user mind to algorithms 
based on the assumption that an algorithm is a reflection of 
what people think, how people use the Internet, search for, 
and who they are (Shin and Park 2019). This perspective 
addresses how users perceive algorithmic attributes and how 
they process and respond to the algorithmic outputs they 
receive through their cognitions and actions. Shin (2021a, b) 
highlights a continuous and dynamic pattern of development 
throughout the interaction with algorithms. This perspective 
is nicely suited to the opaqueness nature of AI (Klawitter 
and Hargittai 2018).

The opaque nature of algorithms raises a problem for 
information acquisition via chatbots, because users who are 
unaware of algorithms will not have a complete or accurate 
understanding of the conditions by which content is recom-
mended to them (Cotter and Residorf 2020). A large part of 
user cognitive processes are devoted to making sense of the 
algorithms people face. They do this by seeking heuristic 
understanding of the algorithms or by relying on existing 
knowledge or common presuppositions. In most situations, 
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however, information processing alone is insufficient to 
transform disparate information into meaningful findings 
and confident decisions. In which case, the drive for sense-
making directs people’s attention and can lead them to seek 
out additional information, and prompts users to think of the 
performance of the algorithm in terms of personalization 
and accuracy.

Since algorithm-based services like chatbot algorithms 
bring several competitive advantages, it is important to 
examine how users’ trust is gained, how it affect credibility, 
how AC works, and how the credibility is constructed (Alex-
ander et al. 2018). The algorithmic information-processing 
perspective is a suitable frame for this inquiry insofar as the 
model argues that pre-behaviors and post-experiences influ-
ence user cognitions, which in turn leads to satisfaction and 
intentions. Understanding the process that the algorithmic 
attributes lead and shape users’ sense-making of algorithms 
using literacy, as well as how their actions influence their 
sense-making. The framework is suitable for this inquiry, 
because it is designed to examine user heuristics as a course 
of perceptions, experience, and user formulation of trust 
based on cognitive processes. With this framework in place, 
the following inquiries guide this examination:

RQ1: How do users make credibility judgments about 
algorithmic-driven media and how do ACs influence 
users’ heuristics in the context of CJ?
RQ2: How do people trust CJ, and how is AC related 
to trust in the experience and interaction with chatbot 
services?
RQ3: How does algorithmic credibility affect the chat-
bot experiences? How do users determine if an algo-
rithm source is credible?

3  How do users determine if an algorithm 
source is credible and reliable?

The model includes FATE as trust constructs that influ-
ence AC, which then affect information seeking. The model 
includes trust as a mediator for attitude and information 
seeking (Fig. 1).

3.1  Algorithmic literacy and credibility

Recommending content inherently involves a great deal of 
uncertainty due to the underlying issues of FATE. Recent 
fairness challenges and privacy breaches by AI industries 
have formed greater social awareness about these issues 
(Park and Skoric 2017). The questions like how to develop 
algorithm media taking fairness, accountability, and trans-
parency into account and how to ensure ethical concerns 
when designing AI-based systems become important 

considerations in the design and development of algorithm 
services (Koenig 2020; Shin and Park 2019).

In the AI-driven recommendation systems, how the per-
sonalization processes are done, whether the recommenda-
tions reflect user preferences, and whether the consequences 
are accountable relate to matters of algorithmic literacy. It 
has been discussed that FATE constitutes algorithmic lit-
eracy (Reisdorf and Blank 2020; Swart 2020). Algorithmic 
literacy is related to the trustworthiness of AI news services 
(Montal and Reich 2017). Credibility is about the worthiness 
of belief in AI news. Whether users trust certain systems 
or services impacts users’ assessments, and in turn, such 
assurance leads to users’ willingness to share more data with 
the AI. When fair, accountable, and transparent services are 
guaranteed, users are more likely to perceive higher cred-
ibility in the personalization. High levels of transparent algo-
rithms can give users more insight in when and why AI algo-
rithms make personalized results and on how to improve the 
performance. Fair and accountable recommendations afford 
users a feeling of trustworthiness. It has been found that 
user understanding on the algorithmic processes is itself sig-
nificant in the construction of algorithm user interface. Shin 
(2020) shows that including explanations enhance users’ 
trust and satisfaction with a machine learning system. It has 
been found that literacy has a positive effect on platform 
trust (Reisdorf and Blank 2020). AC is built through activi-
ties in which people understand how algorithms are transpar-
ent, fair, accountable, and explainable. Given the existing 
research, the relation between algorithmic literacy and trust 
can be hypothesized. When users have higher algorithmic 
literacy, they will attribute more credibility to chatbot news.

H1: The higher the transparency users perceive, the 
higher credibility they associate with chatbot services.
H2: The higher the fairness users perceive, the higher 
credibility they associate with chatbot services.
H3: The higher the accountability users perceive, the 
higher credibility they associate with chatbot services.
H4: The higher the explainability users perceive, the 
higher credibility they associate with chatbot services.

3.2  Trust and credibility

Whenever people use AIs, they must make decisions as to 
whether, how, and to what extent to trust algorithm-based 
services (Shin 2021a, b). Personalized content is supposed 
to be precise as users expect personalized recommendations 
match their preferences. Accuracy and personalization are 
related concepts and are the two key measures defining a 
user’s perceived utility of the system. Accuracy refers to 
whether the personalized system predicts those items that 
people have already rated or interacted with previously. 
When users feel the sense that news recommendations are 
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optimized to their preferences, they consider the service 
valuable, and feel more trusting of the content (Shin et al. 
2020). Users consider the algorithms as credible and reliable 
as long as they perceive the recommended items or con-
tent as accurate (Kim and Lee 2019). Previous studies have 
validated these linkages in a range of algorithm services, 
in which accuracy and personalization are confirmed to be 
causes of trust and credibility (Shin 2020). Hence, it can 
be hypothesized that those participants who have high trust 
will regard the chatbot news as more credible than those 
with low trust.

H5: The higher the trust users have, the higher the 
credibility they associate with chatbot services.

The existence of trust is key to promoting technology 
acceptance as it facilitates openness and transparency in the 
adoption process. Findings in the work of Lee (2018) imply 
that trust plays a mediating role in algorithm acceptance. 
In the news recommendation context, trust is considered 
a mediator of relationships between behavioral intentions, 
individual characteristics, and algorithm technology (Shin 
and Park 2019). It can be reasonably considered that cred-
ibility can play a mediating role in the context of AI.

H6: Perceived credibility mediates the relationship 
between FATE and information seeking.

3.3  Information seeking

Information seeking is the activity or process of attempt-
ing to acquire information in both human and technological 
contexts. In AI, what people feel and how they trust provide 
important indicators of their information seeking through 
AI. Information seeking has been defined as the process by 
which users deliberately make an effort to improve their 
state of knowledge (Borah 2014). The process of informa-
tion seeking is related to the motivation of the user to pursue 
specific information. People in the AI context may show 
increased cognitive efforts (Shin et al. 2020). They allocate 
more cognitive resources in the algorithm conditions as the 
algorithm processes are generally unknown and concealed. 
A recent study implies that users who are assured about 
algorithmic performance show an increased willingness to 
find information (Shin 2020). In the algorithm context, when 
users allocate increased cognitive resources, they partici-
pate in active motivated processing. As a result of assurance 
about CJ credibility, users should show enhanced willing-
ness to find information through AI. In AI, what people feel 
and how they trust provides important indicators of their 
information seeking through AI. When users confirm the 
value of a system, their attitudes toward the AI algorithm 
become positive and their intentions to use AI are formed. 
Hypotheses regarding the relationship of FATE and trust 
with intention have been widely validated in various con-
texts, including with respect to algorithms (Shin et al. 2020):

Fig. 1  Algorithmic information 
processing in chatbot news
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H7: Users’ perceived FATE has a significant effect on 
their information seeking in chatbots.

3.4  Interaction effects between trust and literacy

In a common sense, trust and literacy could be positively 
correlated; the more people know, the higher trust people 
have and vice versa. In the algorithm context, it has been 
argued that high competency can lead to user confidence 
and comfort, which increase user trust (e.g., Shin 2020). 
Algorithmic literacy can increase the level of trust, because 
it allows users to examine what is happening, so that they 
can understand the operation (Klawitter and Hargittai 2018). 
Conversely, a higher level of trust in the chatbots may have 
improved users’ algorithm literacy. When interacting with 
chatbots, trust can help users make sense of and develop a 
clearer understanding of the interaction. Given the possible 
interaction effects, it can be predicted that the effect of trust 
will be stronger in the high algorithm literacy group as com-
pared with the low algorithm literacy group.

H8: The effect of trust is stronger when users have a 
high level of algorithm literacy.

4  Methods

This study used a 2 (degree of trust: low vs. high) × 2 (degree 
of literacy: low vs. high) between-subject design, which 
leads to a set of four conditions. The quasi-experiment was 
a between-subject design, which manipulated the trust and 
literacy of users with chatbot news services.

4.1  Data collection and sample

This study recruited a total of 200 participants residing 
in the United States (Table 1). The data were collected 
through a self-administered online-survey over a period of 
6 months of 2020 (January 3–June 30, 2020). Participants 
received $1.00 for completing the 15-min experiment. Par-
ticipants completed a thorough informed consent process. 
The sample was targeted to respondents who had prior 
experience of OTT or related services. Before answering 
the questionnaire, the participants were asked to recall 

their past experiences of using their OTT services. All 
participants read a full-page consent for and consented to 
participate in the research study. We also included a survey 
code at the end of the survey for the participants to fill in at 
the MTurk platform to address the possibility that partici-
pants would rush through the survey to receive payment. 
The survey code effectively prevented this from happening 
and allowed us to filter out the participants who did not 
finish the survey as attentively as they should. Overall, 
these procedures ensured the quality of the data used in 
subsequent analyses.

To decide the sample size, we calculated the power 
analysis using the effect size obtained in a comparable 
recent study on the effects of trust and algorithms (Shin 
et al. 2020). We determined that our sample would require 
200 individuals (50 per condition). We recruited groups 
based on their existing level of algorithm literacy and 
trust. In measuring their literacy, we evaluated users’ 
objective and self-reported understanding of algorithms 
by asking about their explicit and implicit knowledge of 
algorithms: explicit algorithm usage time and general and 
technical understanding (search skills), and implicit FATE 
issues, such as awareness of the way algorithms select and 
process information, recommend content, and construct 
social realities for them. The pre-selection questionnaire 
was reviewed by experts in algorithms and AI. The pre-
selection questionnaire was composed of nine questions 
and respondents were required to provide self-reported 
responses. In recruiting groups with high and low algo-
rithm trust, we evaluated users’ existing trust level toward 
algorithms and CJ.

Recruited respondents were randomly allocated to one 
of the four conditions, with no statistically significant dif-
ferences between the groups for gender, age, education, 
media consumption of news, or prior knowledge about CJ. 
All study respondents were hired via Amazon’s Mechani-
cal Turk. The majority of the participants were Caucasian 
(49%), the average age was 34.89 (SD 11.25), and the gen-
der ratio was almost equal (female: 51.6%; male: 48.4%). 
Most of the participants (84.0%) had completed college. 
Participants were randomly assigned to one of eight ver-
sions of the same website, varied systematically to exam-
ine the three independent variables. Of the collected 

Table 1  Attributes of 
respondents per experimental 
group

Experimental group

Group 1 Group 2 Group 3 Group 4

Mean/median age (SD) 21.31/20.01 (3.10) 22.89/21.32 (3.07) 21.49/20.43 (3.01) 23.83/22.83 (2.98)
Gender (female %) 51.2 50.1 49.8 51.8
Prior experience (year) 2.4 3.1 1.7 0.9
White collar % 57 61 43 39
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responses, 20 partial responses with missing information 
were excluded. The four groups did not differ in terms 
of age (p = 0.18), gender (p > 0.26), or prior experience 
(p > 0.23).

4.2  Procedures

Upon entering the online site, respondents were asked about 
their chatbot usage, media usage patterns, and interest in var-
ious kinds of news. Then, exposure to one of the experimen-
tal conditions followed. Directly after news exposure, cred-
ibility of the message and source(s), as well as the likelihood 
of selecting respective articles, were determined. Afterward, 
a manipulation check question was asked. Finally, demo-
graphics and knowledge about CJ were recorded. On aver-
age, respondents took 10 min (SD 3.92) to complete the 
experiment.

4.3  Stimuli

The chatbot platforms used for this study were news chatbots 
such as The Washington Post, BBC, Quartz, and New York 
Times. Participants were to choose one of the chatbots or 
use their preferred chatbot applications. Each research par-
ticipant was presented with articles suggested by chatbots. 
After agreeing to a consent form, respondents completed 
a pre-screening questionnaire that rated their prior experi-
ences with algorithms and chatbots. The stimuli material 
differed on individual characteristics, usage behaviors, the 
way individuals interacted with chatbots, and specific news 
search behaviors. This is due to the algorithms’ curation 
to select news, interaction with users, reliance on exist-
ing data, and current trends in news agendas. Respondents 
downloaded an app from among a number of chatbot apps 
and read news recommended through that chatbot and were 
instructed to interact with all chatbot applications as much 
as they wanted. Respondents concluded the experiment by 
completing a questionnaire that measured their normative 
values and assigned performance values. To validate the reli-
ability of the responses, a series of confirmation questions 
was included to the survey. With the initially collected data, 
data reduction was done in terms of the validity and reli-
ability of the responses.

4.4  Measures

The 18 measurements in this study were drawn from pre-
viously developed and validated items. The FAT measure-
ments were derived from Shin (2021a, b) and Shin et al. 
(2020). The explainability measurements were modified 
from Renijith et al. (2020) and Rai (2020). The credibility 
measurements were derived from and Verhagen et al. (2014). 
The information seeking measurements were derived and 

modified from Borah (2014). Measurements were combi-
nations of formerly used items and measurements adapted 
from other research. Some measurements required changes 
to reflect new traits of algorithms and AI services. Twenty 
college students with prior experience using algorithm news 
services completed a pretest about a specific news topic.

The measured items were tested with Cronbach’s alpha, 
and those scores varied between 0.78 and 0.90, indicating 
acceptable internal consistency (Appendix). A confirmatory 
factor analysis was computed with the other half of the origi-
nal sample using structural equation modeling, with the anal-
ysis showing that the items had satisfactory factor loadings. 
The factor loadings for all measurements were statistically 
significant (p < 0.001), providing evidence for the conver-
gent validity of all constructs. To check validity, correlation 
tests were conducted to determine reciprocal relationships 
among variables. A simple linear correlation (Pearson’s r) 
was used to assess the significance of observed relationships. 
The intercorrelations among the variables showed no signs 
of multicollinearity. For the discriminant validity check, the 
square root of the average variance extracted (AVE) from the 
construct was significantly higher than the variance shared 
between the construct and the other constructs in the model. 
The results from the tests suggest that the indicators account 
for a large portion of the variance of the corresponding latent 
construct and thus provide evidence for the measurement 
modeling.

4.5  Analyses

A two-way analysis of variance (ANOVA) was performed to 
compare mean ratings of the dependent variables (credibility 
and information seeking) among the literacy and trust level 
(independent variables) (Table 2). Furthermore, the indirect 
effect of credibility, as a mediator of selectivity is assessed. 
Credibility and literacy are then set as mediator variables, 

Table 2  Experiment results

Factors Group

1 2 3 4

Fairness M: 4.17
SD: 1.494

M: 2.72
SD: 1.325

M: 3.22
SD: 1.516

M: 2.32
SD: 1.392

Accountability M: 4.82
SD: 1.480

M: 3.37
SD: 1.048

M: 2.38
SD: 1.028

M: 1.76
SD: 0.847

Transparency M: 5.84
SD: 0.817

M: 3.90
SD: 0.839

M: 1.88
SD: 0.718

M: 1.60
SD: 0.756

Explainability M: 6.28
SD: 0.948

M: 4.81
SD: 1.325

M: 4.00
SD: 1.485

M: 1.54
SD: 0.734

Credibility M: 5.68
SD: 0.891

M: 2.92
SD: 1.104

M: 4.79
SD: 1.278

M: 2.25
SD: 1.397

Information seeking M: 4.66
SD: 1.334

M: 3.26
SD: 1.275

M: 3.68
SD: 1.285

M: 2.68
SD: 1.332
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and information seeking forms the dependent variable. Mul-
tiple one-way ANOVAs determined the mean values of cred-
ibility [F(1, 199) = 228.37 p < 0.001; η2 = 0.177] and infor-
mation seeking [F(1, 199) = 38.84, p < 0.001; η2 = 0.083] as 
statistically significant between groups.

5  Results

A repeated measurements MANOVA was applied to the two 
dependent variables. A 2 × 2 factorial analysis reported that 
the groups did differ significantly concerning credibility and 
information seeking, as there were main effects found for 
literacy and trust, and the interaction effect was found to be 
significant along with the mediation effect.

5.1  Main effects

5.1.1  Effects of algorithmic literacy

We found that participants with a high level of literacy 
attributed more credibility to the chatbots (M 4.30, SD 
1.709) than those with a lower level of literacy (M 3.53, 
SD 1.845). Also, participants with a high level of literacy 
revealed higher information seeking intentions (M 3.96, 
SD 1.477) than their low literacy counterparts (M 3.18, SD 
1.395). These differences were significant in the ANOVA.

For the effects on credibility, there was a significant 
main effect of the conditions of respondents’ level of FATE 
understanding on credibility evaluations [fairness F(6, 
199) = 14.04, p < 0.001; accountability F(6, 199) = 6.602, 
p < 0.001; transparency F(6, 199) = 19.617, p < 0.001; and 
explainability F(6, 199) = 11.91, p < 0.001].

For the effects on information seeking, there was a sig-
nificant main effect of the conditions of respondents’ level 
of FATE understanding on information seeking behavior 
[fairness F(6, 199) = 10.44, p < 0.001; accountability F(6, 
199) = 6.738, p < 0.001; transparency F(6, 199) = 6.129, 
p < 0.001; and explainability F(6, 199) = 3.502, p < 0.001].

5.1.2  Effects of trust

We found that participants with a high level of trust attrib-
uted more credibility to the chatbots (M 5.24, SD 1.182) than 
participants with a low level of trust (M 2.59, SD 1.296). 
Also, participants with a high level of literacy revealed 
higher information seeking intentions (M 4.17, SD 1.393) 
than their low counterparts (M 2.97, SD 1.329). These dif-
ferences were significant in the ANOVA. For the effects on 
credibility, there was a significant main effect of the trust 
conditions on credibility assessment [F(1, 199) = 228.37, 
p < 0.001]. For the effects on information seeking, there 
was a significant main effect of the trust conditions 

of participants on information seeking behavior [F(1, 
199) = 38.843, p < 0.001].

5.2  Interaction effects: the you can see as much 
as you trust algorithm

Hypothesis 8 posits that trust would have a stronger effect 
when users have a high level of literacy. To test the interac-
tion effects, we compared the effect of trust on dependent 
variables in the high literacy case and the low literacy case. 
The results showed that trust had a much larger effect on 
credibility assessments in the high literacy conditions (M 
4.30, SD 1.709 for the high trust case and M 3.53, SD 1.845 
for the low trust case) than in the low literacy conditions (M 
3.53, SD 1.845 for the high trust case and M 4.67, SD 1.51 
for the low trust case).

An interaction effect was identified between trust and lit-
eracy, with respect to credibility and information seeking 
[F(1, 199) = 5.58, p < 0.01], which showed that the impact of 
credibility on information seeking was stronger in respond-
ents with high literacy than in a low scoring literacy.

There was a significant difference in attributions of cred-
ibility to chatbots in the high literacy group as compared 
with the low literacy group (M 2.69 vs. 2.38). In support of 
the interaction effect, participants had significantly higher 
trust when they had a high level of literacy (M 3.22, SD 
1.29) as compared to when they had a low level of literacy 
(M 3.90, SD 1.47), F(1, 199) = 6.53, p < 0.05.

The presence of the interaction effects indicates that 
the higher trust tendency with the high literacy perception 
produced a more positive credibility level, consequentially 
leading to higher information seeking than did the low trust 
tendency with the low literacy perception. The positive 
effect of trust on credibility was reinforced by a high level 
of literacy (Fig. 2). The figure illustrates the complementa-
rity between trust and literacy in fostering credibility level 
and information seeking behaviors. People with a high trust 
tendency found the algorithm more accountable, transpar-
ent, and fairer than non-algorithm services, whereas peo-
ple with a low trust tendency found non-algorithm services 
yielded higher accountability, transparency, and fairness 
than algorithm services. Trust tendencies and algorithmic 
literacy have combined effects on credibility and informa-
tion seeking.

5.3  Mediation effect

To examine the mediation effects of the credibility dimen-
sions, a non-parametric bootstrapping approach was 
utilized to test the significance of the mediating effect. 
Bootstrapping is one of the crucial parts in modeling a 
structural model when it comes to testing the mediation 
effects. Based on the results of the ANOVA analysis, we 
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aimed to test the significance of the indirect paths between 
FATE and information seeking through credibility. Boot-
strapping techniques was used when examining media-
tion to gain confidence limits for specific indirect effects 
(Hair et al. 2013). Variance accounted for (VAF) is used 
to examine the indirect effect. A VAF value of greater 
than 80% indicates full mediation, while a VAF greater 
than 20%, but less than 80% indicates partial mediation 
(per Hair et al. 2013). The 95% confidence interval for the 
indirect effect via trust was obtained using bootstrapped 
resampling. Mediation is confirmed if such a confidence 
interval does not contain zero (Hayes 2013). The standard-
ized indirect effect shows that exogenous latent constructs 
have partial mediation effects toward information seeking 
through credibility. All direct and indirect paths are sig-
nificant at the 0.05 level. The results confirmed the indirect 
effect of FATE on information seeking through credibility 
to be significant, at 95%. There are partial mediations that 
trust has indirect effects on the relationships, which can be 
significantly reduced without credibility, but the relation-
ships still valid (Fig. 3).

6  Discussion

This study aimed to examine the factors and the processes 
that influence the credibility of and information seeking 
intentions of users of algorithmically driven chatbot news 
services. It utilized an algorithmic information-processing 
frame to test the effect of literacy and trust on credibility 
and information seeking via chatbot algorithms. We ana-
lyzed the data using an ANOVA 2 × 2 design with the user’s 
literacy and trust levels as the independent variables, inter-
action with chatbot news as conditions, and credibility and 
information seeking as dependent variables. This analysis 
revealed that the group with high algorithm literacy and high 
trust in algorithms showed the highest sense of CJ credibility 
and increased their information seeking behaviors. This is 
consistent with the previous studies, reporting that FATE 
and trust are significant factors in algorithmic media (Shin 
2020; Shin et al. 2020). The findings not only show the role 
of literacy and trust in the adoption of chatbots, but also 
further clarify the relation of literacy and trust to credibility 

Fig. 2  Interaction effect 
between trust and algorithmic 
literacy on credibility
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(Cotter and Reisdorf 2020). Thus, the findings of the study 
provide proof-of-concept insights for developing trust-based 
algorithmic literacy processing models in a chatbot context. 
The model shows that interacting with algorithms involves 
algorithmic literacy processes wherein features of algo-
rithms are cognitively processed to formulate a heuristic of 
user motivation and to trigger user intentions for chatbot 
news. The findings of this study offer meaningful implica-
tions on the triadic relationship between literacy, trust, and 
credibility in CJ. The discussions can be explained in three 
parts, main, interaction, and mediation effects.

First, the findings indicate the critical dimension of trust 
in CJ and human–robot interactions. In highly dynamic and 
hyperconnected environments in which data are overloaded 
and uncertain, trust has become a triggering factor for the 
development of heuristic processes of AI decision-making 
(Shin 2020). When people trust algorithm systems, they tend 
to believe that the services are created by transparent and 
fair processes and believe in the accountability of the results 
(Kim and Lee 2019). User trust provides systems with more 
access to user data. When users feel trust and comfort, they 
are willing to share more personal data with systems. More 
data improve predictive analytics, which can help systems 
to produce more accurate search results. Hence, a trust algo-
rithm is a set of rules that enhances the credibility of new 
sources.

Second, this study clarified the role of algorithmic lit-
eracy in chatbot news consumptions. The high literacy group 
clearly showed the heuristic process of FATE, whereas the 
low literacy group showed a low level of credibility. Low 
literacy users have a rudimentary understanding of the ways 
that algorithmic platforms function, yet they do not have sig-
nificant awareness of the critical implications of these algo-
rithmic platforms, nor do they quite understand the FATE 
issues. High literacy users have a sophisticated understand-
ing of what chatbots can do for users, and at the same time, 
what limitations bear with the news services. Algorithmic 
literacy contains what users know about how algorithmic 
conditions affect human adoption, which thus determines the 
extent to which people can search information/interact with 
algorithms effectively. How users evaluate FATE is depend-
ent upon user heuristics, existing dispositions, and context, 
which may be part and parcel of the entire adoption process. 
Heuristics play a role in understanding algorithmic features 
and assessing trust. The heuristic or facilitating roles suggest 
that FATE not only serves as algorithmic literacy in the use 
of chatbot platforms, but it also has an underlying relation 
with trust and has significant relation to credibility. When 
users understand FATE, they attribute higher credibility to 
chatbots. This means that when people realize how algo-
rithms work, they are likely to trust algorithms and attribute 
credibility to the information provided.

Third, the dimensions of algorithmic literacy are inter-
depended, and they are interacting with each other forming 
interaction effects on credibility in an algorithm system. The 
interaction effect shows that literacy has a positive effect on 
attribution of high credibility and subsequent information 
seeking when users have a high level of algorithmic trust. 
People perceive the chatbot news story as most credible 
when they know about the algorithm operations. In other 
words, high trusting individuals become even more trust-
ing when they have high literacy in algorithms. This echoes 
the old saying “You can see as much as you know” about 
trust in algorithms (Shin 2021a, b). The interaction effects 
are expected and reasonable, since it is hard for layman 
users to discern what transparent is, what fair is, and how 
accountable it is. Normal users rely on their existing trust in 
algorithms and technologies when they face issues such as 
FATE. They usually do not abstractly understand what FATE 
is and how it affects the performance of algorithm services. 
In reality, the concepts of FATE are interrelated and inter-
woven. People simply use existing trust as a heuristic when 
weighing FATE in algorithms (Shin 2020).

The presence of a mediation effect where credibility plays 
the role of a mediator in the relationship between FATE and 
information seeking is also consonant with the interaction 
effect. Trust is a cue to evaluate the FATE of algorithms, 
and processed perceptions of FATE trigger attributions of 
credibility and increased information seeking. The mediat-
ing effect implies that credibility is of utmost importance. 
When users take into consideration the recommendation 
credibility to measure their information seeking, the cred-
ibility factor controls up to 51% of the interaction between 
the literacy and information seeking, generating a significant 
indirect effect (t ratio > 1.96). During the cognitive processes 
of the user’s information seeking intention, an appreciation 
of the algorithmic literacy is enhanced through credibility 
which allows users to proceed with information seeking. 
Once users consider that chatbot recommendations are cred-
ible through confirmed literacy, they pay more attention to 
information seeking. As soon as the credibility perception 
is established, they build intention by grounding on the level 
of algorithmic literacy, while FATE alone does not directly 
affect the information seeking decision.

The effects of interaction and mediation shed light on the 
users’ cognitive process of assessing algorithmic features, 
transferring trust into credibility, and determining informa-
tion seeking decision. How trust is started and evolves in the 
course of adoption may offer important clues in designing 
and developing chatbot media services, as more and more 
people are aware that algorithms are not neutral and that they 
may have human prejudices. People would like to understand 
how algorithms function, how the processes work, and to 
what extent the results are fair and legitimate. The model in 
this study shows a clue on how trust is triggered with what 
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factors. Trust exerts a facilitating effect upon making judge-
ments of the algorithmic credibility by expediting uncertain 
issues to be processed for usage and adoption of personal-
ized algorithms.

Fourth, based on the effects identified, users’ cognitive 
process in chatbots can be inferred. The findings reveal that 
users use FATE as heuristic tools to assess trust and cred-
ibility in algorithms. Users’ cognitive process of algorithmic 
literacy influences user trust and increased trust influences 
systematic processing of performance expectancy, which is 
positively associated with credibility and information seek-
ing. Algorithm users actively process the news they receive 
from chatbots, just as algorithms do. Users perceive, ana-
lyze, use, and adopt news and that cognitive development is 
ongoing and contextual, not stereotyped nor is it formulated 
or the same everywhere. In this light, algorithms serve as an 
information-processing tool and FATE is used as criterion to 
assess credibility. Not only do qualities of FATE play a key 
role in establishing credibility, but they also play an anchor-
ing role in support of user trust. Algorithm users develop 
their own processes of literacy based on cognitive processes 
related to FATE. User reactions to perceived performance 
are contingent upon or at least closely related to how users 
recognize, understand, and process the information regard-
ing FATE as algorithmic literacy. Such a relationship can be 
heuristic insofar as users rely on their perception of FATE 
to determine their feelings of trust and credibility of chatbot 
services.

Many people are averse to using algorithms, preferring 
instead to depend on their own instincts when it comes 
to algorithm decisions. Users develop their own heuristic 
understanding of algorithmic trust based on the cognitive 
process of FATE. User perception of credibility is not auto-
matically granted or pre-determined; rather, it is dependent 
upon how users figure out FATE. This inference has heuris-
tic implications for algorithm development and CJ. Issues of 
transparency and impartiality are hotly debated subjects in 
algorithm research, and many users are concerned with these 
issues. It can be inferred that trust is closely interrelated 
with these issues as it plays a significant role in establishing 
credibility and heuristics (Shin 2021a, b). When users are 
confirmed of FATE issues, their trust is enhanced, and they 
are willing to allow more of their data to be used and ana-
lyzed. With increased trust between users and algorithms, 
more transparent processes are warranted, and more data 
will enable algorithms to produce accurate results tailored 
and individualized to users’ preferences and personal his-
tory. It would be worthwhile to further empirically exam-
ine this relationship. Trust will be a key factor in positive 
feedback loops between users and algorithm systems. It can 
be further inferred that trust is created/embodied via users’ 
cognition and enhanced through the user interactions with 
algorithms (Shin 2021a, b). Through interaction, the more 

people are exposed to and the more they use algorithms (and 
CJ), the more likely they are to trust algorithms and the news 
from CJ.

7  Implications

The contributions of this study are twofold, theoretical and 
practical. Theoretically, this study confirmed the role of lit-
eracy and trust in chatbot services. Practically, the results 
of the study bear design implications for AI practitioners 
to support effective human–AI interaction (Sundar 2020), 
specifically, how to echo or manifest FATE in AI interface 
media design.

7.1  Contributions to research: heuristic algorithmic 
literacy

This study contributes to ongoing literature on algorithmic 
literacy, trust, and algorithm behaviors in the context of CJ. 
This study conceptualized literacy along with FATE and 
tested the facilitating role of the literacy. These findings 
stand to contribute to theoretical advance by propositioning 
what algorithm literacy is made of, how it works, and what 
effects of literacy are present in chatbot use, and from there, 
how trust can be theoretically framed, empirically measured, 
and analyzed. Previous concepts of media literacy or infor-
mation literacy may not be applicable to describe the unique-
ness of users’ interactions with chatbot platforms, because 
AI has been greatly different from existing media services. 
Previous notions of literacy have mainly remained on the 
surface of knowledge (know-what), leaving users’ actively 
figuring out processes, and delving into their roots for its 
application (know-how and know-why). It might be useful to 
distinguish algorithmic literacy from concepts such as code 
literacy and programing capability. Unlike technical capabil-
ity (being able to read and write in code), algorithmic liter-
acy goes beyond basic digital capacity and includes the heu-
ristic understanding of the technical and social processes by 
which algorithms are generated, distributed, and consumed, 
and knowledge that allow users control over these processes 
(e.g., data approval, privacy control, and right to explain). 
Algorithm literacy should include users understanding the 
way algorithms convey meaning, structuring our interactions 
with others, and the process affecting what we see, how we 
see, and what we think of. Through such understanding pro-
cesses, trust emerges from users and credibility is attributed 
to chatbot messages. With heuristic literacy, users question 
why and how certain search results are favored. A critical 
heuristic is a key to heuristic algorithm literacy. Just like 
algorithms sort humans and shape human society, users can 
sort algorithmic functions and shape algorithmic decisions 
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by controlling their data, configuring their privacy, and criti-
cally evaluating algorithm performance (Park 2011).

By conceptualizing and developing scales to measure 
FATE as algorithmic literacy, this work contributes to the 
ongoing characterization of how to judge literacy in algo-
rithms, how we can best exploit AI to support users and offer 
enhanced insights, while avoiding biased and discriminatory 
decisions, and how we can balance the need for technologi-
cal innovation and public interest with fairness and trans-
parency to users. As AI becomes increasingly ever-present 
and becomes an everyday reality, algorithmic literacy will 
be even more critical. The relation of literacy and trust to 
credibility is particularly useful as it clarifies where the attri-
bution of algorithmic credibility came from. While FATE 
has been considered critical factors in AI (Shin 2021a, b), 
how users process FATE information and how it affects trust 
remain underexplored. The confirmed relations between lit-
eracy and trust can be a starting point to further excavate the 
role of literacy in the use of AI.

Our findings show integrated perspectives on how users 
perceive AI characteristics, how their trust is created and 
sustained, what cognitive affordances are realized, and what 
behavioral results are derived from the processes. Although 
previous studies consistently have shown the role of trust 
in AI (e.g., Alexander et al. 2018), this study empirically 
validated the function and relation of trust in chatbots, its 
antecedents, its interaction role with literacy, and the heu-
ristic–systematic process. Our findings on interaction effects 
of trust are consistent with the research, suggesting the need 
for a multidimensional analysis of trust mechanisms (Shin 
2020).

In chatbot algorithms, users obtain a sense of credibility 
when they are confirmed by algorithmic literacy and when 
they trust the algorithms. When users trust algorithm sys-
tems, they tend to believe that system’s services are useful 
as they are personalized and tailored to their needs (Shin 
et al. 2020). The mediating role of trust supports the liaison 
function of trust in algorithmic processes: linking heuristic 
and system evaluation (Ferrario et al. 2020). Trust signifi-
cantly mediates the effects of literacy on users’ attitudes and 
information seeking. Affording strong user trust and assured 
emotion may warrant users that their personal data would 
be processed in transparent and legitimate ways, thereby 
generating positive trust toward the chatbot recommenda-
tions and the platforms, ultimately leading to heightened 
levels of information seeking. It can be inferred that trust 
between users and algorithms is the underlying key factor 
in the acceptance and experience of chatbots.

The findings of this study will enable future studies to 
increase both the rigor of existing literature and the ques-
tions addressed in the area of chatbots. As the findings imply, 
the functional features of algorithms are processed through 
users’ understanding and perceptions regarding perceived 

literacy, which are mediated by trust. Literacy thus facilitates 
the cognitive processes of quality, performance, attitude, and 
intention (Shin and Biocca 2018). Understanding the role of 
literacy in AI would provide a clue on the development of a 
user-centered interface for chatbots. It may be worthwhile to 
develop heuristic literacy, such that an individual’s capacity 
to use heuristic mechanisms in assessing algorithms and to 
approach algorithmic problems using a variety of heuristics 
can be measured.

7.2  Contributions to practice: algorithmic literacy 
as a social practice

For the providers of AI or other similar algorithmic services, 
the implications of this study can be constructive in design-
ing AI interfaces and integration frameworks for chatbots. 
As AI continues to change the way we interact with media, 
how to warrant transparent interaction, fair algorithms, 
and how to include explainability in the interface would be 
urgent tasks to be carried out. There is a surging need for 
educating algorithmic literacy and that those who design 
algorithms should be trained in ethics and required to design 
code that considers societal processes and their interactions 
with the contexts (Courtois and Timmermans 2018).

Our findings have practical implications for algorithmic 
literacy. We provide a framework to evaluate user literacy 
in a real-world application. It can create guidelines for 
informed literacy practices that could be implemented into 
chatbot services. Issues of FATE have been urgent topics in 
AI, and users seek guarantees on such issues. Based on the 
FATE model, we know that trust is related to the literacy 
issues as it plays a key role in developing attributions of 
credibility and further facilitating interaction. Trust serves 
as a critical liaison that is a bridge between users and AI 
systems and enables a positive feedback loop. The results of 
this study provide guidelines on how to actualize and institu-
tionalize FATE issues with trust. It is possible for industry to 
design innovative “users-in-the-loop” algorithmic systems to 
leverage people’s ability to cope with algorithmic decisions. 
Algorithmic literacy is best understood/practiced as a set 
of social practices; the ways people use algorithms in their 
everyday lives and the events which are mediated by users’ 
interactions with actual algorithmic services.

Another key implication regarding literacy and trust is 
that our findings provide answers on how to address ques-
tions like why did an AI make a specific recommendation 
and why did not it do something else? One implication to 
gain credibility in AI systems is to use algorithms that are 
inherently explainable and interpretable. Based on our find-
ings, industries should address algorithmic experience in 
chatbots. Algorithm platforms can be considered experience 
technologies in which use of an algorithmic platform affords 
users the ability to learn about how a specific algorithm 
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works (Cotter and Reisdorf 2020). The insights from the user 
heuristics can be used to design heuristic algorithms. Devel-
oping effective user-centered algorithm services requires an 
understanding of users’ literacy processes together with the 
ability to reflect these processes in an algorithm design.

8  Conclusions and future studies

What does it mean to be algorithmically literate and trust-
worthy, and how does this interactivity influence user cred-
ibility attribution and information seeking behaviors with 
respect to CJ? The results suggest that literacy refers to, 
beyond technical knowledge of technical code, the ability 
to understand and evaluate the FATE issues behind algo-
rithms critically and contextually. Modeling literacy will be 
important to predict users’ future intentions for the sake of 
better algorithmic performance. The user model in this study 
provides insights on how to integrate FATE with user liter-
acy, usability features, and user behavioral intentions. As AI 
is being developed and further implemented, industry must 
come up with ways to develop algorithms that are human-
enabled and user-centric. The creation of understandable/
explainable AI is critical in establishing trust and credibility 
by engaging human agency into the AI ecosystem. Facilitat-
ing the adoption of algorithms and enabling trust require 
a user-perspective on the development of understandable 
AI, which affords users the opportunity to co-develop AI 
accordingly.

User algorithmic trust and heuristic literacy processes 
open new areas for research. As one of the empirical 
attempts at modeling literacy and trust, this study relied 
on a preliminary conceptualization and a basic operation-
alization of literacy informed by the known, basic factors 
that influence algorithmic curation in chatbot use. Future 
research can investigate in greater detail conceptual links 
between literacy, trust, and credibility and apply them to 
diverse emerging AI technologies. Other researchers can 
adapt our literacy processing framework to further evaluate 
algorithmic understanding across many other AI domains.

Appendix: Measurements

Variables Measures M (SD) Cronbach’s alpha

Fairness 1. The AI system 
has no favorit-
ism and does 
not discrimi-
nate against 
people (Non-
discrimination)

4.17 (1.011) 0.719

2. The source 
of data 
throughout 
an algorithm 
and its data 
sources should 
be identified, 
logged, and 
benchmarked 
(Accuracy)

3.84 (1.055)

3. I believe that 
the AI system 
follows due 
process of 
impartial-
ity with no 
prejudice (Due 
process)

4.11 (1.047)
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Variables Measures M (SD) Cronbach’s alpha

Accountability 1. I think that AI 
system requires 
a person in 
charge who 
should be 
accountable 
for its adverse 
individual 
or societal 
effects in a 
timely fashion 
(Responsibil-
ity)

3.39 (1.054) 0.875

2. Algorithms 
should be 
designed to 
enable third 
parties to 
examine and 
review the 
behavior of 
an algorithm 
(Auditability)

3.98 (1.128)

3. Algorithms 
should have 
the ability 
to modify a 
system in its 
entire configu-
ration using 
only certain 
manipulations 
(Controllabil-
ity)

3.30 (1.282)

Variables Measures M (SD) Cronbach’s alpha

Transparency 1. I think that 
the evaluation 
and the criteria 
of algorithms 
used should 
be publicly 
released and 
understand-
able to people 
(Understand-
ability)

3.74 (1.346) 0.812

2. Any outputs 
produced by 
an algorithmic 
system should 
be explainable 
to the people 
affected by 
those outputs 
(Explainabil-
ity)

3.87 (1.385)

3. Algorithms 
should let 
people know 
how well inter-
nal states of 
algorithms can 
be understood 
from knowl-
edge of its 
external out-
puts (Observ-
ability)

3.40 (1.411)

Explainability 1. I found AI 
algorithms are 
easily compre-
hensible

4.37 (1.182) 0.842

2. I think the AI 
services are 
understandable

4.30 (1.141)

3. I can figure 
out the internal 
mechanics 
of a machine 
learning. I 
hope that AI 
can be clearly 
explainable

4.63 (1.202)
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Variables Measures M (SD) Cronbach’s alpha

Credibility 1. I trust the rec-
ommendations 
by algorithm-
driven chatbot 
services

4.34 (1.210) 0.856

2. Recom-
mended 
items through 
algorithmic 
processes are 
credible

4.44 (1.295)

3. I believe that 
the algorithm 
service results 
are trustworthy

4.05 (0.984)

Information 
Seeking

1. I know where 
to search and 
find informa-
tion through 
AI about my 
intention

4.42 (1.121) 0.900

2. I know how to 
interact with 
AI to find spe-
cific informa-
tion that I am 
looking for

4.10 (1.264)

3. I know how 
to request 
algorithms for 
specific filter-
ing in order 
to separate 
genuine news 
from fake news 
or misinforma-
tion

4.18 (1.268)

Acknowledgements This project has been funded by the Research 
Office of Zayed University, Research Incentive Fund (R20082/2020) 
and Start-Up Fund. This project has been also supported by the Center 
for Educational Innovation of ZU, Teaching Innovation Research Fund 
(TIRF-S19-01: B19053).

References

Alexander V, Blinder C, Zak P (2018) Why trust an algorithm? 
Comput Hum Behav 89:279–288. https ://doi.org/10.1016/j.
chb.2018.07.026

Ananny M, Crawford K (2018) Seeing without knowing. New Media 
Soc 20(3):973–989. https ://doi.org/10.1177/14614 44816 67664 5

Araujo T, Helberger N, Kruikemeier S, Vreese C (2020) In AI we 
trust? Perceptions about automated decision-making by artificial 
intelligence. AI Soc. https ://doi.org/10.1007/s0014 6-019-00931 -w

Beer D (2017) The social power of algorithms. Inf Commun Soc 
20(1):1–13. https ://doi.org/10.1080/13691 18X.2016.12161 47

Bishop S (2019) Managing visibility on YouTube through algorith-
mic gossip. New Media Soc. https ://doi.org/10.1177/14614 44819 
85473 1

Borah P (2014) The hyperlinked world. J Comput Mediat Commun 
19(3):576–590. https ://doi.org/10.1111/jcc4.12060 

Burrell J (2016) How the machine thinks. Big Data Soc 3(1):1–12. 
https ://doi.org/10.1177/20539 51715 62251 2

Cotter K (2019) Playing the visibility game. New Media Soc 
21(4):895–913. https ://doi.org/10.1177/14614 44818 81568 4

Cotter K, Reisdorf B (2020) Algorithmic knowledge gaps. Int J Com-
mun 14:745–765

Courtois C, Timmermans E (2018) Cracking the tinder code. J Com-
put Mediat Commun 23(1):1–16. https ://doi.org/10.1093/jcmc/
zmx00 1

Crain M (2018) The limits of transparency. New Media Soc. https ://
doi.org/10.1177/14614 44816 65709 6

Diakopoulos N (2016) Accountability in algorithmic decision making. 
Commun ACM 59(2):58–62. https ://doi.org/10.1145/28441 10

Dörr KN, Hollnbuchner K (2017) Ethical challenges of algo-
rithmic journalism. Digit Journal 5(4):404–419. https ://doi.
org/10.1080/21670 811.2016.11676 12

Ferrario A, Loi M, Viganò E (2020) In AI we trust incrementally. 
Philos Technol. https ://doi.org/10.1007/s1334 7-019-00378 -3

Ford H, Hutchinson J (2019) Newsbots that mediate journalist and 
audience relationships. Digit Journal 7:1013–1031. https ://doi.
org/10.1080/21670 811.2019.16267 52

Hair JF, Ringle CM, Sarstedt M (2013) Partial least squares structural 
equation modeling: rigorous applications, better results and higher 
acceptance. Long Range Plann 46(1–2):1–12

Hargittai E, Gruber J, Djukaric T, Fuchs J, Brombach L (2020) 
Black box measures? How to study people’s algorithm skills. 
Inf Commun Soc 23(5):764–775. https ://doi.org/10.1080/13691 
18X.2020.17138 46

Hayes AF (2013) Methodology in the social sciences. Introduction 
to mediation, moderation, and conditional process analysis: a 
regression-based approach. Guilford Press

Kim D, Lee J (2019) Designing an algorithm-driven text generation 
system for personalized and interactive news reading. Int J Hum 
Comput Interact 35(2):109–121. https ://doi.org/10.1080/10447 
318.2018.14378 64

Kitchin R (2017) Thinking critically about and researching algorithms. 
Inf Commun Soc 20(1):14–29. https ://doi.org/10.1080/13691 
18X.2016.11540 87

Klawitter E, Hargittai E (2018) It’s like learning a whole other lan-
guage. Int J Commun 12:3490–3510

Koenig A (2020) The algorithms know me and I know them. Com-
put Compos 58:102611. https ://doi.org/10.1016/j.compc 
om.2020.10261 1

Kolkman D (2020) The (in)credibility of algorithmic models to 
non-experts. Inf Commun Soc. https ://doi.org/10.1080/13691 
18X.2020.17618 60

Lee M (2018) Understanding perception of algorithmic decisions. Big 
Data Soc 5(1):1–16. https ://doi.org/10.1177/20539 51718 75668 4

Lim Y, Heide B (2015) Evaluating the wisdom of strangers. J Comput 
Mediat Commun 20(1):67–82. https ://doi.org/10.1111/jcc4.12093 

Logg J, Minson J, Moore D (2019) Algorithm appreciation: People 
prefer algorithmic to human judgment. Organ Behav Hum Decis 
Process 151:90–103

Lokot T, Diakopoulos N (2015) News bots: automating news and infor-
mation dissemination on Twitter. Digit Journal 4:682–699. https 
://doi.org/10.1080/21670 811

Moller J, Trilling D, Helberger N, van Es B (2018) Do not blame it 
on the algorithm. Inf Commun Soc 21(7):959–977. https ://doi.
org/10.1080/13691 18X.2018.14440 76

https://doi.org/10.1016/j.chb.2018.07.026
https://doi.org/10.1016/j.chb.2018.07.026
https://doi.org/10.1177/1461444816676645
https://doi.org/10.1007/s00146-019-00931-w
https://doi.org/10.1080/1369118X.2016.1216147
https://doi.org/10.1177/1461444819854731
https://doi.org/10.1177/1461444819854731
https://doi.org/10.1111/jcc4.12060
https://doi.org/10.1177/2053951715622512
https://doi.org/10.1177/1461444818815684
https://doi.org/10.1093/jcmc/zmx001
https://doi.org/10.1093/jcmc/zmx001
https://doi.org/10.1177/1461444816657096
https://doi.org/10.1177/1461444816657096
https://doi.org/10.1145/2844110
https://doi.org/10.1080/21670811.2016.1167612
https://doi.org/10.1080/21670811.2016.1167612
https://doi.org/10.1007/s13347-019-00378-3
https://doi.org/10.1080/21670811.2019.1626752
https://doi.org/10.1080/21670811.2019.1626752
https://doi.org/10.1080/1369118X.2020.1713846
https://doi.org/10.1080/1369118X.2020.1713846
https://doi.org/10.1080/10447318.2018.1437864
https://doi.org/10.1080/10447318.2018.1437864
https://doi.org/10.1080/1369118X.2016.1154087
https://doi.org/10.1080/1369118X.2016.1154087
https://doi.org/10.1016/j.compcom.2020.102611
https://doi.org/10.1016/j.compcom.2020.102611
https://doi.org/10.1080/1369118X.2020.1761860
https://doi.org/10.1080/1369118X.2020.1761860
https://doi.org/10.1177/2053951718756684
https://doi.org/10.1111/jcc4.12093
https://doi.org/10.1080/21670811
https://doi.org/10.1080/21670811
https://doi.org/10.1080/1369118X.2018.1444076
https://doi.org/10.1080/1369118X.2018.1444076


96 AI & SOCIETY (2022) 37:81–96

1 3

Montal T, Reich Z (2017) I, robot. You, journalist. Who is the author? 
Digit Journal 5(7):829–849. https ://doi.org/10.1080/21670 
811.2016.12090 83

Park YJ (2011) Provision of Internet privacy and market conditions: 
an empirical analysis. Telecommun Policy 35(7):650–662. https 
://doi.org/10.1016/j.telpo l.2011.06.003

Park YJ, Skoric M (2017) Personalized ad in your Google Glass? 
Wearable technology, hands-off data collection, and new policy 
imperative. J Bus Ethics 142(1):71–82. https ://doi.org/10.1007/
s1055 1-015-2766-2

Rai A (2020) Explainable AI. J Acad Mark Sci 48:137–141. https ://
doi.org/10.1007/s1174 7-019-00710 -5

Reisdorf B, Blank G (2020) Algorithmic literacy and platform trust. 
In: Hargittai E (ed) Handbook of digital inequality. Edward Elgar 
Publishing

Renijith S, Sreekumar A, Jathavedan M (2020) An extensive study 
on the evolution of context-aware personalized travel recom-
mender systems. Inf Process Manag 57(1):102078. https ://doi.
org/10.1016/j.ipm.2019.10207 8

Shin D (2019) Toward fair, accountable, and transparent algorithms: 
case studies on algorithm initiatives in Korea and China. Javnost 
26(3):274–290. https ://doi.org/10.1080/13183 222.2019.15892 49

Shin D (2020) User perceptions of algorithmic decisions in the person-
alized AI system: perceptual evaluation of fairness, accountabil-
ity, transparency, and explainability. J Broadcast Electron Media 
64(4):541–565. https ://doi.org/10.1080/08838 151.2020.18433 57

Shin D (2021a) The effects of explainability and causability on percep-
tion, trust, and acceptance. Int J Hum Comput Stud 146:102551. 
https ://doi.org/10.1016/j.ijhcs .2020.10255 1

Shin D (2021b) Embodying algorithms, enactive AI, and the extended 
cognition: you can see as much as you know about algorithm. J 
Inf Sci. https ://doi.org/10.1177/01655 51520 98549 5

Shin D, Biocca F (2018) Exploring immersive experience in jour-
nalism what makes people empathize with and embody immer-
sive journalism? New Media Soc 20(8):2800–2823. https ://doi.
org/10.1177/14614 44817 73313 3

Shin D, Park Y (2019) Role of fairness, accountability, and transpar-
ency in algorithmic affordance. Comput Hum Behav 98:277–284. 
https ://doi.org/10.1016/j.chb.2019.04.019

Shin D, Zhong B, Biocca F (2020) Beyond user experience. Int J Inf 
Manag 52:102061. https ://doi.org/10.1016/j.ijinf omgt.2019.10206 
1

Sundar S (2020) Rise of machine agency. J Comput Mediat Commun 
25(1):74–88. https ://doi.org/10.1093/jcmc/zmz02 6

Swart J (2020) Tactics of algorithmic literacy: how young people 
understand and negotiate algorithmic news selection. AoIR Pap 
Internet Res. https ://doi.org/10.5210/spir.v2020 i0.11342 

Thurman N, Moeller J, Helberger N, Trilling D (2019) My friends, 
editors, algorithms, and I. Digit Journal 7(4):447–469. https ://doi.
org/10.1080/21670 811.2018.14939 36

Verhagen T, Van Nes J, Feldberg F, Van Dolen W (2014) Virtual cus-
tomer service agents: using social presence and personalization 
to shapeonline service encounters. J Comput Mediat Commun 
19(3):529–545

Wölker A, Powell T (2020) Algorithms in the newsroom? Journalism. 
https ://doi.org/10.1177/14648 84918 75707 2

Publisher’s Note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1080/21670811.2016.1209083
https://doi.org/10.1080/21670811.2016.1209083
https://doi.org/10.1016/j.telpol.2011.06.003
https://doi.org/10.1016/j.telpol.2011.06.003
https://doi.org/10.1007/s10551-015-2766-2
https://doi.org/10.1007/s10551-015-2766-2
https://doi.org/10.1007/s11747-019-00710-5
https://doi.org/10.1007/s11747-019-00710-5
https://doi.org/10.1016/j.ipm.2019.102078
https://doi.org/10.1016/j.ipm.2019.102078
https://doi.org/10.1080/13183222.2019.1589249
https://doi.org/10.1080/08838151.2020.1843357
https://doi.org/10.1016/j.ijhcs.2020.102551
https://doi.org/10.1177/0165551520985495
https://doi.org/10.1177/1461444817733133
https://doi.org/10.1177/1461444817733133
https://doi.org/10.1016/j.chb.2019.04.019
https://doi.org/10.1016/j.ijinfomgt.2019.102061
https://doi.org/10.1016/j.ijinfomgt.2019.102061
https://doi.org/10.1093/jcmc/zmz026
https://doi.org/10.5210/spir.v2020i0.11342
https://doi.org/10.1080/21670811.2018.1493936
https://doi.org/10.1080/21670811.2018.1493936
https://doi.org/10.1177/1464884918757072

	How do people judge the credibility of algorithmic sources?
	Abstract
	1 Introduction
	2 Literature review
	2.1 Algorithmic credibility and trust
	2.2 FATE as an algorithmic literacy
	2.3 Algorithmic information processing

	3 How do users determine if an algorithm source is credible and reliable?
	3.1 Algorithmic literacy and credibility
	3.2 Trust and credibility
	3.3 Information seeking
	3.4 Interaction effects between trust and literacy

	4 Methods
	4.1 Data collection and sample
	4.2 Procedures
	4.3 Stimuli
	4.4 Measures
	4.5 Analyses

	5 Results
	5.1 Main effects
	5.1.1 Effects of algorithmic literacy
	5.1.2 Effects of trust

	5.2 Interaction effects: the you can see as much as you trust algorithm
	5.3 Mediation effect

	6 Discussion
	7 Implications
	7.1 Contributions to research: heuristic algorithmic literacy
	7.2 Contributions to practice: algorithmic literacy as a social practice

	8 Conclusions and future studies
	Acknowledgements 
	References




