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Abstract
In response to calls for greater interdisciplinary involvement from the social sciences and humanities in the development, 
governance, and study of artificial intelligence systems, this paper presents one sociologist’s view on the problem of algo-
rithmic bias and the reproduction of societal bias. Discussions of bias in AI cover much of the same conceptual terrain that 
sociologists studying inequality have long understood using more specific terms and theories. Concerns over reproducing 
societal bias should be informed by an understanding of the ways that inequality is continually reproduced in society—
processes that AI systems are either complicit in, or can be designed to disrupt and counter. The contrast presented here is 
between conservative and radical approaches to AI, with conservatism referring to dominant tendencies that reproduce and 
strengthen the status quo, while radical approaches work to disrupt systemic forms of inequality. The limitations of a conserv-
ative approach to racial bias are discussed through the specific example of biased criminal risk assessments and Indigenous 
overrepresentation in Canada’s criminal justice system. This illustrates the dangers of treating racial bias as a generalizable 
problem and equality as a generalizable solution, emphasizing the importance of considering inequality in context. Societal 
issues can no longer be out of scope for AI and machine learning, given the impact of these systems on human lives. This 
requires engagement with a growing body of critical AI scholarship that goes beyond biased data to analyze structured ways 
of perpetuating inequality, opening up the possibility for interdisciplinary engagement and radical alternatives.
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1  Introduction

As the profound consequences of AI-related technologies 
have become more widely recognized, AI practitioners 
are increasingly expected to address the ethical or politi-
cal consequences of their work (Johnson 2020a), raising 
questions that have traditionally been in the domain of the 
social sciences and humanities. Scholars have documented 
the ways that automated decisions are depriving people of 
government benefits, discriminating on the basis or sex, 
skin color, age and numerous other forms of difference, 
choosing who is surveilled, who is imprisoned, or who is 
targeted for economic exploitation (O’Neil 2016; Gillespie 
and Seaver 2016; Eubanks 2017). Systems created with the 
promise of unbiased, objective judgment end up reproducing 

the biases and inequalities of the societies they are ‘trained’ 
on (Whittaker et al. 2018; Hoffmann 2019). In contrast to 
debates over the ethics of “artificial minds” or how AI might 
operate as a moral agent (Nath and Sahu 2020), the most 
prominent ethical concerns over today’s AI systems parallel 
fundamental critiques of technology and politics (Winner 
1980; Cooley 1995), asking how AI systems relate to exist-
ing power structures.

Technologists are often poorly prepared for these con-
siderations, and dominant paradigms in data science have 
been criticized as narrow technical approaches to social 
problems, necessitating involvement from additional per-
spectives (Green and Hu 2018). Social sciences and humani-
ties scholars have been identified as having salient skills and 
insights to contribute to AI’s holistic development (Hartley 
2017; G7 Science Academies 2019), particularly in respect 
to ethics, fairness, and bias (Lepri et al. 2018; Silberg and 
Manyika 2019; Kusner and Loftus 2020). I argue that one 
way interdisciplinarity can benefit these discussions is by 
pushing beyond the conventional understanding of bias in 
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AI so as to better articulate the social good and the obstacles 
to achieving it. If politics is primarily about power, then 
traditional approaches in computing and data science are 
politically conservative in that they affirm existing power 
relations. AI has the potential to disrupt various institutions 
and social processes, but is typically used as a tool to rein-
force the status quo and benefit those at the center, rather 
than the margins.

In this article, I examine the problem of societal bias and 
alternative ways of understanding the problem—chiefly as 
one of social inequality. While some definitions of bias focus 
on the accuracy of prediction or categorization, societal bias 
indicates some undesirable state of affairs, but without a 
basis for imagining what is desirable. Engaging with litera-
ture on specific forms of social inequality can lead to more 
productive conceptualizations of such problems, helping us 
to imagine futures that are not limited to the removal of 
bias. This can involve locating AI systems in relation to pre-
existing social structures, and asking how those structures 
can be reinforced, reformed, dismantled or replaced.

Inequality has a history, and a sociological analysis can 
help us understand the sources of un-fairness in society 
(Rosanvallon 2013; Machin and Stehr 2016). Structural 
changes to inequality are usually best pursued by political 
means that do not depend on technological design, but for 
those who are approaching these problems as a design chal-
lenge, inequality needs to be considered first, rather than 
as an afterthought (when data or decisions are revealed as 
biased). The least that AI researchers and developers can do 
is to learn more about the human categories they are working 
with from fields that have a well-developed understanding 
of phenomena such as gender, race, class, or criminality, 
and how these are distributed and reproduced in society. 
This allows us to translate concerns such as ‘gender bias’ 
or ‘racial bias’ into concerns about specific processes and 
structures that AI systems are involved in.

In this article, I use the example of settler colonialism 
as one such social structure. Colonialism can be addressed 
through fairer algorithms or more equal decisions within 
existing processes, but these are still likely to perpetu-
ate existing inequalities and to have largely conservative 
effects. Because society is structured along some fundamen-
tally unequal lines, changes are more effective ‘upstream’ 
of existing AI systems, where new technologies are often 
not required. While we should be skeptical of attempts to 
solve the problem of inequality through new technologies, 
there may be ways of designing new AI systems that help 
to shift power, as long as this is done with the participation 
of the people, groups, and communities that such efforts 
are intended to help. In the example of racial inequality in 
a colonial context, using social theory to conceptualize the 
problem leads us to a very different starting place than the 
problem of bias and its removal.

2 � When systems are biased

This section explains the problem of bias in AI, both in 
terms of how it is commonly presented in the field, as 
well as interdisciplinary alternatives. Complicating the 
first part of this task is the fact that AI researchers do not 
agree on what bias is or what to do about it, and many 
authors do not even attempt to define the term. In litera-
ture on data science, machine learning (ML), and AI, the 
implicit general definition of bias is any tendency, pattern 
or association that is problematic. There are examples of 
texts that discuss “useful bias”, or biases that are desirable, 
particularly when discussing some human predispositions 
(Shah et al. 2019b), but generally when bias is invoked, 
it is a problem.

When authors specify forms of bias, these are typi-
cally differentiated by their source: human bias, machine 
bias, systemic bias, societal bias, historical bias, sampling 
bias, observation bias, and so on (for example, Shah et al. 
2019a). There is considerable conceptual confusion and 
overlap with these terms, but they are used to distinguish, 
where the bias is supposedly ‘coming from’; whether an 
individual decision maker’s unconscious bias, historically 
entrenched distributions, or the issues with data collection 
and measurement. Whatever the source, all relate to at 
least one fundamental definition of bias, as being either 
(1) inaccurate, or (2) undesirable. This is roughly in line 
with Mitchell et al.’s (2020) distinction between “statisti-
cal bias” and “societal bias”—the former being a “mis-
match between the sample used to train a predictive model, 
and the world as it currently is”, while the latter relates to 
“concerns about objectionable social structures” (p. 4).

The most straightforward conceptions of bias to opera-
tionalize are statistical in nature, and based on the accu-
racy of representations or predictions – i.e., does the data 
accurately reflect the ‘ground truth’? Does the model 
accurately predict the risk profiles or recidivism rates for 
different populations? Is the person with the best qualifica-
tions for the position accurately identified, or does some 
irrelevant factor bias the decision against them? These 
are questions that can be addressed with better data and 
models, overcoming problems with sampling, measure-
ment, and design. However, the vast amorphous terrain of 
societal bias includes inequalities and injustices that can 
indeed be accurately reproduced, and therefore reinforced, 
by an algorithm. These include cases, where the “training 
data is tainted with historical bias” or where there is an 
“unequal ground truth” (Hacker 2018, p. 1148).

Gender bias exists even where an algorithm accurately 
reproduces cultural assumptions about gender embedded 
in language, returns photos of men for an image search 
of an occupation that is male-dominated, or predicts that 
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an individual is a man or woman on the basis of their 
occupation (see Suresh and Guttag 2020). It is sometimes 
possible to reframe these issues in terms of accuracy—
perhaps the algorithm does not accurately reflect some 
fundamental equality between men and women—but when 
authors are concerned about algorithms that ‘reproduce 
bias’, this can include the accurate reproduction of exist-
ing social patterns and distributions. In these conceptions, 
bias is taken to mean whatever is “unfair”, “undesirable”, 
or “unwanted”, which typically manifests as “systematic 
discrimination… based on the inappropriate use of certain 
traits or characteristics” (Silberg and Manyika 2019, p. 2). 
The easiest way to operationalize this second definition of 
bias is to tie it to some conception of fairness—hence any 
tendency we can consider unfair is also biased (Friedman 
and Nissenbaum 1996, p. 343). However, this does not get 
us very far because of multiple contradictory conceptions 
of fairness (Friedler et al. 2016).

Defining bias in terms of (1) statistical accuracy of 
prediction/estimation is well-suited for technical problem-
solving, but not for addressing the widespread concern 
over ‘reproducing biases’ in society (Hoffmann 2019). The 
most inclusive (2) definition of bias is a tendency that is 
undesirable or unwanted, based on a “normative concern 
with the state of the world” (Suresh and Guttag 2020, 
p. 2), but this tells us nothing about what is desirable. 
Addressing this kind of bias involves either selecting one 
of the formal definitions of fairness, or some ad-hoc notion 
of a desirable outcome. There is no consensus among AI 
developers over what formal definition of fairness is best, 
and minimizing bias through some formal procedure can 
actually introduce new kinds of harm against individuals 
and groups—as has been found in jurisdictions attempting 
to treat men and women equally in predicting recidivism 
(see Corbett-Davies and Goel 2018). Desirable outcomes 
that are not based on formalizing fairness often rest on 
vague notions of ‘doing good’, but to move beyond the 
status quo we need to actually envision and debate the 
kind of world that we want to create (Green 2019). The 
language of bias is inadequate for this task. Even where 
‘debiasing’ produces positive outcomes, this is not equiva-
lent to social justice, democratization, decolonization, or 
other well-articulated political objectives. The language 
of bias does not help us attend to how capitalism, patriar-
chy, white supremacy, or colonialism are organized, and 
makes this work more difficult. Bias places the focus on 
circumstances of disadvantage, rather than “the norma-
tive conditions that produce—and promote the qualities 
or interests of—advantaged subjects” (Hoffmann 2019, p. 
907). In other words, we end up focusing on systematically 
disadvantaged groups, rather than the reasons why these 
disadvantages exist (to produce systematic advantages for 
others), and this leads to conservative outcomes.

2.1 � Conservative bias

AI systems are conservative by default in their political 
effects, although in data science this is widely understood 
as an issue of ‘reproducing bias’. Because it acts as an obsta-
cle to deeper, more structural analyses, using the term ‘bias’ 
actually reinforces this conservative tendency—by which I 
mean the conservation and maintenance of the social (politi-
cal and economic) order. This basic definition of conserva-
tism should not be equated with the various values that have 
historically been associated with conservative thinkers and 
political movements—a history that includes calls for social 
change as well as conservation (see Bourke 2018). Accord-
ing to conservative sociologist Robert Nisbet (1952), con-
servatism developed to emphasize the primacy of society or 
the social group as a response to the French Revolution, and 
in opposition to individualism, liberalism, and radicalism. In 
this article, I use conservatism to refer to an orientation that 
maintains the status quo in society, where radicalism is the 
opposing possibility of transformation or profound change 
(see Wolfe 1923). Conservatism is not inherently bad or 
harmful; there are aspects of the existing order that are worth 
keeping or reinforcing, but there are also many things about 
society that should be changed or improved. The problem 
lies in the limitations that a conservative approach imposes 
on social change and the possibilities it forecloses.

Work that addresses bias in AI has a tendency to “opti-
mize the status quo” (Carr 2014), promoting changes that 
preserve existing inequalities. Abeba Birhane (2020) has 
been one of very few to actually name this tendency as 
being ‘conservative’, but there is widespread recognition 
that AI, as it currently exists, reproduces existing social 
distinctions and biases. There are multiple reasons for 
these conservative tendencies, including the fact that AI 
development tends to follow the logic of capitalism (Chi-
ang 2017), leading to systems that ‘think’ as a corporation 
would (Penn 2018). Institutionalized cultures in academia 
have also often reinforced a narrow focus (for instance, 
through formalism in computer science, see Leith 1990; 
Selbst et al. 2019; Green and Viljoen 2020), and academic 
projects must be carefully aligned with sources of funding, 
often including close ties with private industry (Hoffman 
2017). Computing and data science programs often have 
the same issues with diversity as private industry, so that 
many technologies are developed by teams from similarly 
privileged backgrounds. This results in a “feedback loop” 
(West et al. 2019) through the design of conservative AI 
systems that reproduce unequal and discriminatory effects. 
All of this is exacerbated by attempts to remain politically 
neutral and objective, where “objectivity and neutrality do 
not mean value-free—they instead mean acquiescence to 
dominant scientific, social, and political values” (Green 
and Viljoen 2020, p. 22).
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There are practical and conceptual ways to go beyond 
conservative approaches, which involve finding other ways 
of talking and thinking about bias. This means that societal 
bias needs to be brought ‘into scope’ for AI development, 
and doing so requires engaging with theories developed 
through decades of work on these issues, providing us with a 
richer conceptual vocabulary to specify problems and imag-
ine better futures. In social theory, bias is rarely discussed, 
and when the term does appear, it is in the context of the 
reproduction of inequality and the status quo. For example, 
Steven Lukes, in Power: A Radical View, discusses “organi-
zation [as] the mobilization of bias” (Bachrach and Baratz; 
Schattschneider, as cited in Lukes 2005, p. 20), to character-
ize how power works through institutionalized procedures 
that favor some groups over others. Rather than referring to 
inaccuracies or flaws in decision-making, this conceptual-
ization of bias relates to how institutions perpetuate social 
hierarchies (Goetz 1997). It is this broader view of inequality 
that social theory can inform, for which the specific concept 
of bias is often quite dispensable.

3 � Interdisciplinary alternatives 
to the problem of bias

In what follows, I offer an interdisciplinary contribution to 
the topic of societal bias in AI, where interdisciplinarity is 
used to formulate new problems (Lury 2018), rather than 
providing new solutions to existing problems. Even in situ-
ations, where two disciplines use different language to dis-
cuss what might appear to be the same problem, switching 
from one disciplinary discourse to another can significantly 
shift how problems are formulated. This is certainly the case 
when it comes to questions of bias and fairness in AI, where 
the language of ‘societal bias’ and ‘unequal ground truth’ 
could benefit from being transformed or replaced by more 
elaborated concepts in social theory related to inequality. 
To move beyond some fuzzy notion of “world as it should 
and could be” (Mitchell et al. 2020, p. 4), we need to be 
able to articulate what it is we find undesirable and what we 
want to produce in its stead. Rather than treating bias as a 
problem that can removed from the world, we need to more 
directly consider what kind of world we want to create, and 
to this end we are better off relying on conceptualizations of 
inequality, structured distributions, and power.

Over the previous decade, a large body of work in criti-
cal algorithm studies (Gillespie and Seaver 2016) and criti-
cal data studies (Iliadis and Russo 2016) has emerged to 
address the emerging structures of our digitally-mediated 
interactions and their relations of power, alongside a rapid 
development of fairness and ethics as key concerns in AI and 
ML research (Jobin et al. 2019; Mitchell et al. 2020). Black 
AI scholars, including Timnit Gebru and Ruha Benjamin, 

have helped move such critiques from the field’s margins 
and into greater visibility, and various radical approaches are 
actively being developed in opposition to AI’s conservative 
tendencies (Cifor et al. 2019; Costanza-Chock 2020; Kalluri 
2020). Sociological contributions to these discussions have 
largely filtered through the field of science and technology 
studies (STS), or tackled questions of governance, discourse, 
AI agency, and social interaction (for example, Roberge and 
Castelle 2021). Ruha Benjamin’s (2019) work stands out 
for its analysis of racial inequality and social structure, but 
as demonstrated in a recent controversy involving an ML 
system that ‘upsampled’ non-white faces (such as Barack 
Obama’s) into white faces (Johnson 2020b), many AI 
researchers and developers have remained unfamiliar with 
this work—content to see ‘the data’ as a source of bias, or 
treating underlying social inequalities as out of scope for the 
field. Therefore, this article has begun by examining what 
bias means for AI practitioners, and will now proceed to 
reconceptualize the perpetuation of bias in more interdisci-
plinary and sociological terms.

To look beyond ‘the data’, interdisciplinary approaches 
to ethical issues in AI can situate these problems in rela-
tion to larger historical and social forces, but the challenge 
is to turn these into a positive way forward. To this end, 
social science scholarship gives us language with which we 
can better specify issues and how to address them. To have 
meaningful impact, this interdisciplinary engagement needs 
to happen early in the development of AI systems; it is not 
simply a matter of adding the missing social context to an 
already-formulated problem. When we begin by naming 
and analyzing the social structures we find problematic, we 
can think about ways of changing them or addressing their 
harms. The later in the development process that this hap-
pens, the more likely that the socio-technical system will 
already be part of the problem, and reforms can only be 
superficial. The full benefit of interdisciplinarity can only 
be realized by starting with the fundamental question of 
what a desirable outcome looks like, given what we know 
about how inequality is organized. From there, we can work 
towards concrete steps for action, but this must be based on 
a thorough understanding of a particular domain of inequal-
ity, and with the involvement of those who are imagined to 
benefit from the outcome.

3.1 � Desirable outcomes: conceptualizing bias 
as inequality

To reiterate the previous, there are two basic definition of 
bias in AI, as being (1) inaccurate or (2) undesirable. These 
two forms of bias may be related, but they should not be con-
flated; inaccuracy is generally undesirable, but it is possible 
for a prediction to be accurate and also have harmful, unde-
sirable effects. The following relates to the second definition 
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of bias as an unwanted obstacle to a better world, rather than 
the accuracy of the algorithm. Within AI scholarship, the 
fuzzy goal of doing “social good” has predominated, but by 
not articulating a specific notion of what is good, AI sys-
tems often end up further entrenching social harms (Green 
2019). This is where interdisciplinary insights have the most 
to offer, as an alternative to the removal of bias and a way 
towards a more positive vision.

The most obvious way that we can move beyond the 
negative orientation of ‘removing bias’ is to specify social 
inequality as the problem, and equality or equity as a desir-
able outcome to work towards. However, it is far from self-
evident what these terms mean in a normative sense. Is it 
a society with a more equitable distribution of resources 
and wealth? Is it a society, where individuals have greater 
autonomy or equality in their opportunities to obtain unequal 
rewards? To what extent should our normative horizon be 
focused on individual equality, as opposed to how groups 
and collectives relate to one another?

There are different ways of designing algorithms to maxi-
mize equality given these problems, but any assumptions 
made in operationalizing fairness have political implications. 
This is because “algorithmic fairness… reproduces, at a 
technical level, the tensions inherent in the political philoso-
phy of justice” (Hacker 2018, p. 1183), such as the tension 
between individual and group-level fairness, anticlassifica-
tion and antisubordination theory (Barocas and Selbst 2016), 
or the related tension between equality-of-opportunity and 
substantive equality (Baumann and Rumberger 2018). While 
equality does depend upon some sort of mutual recognition 
of commonality, the nature of this shared character (the way 
in which we are supposedly equal), and the idea of a social 
order based on equality has been invented and developed 
along different lines (Rosanvallon 2013). The goal of equal-
ity does not exist in some abstract political and theoretical 
space, but in relation to specific power structures and power 
struggles.

For example, the abstract term ‘social inequality’ is 
most often used to refer to economic inequality, either 
between social classes, or some conceptual alternative 
relating to wealth and socio-economic status (Grusky 
2014). The literature on bias in AI has relatively little to 
say about economic inequality, other than as an outcome 
of algorithmic decision-making. ‘Class bias’ is a term that 
is more likely to appear in sociology (see Goetz 1997) 
than AI ethics, where the focus is typically on discrimina-
tion against protected categories such as race, gender, and 
disability (Costanza-Chock 2020). Bias can certainly be 
a concern when inaccuracies and errors have economic 
impacts, such as when some people are wrongly excluded 
or denied credit because of errors in their credit reports. 
However, when people are included for targeted discrimi-
nation or exploitation, these processes tend to be discussed 

as “predatory” rather than biased (see Johnson et al. 2019). 
Conceptualizing these processes as predation or bias calls 
out the most exploitative dimension of capitalism, but this 
is not a foundation on which to proceed to a better soci-
ety. A bias-free world could be one where every person is 
equally surveilled and controlled, or equally targeted by 
predatory lenders.

While we could characterize algorithms that target the 
vulnerable and economically precarious as being biased 
against the poor, it is more accurate to say that the poor are 
managed and controlled, based on longstanding assump-
tions that it is desirable to discriminate against the poor 
(Eubanks 2017), or that the poor are exploited by algo-
rithms designed to “target and fleece the population most 
in need” (O’Neil 2016, p. 81). We therefore need to exam-
ine the structures through which the poor are kept poor, so 
that we can eliminate or circumvent these where possible, 
and strengthen the sorts of structures that could promote 
social mobility and economic betterment. Class, like other 
dimensions of inequality, is reproduced on an ongoing 
basis (Grusky 2014), preserving the privileges of wealth 
as well as the disadvantages of poverty from one genera-
tion to the next. By the time AI systems enter the picture, 
this unequal ground truth is well-established, intersecting 
with other dimensions of inequality like gender, race, and 
disability (Hoffmann 2019).

Building a fairer decision-making algorithm will 
only have a superficial impact on fundamental inequali-
ties, but a structural analysis can identify, where more 
systemic changes would be effective, including where 
automated decision-making should be removed from a 
process (Eubanks 2017). A radical approach goes further 
in reducing unequal outcomes and unequal distributions 
of resources, goods, or other kinds of “holdings” (Segall 
2013). This also broadens the focus from disadvantages 
or obstacles, to considering the advantages or privileges 
maintained by existing structures. Instead of imagining 
that we can lift the marginalized up to become full partici-
pants in some ‘level playing field’, radical arguments often 
seek to overturn the competitive playing field altogether to 
pursue other forms of social relations.

These remain very general considerations for reconceptu-
alizing bias as inequality, and a great deal will depend on the 
kinds of inequalities with which we are concerned and how 
these intersect in a given context. Therefore, I will next turn 
to the more specific issue of racial inequality in the context 
of settler colonialism. Just as we cannot rely on a general-
ized approach to all forms of inequality, racism and racial 
inequality are not universal phenomena that can be separated 
from their socio-historical circumstances (see Lentin 2020). 
‘Racial bias’ does not exist in the abstract, general sense, but 
only within specific social formations – namely, the different 
social structures built through colonial processes.
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4 � Race and colonialism

Racial bias is one of the most prominent forms of bias 
discussed in AI and ML, with the example of the COM-
PAS recidivism prediction algorithm having achieved a 
paradigmatic status in discussions of the topic (Wong 
2020). Rather than revisiting that well-worn example, I 
want to broaden the discussion by introducing a related 
case of algorithmic racial bias from a non-U.S. context. 
In Canada, criminal risk assessments methods have also 
been critiqued for subjective and systemic biases against 
Black and Indigenous prisoners, whose high level of incar-
ceration is considered a problem of ‘overrepresentation’ in 
comparison to the larger population. Canadian recidivism 
prediction has not been automated, but remains based on 
“pen and paper” bureaucratic procedures, actuarial scales, 
and human judgment (Cardoso 2020). Much as COMPAS 
was developed as a way to replace human judgment with 
assessments based on objective statistics, we can ask 
whether better statistical models and ML algorithms could 
remove racial bias from the equation in Canada, given the 
well-documented issues in Canadian criminal justice.

Certainly, we can imagine how an AI system could 
address the problem by automating risk assessment, but 
as with reforming COMPAS, the consequences are likely 
to be conservative. We can either replace the algorithm or 
alter its biases, both of which might be improvements over 
a flawed algorithm, but these remain “reformist reforms” 
(Green 2019) to the criminal justice system, leaving the 
inequalities it perpetuates largely intact. In other words, 
if our interventions happen where an AI system is intro-
duced to make an existing decision-making process more 
efficient, accurate, or fair, the scope of any changes we 
can hope to effect will be extremely limited. The alterna-
tive approach (namely, abolition) has been articulated by 
critical AI scholars (most notably, Benjamin 2019) whose 
work can lead us to an entirely different and earlier starting 
place. If our focus is racial inequality, that means starting 
from an understanding of how race exists as a social struc-
ture, using this understanding to consider racial inequality 
in a specific context, and then seeing how this structure 
can most effectively be changed. Only then should we con-
sider the role AI systems could have (if any), and only as 
long as we are working with the people who are ultimately 
supposed to benefit from social change.

If racial inequality is the problem we want to address, 
the first step is abandoning the notion that this inequality 
is the result of racism in the form of an irrational, indi-
vidual human bias that can be objectively automated out 
of existence. This approach is the result of a popular con-
temporary view of race, which imagines race to be a neu-
tral category and treats racism as an individual pathology 

(Lentin 2020). But racism does not simply manifest as 
individual people making biased decisions—it involves 
the configuration and reproduction of social structures that 
create inequalities. To have a sense of what this means, we 
have to begin by consulting the relevant literature.

There are significant theoretical affinities as well as differ-
ences among scholars of Black radical thought, critical race 
theorists, neo-Marxists, and sociologists of race, regarding 
concepts such as white supremacy, racialization, and the 
relevance of class (Robinson 2000; Omi and Winant 2014; 
Bonilla-Silva 2015; Walton 2020). Despite their disagree-
ments, these approaches share a view of race and racism that 
is grounded in social structure—explanations that go beyond 
individual human biases and racist intent to the systematic 
ways that racial hierarchies are maintained. This theoretical 
background is crucial to understanding how AI technolo-
gies are implicated in the ‘tech-to-prison pipeline’, and how 
certain forms of AI can only strengthen these structures and 
their oppressive effects (Coalition for Critical Technology 
2020; Hanna et al. 2019).

Racial categories are the outcomes of historically and 
culturally-contingent classification schemes that associate 
hierarchical values with supposedly natural groups of people 
(Benthall and Haynes 2019). If there is a common thread to 
contemporary understandings of race around the world, it is 
their origin in an “imperial imperative” to classify subject 
populations (Hacking 2005), which, as a consequence of five 
hundred years of European imperialism, has led to global 
inequalities between white and non-white people (Mills 
1997). Far from being an immaterial fiction, race is used 
to materially inscribe inequalities onto human bodies and 
societies, operating as a “technology for the management of 
human difference, the main goal of which is the production, 
reproduction, and maintenance of white supremacy on both 
a local and a planetary scale” (Lentin 2020, p. 11). Because 
it is so deeply rooted, this inequality manifests as ‘bias’ in 
so many ways, whether as non-white individuals targeted for 
increased social control (Browne 2015) or upsampled into 
white faces (Johnson 2020b). This is also why it is more 
effective to attack racial inequality closer to the root, rather 
than a late-stage decision-making algorithm such as a recidi-
vism predictor.

Because race and colonialism are so closely linked, 
theories of colonialism provide a valuable means of under-
standing issues in AI through historical inequalities and 
asymmetrical power relations (Mohamed et al. 2020), and 
which are also helpful in moving beyond approaches to AI 
ethics grounded in formalizing fairness and equality. The 
fight for equality has been historically important in anti-
racist and anti-colonial political struggles, but so has the 
radical goal of dismantling systems of oppression and the 
creation of new sources of solidarity. The sorts of inequali-
ties that exist in settler colonial societies (including those 



1053AI & SOCIETY (2021) 36:1047–1056	

1 3

in the Americas, as well as Australia and New Zealand, see 
Walter et al 2020) cannot be addressed by reducing bias in 
decision-making. In a society such as Canada for instance, 
the ‘unequal ground truth’ is one in which Indigenous popu-
lations may be governed by different institutions, receiving 
inferior educational opportunities, inferior access to health 
care and basic infrastructure, and where Indigenous children 
are much more likely to be raised in poverty and foster care, 
as consequences of generations of colonization (Truth and 
Reconciliation Commission of Canada 2015; Blackstock 
2017; Statistics Canada 2019). The common cause of these 
inequalities is not individual, societal or historical bias, but 
settler colonialism. This is now a well-theorized social struc-
ture, organized around dispossession, Indigenous elimina-
tion, and control over land (Veracini 2010). Putting a name 
to the structures of inequality moves us closer to understand-
ing the otherwise amorphous social context, why unfairness 
and injustice are distributed as they are, and towards norma-
tive approaches that go beyond equality.

4.1 � Racial inequality and positive goals

If we see our challenge as one of minimizing bias, we might 
try to reduce group differences, where inequalities exist, 
working towards similar treatment and social integration (for 
example, Benthall and Haynes 2019). However, social inte-
gration and universal treatment cannot be assumed as goals 
when addressing racial and ethnic inequality, especially in 
a colonial context, where identical treatment can amount to 
assimilation. In Canada, to assume that the ideal is universal 
citizenship with equal rights and opportunities for all would 
ignore those Indigenous peoples who may not identify as 
Canadians, and who possess different rights through treaty 
obligations. Differential treatment is institutionalized in 
Canada’s justice system, where a one-size-fits-all approach 
to risk assessment is known to produce unequal harms 
(Cardoso 2020), and where distinct legal considerations are 
applied to Indigenous persons to address the effects of colo-
nialism. Rather than equality, Canada’s officially-recognized 
objective is ‘reconciliation’ (Truth and Reconciliation Com-
mission of Canada 2015), and more radical scholarship asks 
us to consider ways of working towards decolonization and 
Indigenous resurgence (Simpson 2016).

Once again, by naming desired goals, or articulating a 
positive value to work towards, we can be more specific 
than the negative process of removing bias. In doing so, it is 
important that our normative goals are attuned to social con-
text and the goals of the people being affected, rather than 
universal notions of equality. Both decolonization and rec-
onciliation involve recognizing the distinctiveness of Indig-
enous peoples, and the legacy of injustices imposed on them 
and legitimated by the state. Key among these are the abro-
gation of Indigenous sovereignty, the dispossession of land, 

and the purposeful destruction of Indigenous cultures. As 
with other forms of social inequality, settler colonialism is 
actively reproduced through everyday practices, distinctions, 
and ideas (Veracini 2010). There is no technological ‘fix’ 
for colonialism, dispossession of land, and loss of culture, 
but we can still consider how AI systems “reproduce colo-
nial ontology and epistemology” (Costanza-Chock 2020, p. 
67), and what these systems would look like if they were 
designed to support Indigenous sovereignty and resurgence.

4.2 � Designing technologies in an unequal world

For an AI developer working on any project, where there is a 
concern about bias, the concrete steps that can be taken will 
depend on the extent of one’s ability to shape the project and 
its objectives. If the goal is to achieve better performance on 
some classification or prediction task, the system’s political 
consequences will likely be quite conservative, preserving 
existing distinctions and hierarchies. But regardless of the 
problem that AI is being used to address, wherever racial 
bias (for example) is an issue, the least that a developer can 
do is to understand what race is, and how racial inequal-
ity is structured in society. While this might seem like an 
obvious point, there is still an enormous amount of work 
being done in computing and data science to classify races, 
genders, emotional states, or potential for criminality, with 
only the shallowest ontological engagement with these phe-
nomena and what is known about them in other fields (Bar-
rett et al. 2019; Hanna et al. 2019; Scheuerman et al. 2019). 
My argument is that AI researchers and developers need 
to be able supplant a term like ‘racial bias’, which restricts 
further analysis, with theories of racial inequality that open 
up further avenues for analysis—including examining how 
race intersects with other social hierarchies (Hoffman 2019). 
Doing so makes it possible to specify goals or values other 
than accuracy, efficiency, equality, fairness, or reducing bias. 
It enables us to evaluate the extent to which an AI system 
actually makes the world a better place, as judged in compar-
ison to the kind of world we want to create while considering 
the extent to which these systems continue to reproduce the 
existing social order.

A more open-ended opportunity comes from being able 
to tackle forms of social inequality as a problem, with the 
freedom to work towards whatever best achieves positive 
change. This means that ‘doing good’ is not an afterthought 
to some existing process, but the starting point, which again 
involves specifying exactly what kind of ‘good’ we are try-
ing to achieve. The overrepresentation of racialized groups 
in prisons is not going to be fixed by an algorithm that is 
race-blind, or designed to imprison people at representative 
rates; it is going to require the sorts of political changes that 
get us closer to the ideals of abolition, decolonization, or 
resurgence. For a technologist, this requires understanding 
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that many well-intentioned efforts to do good through tech-
nology have produced harm (Green and Viljoen 2020), and 
that there are many problems that we cannot design our way 
out of. As Benjamin (2019) argues, design thinking “colo-
nizes” other forms of human activity, and she suggests that 
“maybe what we must demand is not liberatory designs but 
just plain old liberation” (p. 179). But Benjamin does not 
dismiss the potential that new technologies have in shaping 
the world or our experience of it, just that we should not 
privilege design as a form of political action.

If technology can indeed be used for liberation or re-
ordering power relations, radical approaches to technology 
begin at the bottom or the margins, are attuned to the needs 
of communities that have been historically disempowered 
or excluded from decision-making, and recognize that new 
technologies are often not required to meet the most impor-
tant needs. To this end, “design justice”, as articulated by 
Costanza-Chock “requires full inclusion of, accountability 
to, and ultimately control by people with direct lived experi-
ence of the conditions the design team is trying to change” 
(2020, p. 99). For issues impacting Indigenous populations, 
this means centering Indigenous concerns and perspectives 
(see Lewis et al 2020), including the right to exercise sov-
ereign control over data produced by or about Indigenous 
peoples (Walter et al 2020). While self-determination and 
sovereignty have specific relevance for Indigenous peoples, 
the more broadly applicable radical values for design pri-
oritize agency and involvement for those directly impacted 
by technologies, producing “AI that is faithful to the needs 
of data subjects and allows them to opt out freely” (Kalluri 
2020). As AI is increasingly used to make decisions for and 
about people, it is these people and their needs that should 
steer the path of AI development.

5 � Conclusion

The larger lesson here is the importance of attending to the 
specifics of inequality and social structure. In short, fairness 
algorithms are not generalizable and social inequalities are 
deep and multiple. The concept of bias is limiting and should 
often jettisoned, where more specific conceptualizations of 
inequality are available. Rather than being concerned over 
how socio-technical systems reproduce pre-existing biases, 
we can actually name what we want to avoid reproducing: 
identifying processes, structures, hierarchies and concepts 
that have already been articulated by critical AI scholars and 
those in the social sciences and humanities. Being specific 
also helps us to name desirable alternatives to reproduc-
ing injustice, and orients us to where our actions can have 
meaningful impact.

Conservative approaches to AI ethics seek to achieve 
equal treatment under existing institutions, but enabling 

radical change (such as alternatives to prison and policing) 
is a tougher problem. A first step is appreciating that we 
are dealing with political rather than technical problems, 
which cannot be solved by better models and AI systems 
(Green 2018; Wong 2020). Given that politics is fundamen-
tally about power, we would do well to recognize how these 
systems currently work to intensify, maintain, and optimize 
existing forms of power. Critical scholarship provides the 
tools to understand how unjust and oppressive structures 
are upheld; racism, sexism, and ableism exist as processes 
rather than individual traits, and are maintained by the daily 
‘unintentional’ actions of well-meaning people. Given our 
social circumstances, one cannot simply opt out of patri-
archy, colonialism, or capitalism, but understanding how 
these structures work and are sustained can inform ways 
to limit our support, including through refusal (Cifor et al. 
2019) and the work we choose not to do. The more difficult 
task, of actually shifting power (Kalluri 2020) and produc-
ing alternatives to existing injustices, may involve technical 
innovations based on different ‘use cases’ or ontologies, but 
these are often among the least effective ways of pursuing 
political change.

It is very difficult to make the world a better place with 
an algorithm, and almost inevitable that automated decisions 
will promote distinctions that cause harm, simply through 
the reproduction of harmful, preexisting inequalities. This 
is the conservative tendency of AI systems, which has been 
called the reproduction of societal bias. I have argued that 
this bias is better understood as the intersection of different 
structures of inequality, as named and analyzed by scholars 
in the social sciences and humanities prior the current era 
of machine learning. These theories have informed some 
of the foundational contributions of critical AI scholars, 
which have unfortunately remained marginal to the field of 
AI development. A great deal of work in computing and data 
science continues to discriminate between social categories, 
without seriously engaging with what is known about these 
categories and their relationships in other disciplines. Such 
interdisciplinary engagement can sometimes inform the 
design of AI systems to make them less harmful, but the goal 
of making the world a better or fairer place requires a great 
deal more. To this end, being able to name the structures we 
find problematic has the benefit of providing positive goals 
to work towards, rather than just negating bias. However, 
existing applications of AI often have limited potential to 
make progress towards these goals, which are inherently 
political, and are often better served through more conven-
tional kinds of political action. The problem of overrepre-
sentation in the criminal justice system is not going to be 
solved by a fairer algorithm, but by steps to address deeper 
injustices and processes of criminalization. An AI system 
is more likely to reproduce underlying inequalities than to 
radically transform them, but this conservative tendency can 
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be understood and explained using language that is specific 
to a given context of inequality, providing a step towards 
formulating radical alternatives.
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