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Abstract
Artificial intelligence (AI) receives attention in media as well as in academe and business. In media coverage and reporting, 
AI is predominantly described in contrasted terms, either as the ultimate solution to all human problems or the ultimate 
threat to all human existence. In academe, the focus of computer scientists is on developing systems that function, whereas 
philosophy scholars theorize about the implications of this functionality for human life. In the interface between technology 
and philosophy there is, however, one imperative aspect of AI yet to be articulated: how do intelligent systems make infer-
ences? We use the overarching concept “Artificial Intelligent Behaviour” which would include both cognition/processing and 
judgment/behaviour. We argue that due to the complexity and opacity of artificial inference, one needs to initiate systematic 
empirical studies of artificial intelligent behavior similar to what has previously been done to study human cognition, judg-
ment and decision making. This will provide valid knowledge, outside of what current computer science methods can offer, 
about the judgments and decisions made by intelligent systems. Moreover, outside academe—in the public as well as the 
private sector—expertise in epistemology, critical thinking and reasoning are crucial to ensure human oversight of the arti-
ficial intelligent judgments and decisions that are made, because only competent human insight into AI-inference processes 
will ensure accountability. Such insights require systematic studies of AI-behaviour founded on the natural sciences and 
philosophy, as well as the employment of methodologies from the cognitive and behavioral sciences.

Keywords  Artificial intelligence · Artificial inference · Behavioral artificial intelligence · Artificial intelligent behaviour · 
Bias · Transparency · Accountability · Ethics

1  Introduction

Artificial intelligence (AI) can contribute significantly to 
the expansion of human judgment and decision making: AI 
learns and processes, while making inferences and drawing 
conclusions, similarly to what humans do, although with 
unsurpassed speed and capacity for handling complexity and 
volume. The strongest AI-algorithms are in fact developed 
based on knowledge about how the human brain functions 
and insights into AI-processes are limited by the same char-
acteristical constraints that limit insights into the human 
brain:

•	 In the same way as humans may have difficulties in 
accounting for how they have processed the information 
that has lead them to make a judgment, AI is character-
ized by having the same type of “difficulties”, in that 
advanced AI-algorithms are not immediately accessible 
and comprehensible, not even for the experts that pro-
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grammed them (Dahl 2018). The strongest AI-algorithms 
have already earned the status of being “black boxes”,1 in 
very much the same way as the processes of the human 
brain are inaccessible for oversight and comprehension. 
The reason is simply the enormous complexity of the AI 
machinery.

•	 Inaccessibility to oversight of complex AI-algorithms 
inevitably leads to lack of accountability, which is an 
imperative prerequisite for citizens’ trust in parliament, 
public authorities, the justice system, or to trust that 
private enterprises conform to regulations or contracts. 
Accountability is a term that comprises important aspects 
such as the provenance of, access to, transparency of, and 
auditability of, algorithms and data. All these are impor-
tant also for the reliability and validity of AI inference 
processes, which is a prerequisite for the assessments 
of AI accountability. But accountability is not studied 
sufficiently within the domain of Artificial Intelligence 
(Wachter et al. 2017) even though concerns about the 
relation between accountability and bias was raised 
almost 30 years ago (Dix 1992).

The general public has low awareness of how even simple 
technology is being used in democratic processes, policy- 
and decision-making. With an increased complexity in tech-
nology as a result of artificial intelligence, one is at risk 
of making judgments and decisions that do not conform to 
the requirements of accountability (Danaher 2016). When 
facing a technological complexity that is difficult or even 
impossible to comprehend, this may give rise to feeling dis-
empowered. The satirical comedy “Little Britain” and the 
scene where “the computer says no”2 may also be interpreted 
as showing how humans become enslaved when facing the 
“computer’s” sovereign and opaque autonomy.

A new agenda The technological development within the 
domain of AI is predominantly fueled by needs for function-
ality and cost-efficiency, while other aspects, such as safety 
and security, ethics, transparency, accountability and judicial 
aspects, have not attracted the same interest, although these 
aspects have had much attention from theorists within arts 
and humanities, most predominantly stated as philosophi-
cal concerns about the possible negative implications of AI 
on humans and society (e.g., Binns 2018; Bostrom 2014; 
Dahl 2018; De Laat 2018; Pagallo 2018). Even if many have 

articulated why we need to gain more knowledge about AI 
and its opaque processes, no one has yet disclosed the link 
between AI-behaviour and AI-inference by describing how 
to study AI Behaviour. We argue in this paper that, even 
if complete transparency of AI processes is not achieved 
(Miller et al. 2017; Samek et al. 2017; Biran and Cotton 
2017; Doshi-Velez and Kim 2017; Murdoch et al. 2019), 
for similar reasons as human cognitive processes are not 
immediately accessible from the ‘outside’, another type 
of transparency can nevertheless be achieved. By means 
of systematic studies of AI Behaviour, one could provide 
insightful evidence for the important aspects of AI, such as 
accountability and soundness of inference.

We will parallel later in the paper our proposed Artificial 
Intelligence Behavioural studies with Tversky and Kahne-
man’s (1974) studies of human cognition and behaviour (and 
of the many ways in which people systematically deviate 
from a rational agent behaviour) which ultimately lead to 
novel insights into, until then, similarly ‘opaque’ cognitive 
processes. Eventually, this insight leads to the discovery of 
the relationship between heuristic processing mechanisms 
and biased judgments. Our starting point is the perspec-
tive of the theorists that have articulated the need for more 
knowledge about why one needs more insight into important 
aspects of AI output. We extend this perspective, elaborating 
on the why by comparing human cognition and learning to 
algorithmic processing and AI learning, and by introducing 
the concept of AI inference and AI behaviour to the discus-
sion. As a result, we propose a novel agenda for how the 
theorists’ articulated why can be achieved.

Consequently, there are two imperative aspects that are 
not yet well articulated:

1.	 The importance of studying artificial intelligent behav-
ior and artificial inference systematically by means of 
empirical studies and experimental methods from behav-
ioural and cognitive sciences, and

2.	 The need for broad scientific competence in order to 
assess whether or not artificial intelligent judgments and 
decisions are reliable, valid and inferentially sound.

The first aspect regards the need for research on AI-
behavior and inference as a consequence of the artificial 
intelligence’s autonomous and self-learning algorithms 
being opaque and thus inaccessible to human oversight and 
control of the validity of the output. The second perspective 
regards accountability in public and private affairs due to 
the fact that artificial intelligent judgments and decisions 
must ultimately be regarded as a support for human or insti-
tutional judgments and decisions. These aspects require 
a broad competence derived from several scientific disci-
plines, researching how artificial intelligent behavior can be 
studied systematically, as well as whether or not the artificial 

1  Knight, Will (14 March 2017). “DARPA is funding projects that 
will try to open up AI’s black boxes”. MIT Technology Review. https​
://www.techn​ology​revie​w.com/s/60379​5/the-us-milit​ary-wants​-its-
auton​omous​-machi​nes-to-expla​in-thems​elves​/.
2  Sample, Ian (5 November 2017). “Computer says no: why making 
AIs fair, accountable and transparent is crucial”. the Guardian. https​
://www.thegu​ardia​n.com/scien​ce/2017/nov/05/compu​ter-says-no-
why-makin​g-ais-fair-accou​ntabl​e-and-trans​paren​t-is-cruci​al.

https://www.technologyreview.com/s/603795/the-us-military-wants-its-autonomous-machines-to-explain-themselves/
https://www.technologyreview.com/s/603795/the-us-military-wants-its-autonomous-machines-to-explain-themselves/
https://www.technologyreview.com/s/603795/the-us-military-wants-its-autonomous-machines-to-explain-themselves/
https://www.theguardian.com/science/2017/nov/05/computer-says-no-why-making-ais-fair-accountable-and-transparent-is-crucial
https://www.theguardian.com/science/2017/nov/05/computer-says-no-why-making-ais-fair-accountable-and-transparent-is-crucial
https://www.theguardian.com/science/2017/nov/05/computer-says-no-why-making-ais-fair-accountable-and-transparent-is-crucial
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intelligent behavior conforms to established principles of 
reliability and validity in inferences. Soundness of inference 
and absence of bias—or at least awareness and reduction of 
bias—is a prerequisite for how much the processed knowl-
edge can be trusted.

We thus propose a joint research endeavour—comprising 
both philosophical theorists from the arts and humanities, 
technology-developers from computer science, and empiri-
cists from the social sciences, such as for example cogni-
tive- and behavioral scientists—called Behavioral Artificial 
Intelligence, which would incorporate these perspectives. 
Behavioral Artificial Intelligence (BAI) would study the arti-
ficial inferences inherent in, and the manifested behaviour 
of, artificial intelligent systems in the same way as the social 
sciences have studied human cognition, inference and behav-
iour. We follow the traditions from other hybrid disciplines 
such as Behavioral Economics (e.g., Kahneman and Thaler 
2006), Behavioral Transportation Research (e.g., Pedersen 
et al. 2011; Gärling et al. 2014) and Behavioural Computer 
Science (Pedersen et al. 2018). The key aspect in these dis-
ciplines is that they complement and update traditional fields 
such as economics, transportation research and computer 
science, by providing (descriptive) empirical data about 
actual human cognition and behaviour from the cognitive 
sciences and the behavioral sciences instead of relying on 
assumptions about (prescriptive) rational behaviour.

Of particular importance in BAI are:

1.	 the relation—similarities and differences—between 
human cognition and algorithmic processing;

2.	 the relation between human learning and algorithmic 
(machine) learning; and

3.	 the process of inferring knowledge from data, thus arriv-
ing at valid and reliable judgments, made by an artifi-
cial intelligence system compared to how humans make 
judgements.

In the following sections, we first elaborate on human 
cognition, learning and behaviour, and show how these are 
related to machine processing and output. Then we link rea-
soning and inference to important philosophical concepts, 
and show how human and machine inference must conform 
to sound principles of knowledge-generation, By thus dis-
closing the link between (AI-)inference and (AI-)behaviour 
we show that insights into AI-inference must be achieved 
with systematic studies of AI-behaviour, in the same way 
as insight into human inference have been achieved with 
systematic studies of human behaviour.

2 � Human cognition and artificial 
intelligence processes

Artificial intelligence is now widely covered in the media, 
generating feelings ranging from fascination to fear (LeCun 
et al. 2015; Jordan and Mitchell 2015; Parkes and Wellman 
2015; Boden 2016; Biamonte et al. 2017; Frégnac 2017; 
Ramprasad et al. 2017; Brundage et al. 2018). But what 
is artificial intelligence? A brief glance into the history of 
AI shows that Alan Turing, in his endeavour to construct 
“the mechanical brain” in the 1950s, was a prominent actor 
in the early development of artificial intelligence. Later 
developments included the works of the 1978-recipient of 
the Nobel Prize in Economics, Herbert A. Simon (Newell 
et al. 1958, 1972, 1976; Simon 1979, 1996) as well as the 
1971-recipient of the ACM Turing Award, John McCarthy 
(McCarthy 1987; McCarthy and Hayes 1969). Although 
early AI-endeavours were predominantly in the symbolic 
tradition, based on a rational actor paradigm including forms 
of logic and reasoning systems, whereas later endeavours 
are non-symbolic and more influenced by empirical neu-
roscience (cfr Dix 2016),3 their works nevertheless show 
that a significant part of the processes in AI are inspired by 
contemporary-times’ knowledge about human cognition and 
how the human brain functions.

AI and machine learning methods such as neural net-
works and reinforcement learning (Sutton and Barto 2018) 
are examples of current algorithms directly inspired by 
human cognition, whereas evolutionary computation and 
genetic programming (Holland 1992; Bäck et  al. 1997; 
Mitchell 1998; Coello et al. 2007) are inspired from human 
biology and evolution. Whereas the symbolic AI-tradition is 
related to the cognitive System 2 and thus based on prescrip-
tive rational agency, the non-symbolic empirical tradition 
is related to the cognitive System 1 and thus more descrip-
tive, based on empirical evidence for (also non-rational) 
behaviour. One of the most popular concepts today is deep 
neural networks (DNN) (e.g., Demuth et al. 2014), which 
is even more similar to how the human brain functions. In 
DNN, artificial neurons are connected in a network where 
each single neuron communicates with a great number of 
other neurons, in very much the same way as the neurons 
in the human brain do. The network consists of several lay-
ers of neurons. One “input” layer is responsible for taking 
in a problem instance, such as an image, and one “output” 
layer is responsible for producing the response, like yes/no 
whether a cat is present in the image. Several other “hidden” 
layers of neurons are involved in the processing, hence the 

3  The EPSRC ‘Human-Like Computing’ initiative aims to bridge this 
‘gap’ between ‘symbolic’/’rational’ and ‘neural’/’empirical’ AI. See: 
http://hlc.doc.ic.ac.uk/.

http://hlc.doc.ic.ac.uk/
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concept “deep” and each single neuron encodes a specific 
aspect of the “problem” the DNN is designed for. In our 
problem of recognizing cats in images some neuron will 
encode the fact that cats have a visible tail (or something 
even more seemingly insignificant than that). AI techniques 
are generally built in two stages: first a learning stage where 
the DNN is trained on a dataset where the correct response 
is known for every input; and then an operational stage 
where the algorithm is used in the wild; given a new input 
it produces a decision or action (such as changing the pic-
ture or logging some inferred information about the picture). 
Sometimes these stages are combined, and an algorithm con-
stantly learns if it has a mechanism to obtain some form 
of feedback on the responses that it produces. Even though 
there are differences between DNNs and the human brain, 
for example, that DNNs are dependent on massive volumes 
of data in order to learn, whereas the human brain may be 
able to learn from being exposed to only one single instance 
of a phenomenon (i.e., data),4 the similarities are never-
theless striking—and for both, the learning processes will 
always result in some type of behavioural output.

Simple algorithms versus artificial intelligence Machines 
can be “simple”, in the way that they are given predefined 
instructions—that is, algorithms—to perform a task and 
never deviate from these instructions when processing data, 
e.g. when locating specific information in a dataset or mak-
ing a judgment about some attributes of the dataset (Minsky 
1967; Knuth 1973; Dennett 1995). In simple machines, the 
processing is transparent in the sense that it is possible, at 
least to some extent,5 for humans both to understand the 
process and to have access to what the machine actually does 
with the data it processes. Algorithms when executed by a 
machine can be seen as the “behavior” of the machine (e.g., 
the returned results, the commands sent to some actuators, 
etc.) terminology, which appears in various specific areas of 
computer science research (Hennessy 1988; Bergstra et al. 
2001; Hennessy and Rathke 2004; Ancona et al. 2016). 
However, Artificial Intelligence (Russell and Norvig 2016) 
is an example of a “complex” machine which is programmed 
(with algorithms) in a way that allows it to interact with its 
surroundings (in the form of data continuously fed in) and 
as a result of this interaction is allowed to make new algo-
rithms and adjust existing algorithms after having “learned 
something new” from the surroundings. The adjusted inter-
nal execution of AI thus can be seen as adapted new behav-
ior that AI learns continuously. Whereas the processes in a 

simple machine are transparent, the processes in intelligent 
systems are, as a consequence, opaque and thus not imme-
diately accessible to human oversight, supervision and audit 
(Russell 1997; Rahwan and Simari 2009).

To have an intuition about the AI learning process, con-
sider for example how the brain of a child develops through 
learning, beginning with birth and continuing by interaction 
with other humans as well as other parts of the child’s sur-
rounding environment. The child’s brain is being “wired” in 
a particular way as a result of learning through such inter-
actions, which we call experience. This can be compared 
to the way artificial intelligent systems functions: during 
the learning phase the neural network will be “wired” in 
a particular way as a result of interacting with the training 
data—thus, the training data represents the artificial intel-
ligent system’s experiences. But what will happen if one 
allows an artificial intelligent network unlimited possibili-
ties to learn through unlimited interaction with voluminous 
data sets over time and, moreover, the network is allowed to 
autonomously develop its “deep” neural network outside of 
human control (something which already is done by signifi-
cant AI-actors such as IBM and MIT)? What will such an 
artificial intelligent system be like, compared to the human 
brain? Will the AI system develop a personality, abilities, 
recognizable traits? What sorts of preferences will the sys-
tem have and what types of inference-criteria will be the 
basis for its generation of valid and reliable knowledge? Will 
it always make objective, accurate and “just” judgments, or 
could it be biased in the same way as a human can be biased? 
In other words: how does AI infer and what behaviour does 
it exhibit?

To understand how artificial intelligent systems make 
judgments and provide decision-support for human and 
institutional decision-making in the context of identifiable 
accountability, one should adapt methodologies from empir-
ical studies on human personality as well as on human judg-
ment and decision making, from the cognitive sciences and 
the social and behavioral sciences. This would imply using 
cross-sectional, longitudinal or experimental designs. Cross-
sectional designs would allow to compare a broad range of 
AI systems to each other with regard to characteristics such 
as ‘personality and preference’ and the validity and reliabil-
ity of AI ‘judgments’. Longitudinal designs would allow us 
to monitor a single AI system’s ‘personality’ and ‘judgment’ 
over time, providing information about possible fluctua-
tions. Experimental studies would allow manipulations to 
help detect whether some types of input (or interactions) 
would affect ‘personality’ and ‘judgment’ more than others. 
True experimental design (also known as randomized con-
trolled trials: RCT) would even allow the study of potential 
biases in AI systems as well as the causes of the biases (i.e., 
by means of manipulations), something which would pro-
vide valid and reliable answers to the concerns raised about 

4  Cfr stimulus—response and classical conditioning.
5  Even ‘simple’ codes can sometimes be difficult to fully compre-
hend, e.g., probabilistic programs (Gordon et al. 2014; Katoen et al. 
2015) or concurrent programs (Andrews and Schneider 1983; Ben-
Ari 2006; Dijkstra 1965).
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machine learning biases, both by academe (Baeza-Yates 
2018; Crabtree et al. 2019; Dix 1992, 2018; Dwork 2011; 
Monroe 2018; Zemel et al. 2013) and regulatory authori-
ties (USACM 2017).67 These concerns are explicitly raised, 
but yet no reliable answers have been provided, something 
which strongly signals the need for scientists to respond to 
the concern by exploring methodology in novel ways to 
arrive at the answers.

Extensions of Man McLuhan describes in Understanding 
Media; The Extensions of Man (McLuhan 1964) the differ-
ence between information per se and the specific medium 
in which the informational content is transmitted, e.g., in 
writing, orally, visually, tactile. An important point made 
by McLuhan is that a medium is an extension of human 
traits and behaviour, and thus an extension of humans as 
such, e.g.: the written word is an extension of thought and 
speech; tools and utensils are extensions of fingers and arms, 
clothing is an extension of the skin. Nowadays, many types 
of technology can be seen as even more advanced extensions 
of humans. We can easily perceive artificial intelligence as 
an extension of human cognition, memory—and inference.

Another aspect in McLuhan’s analysis is that each and 
every medium has an inherent tendency to shift human atten-
tion away from the informational content that the medium is 
a vehicle for, and over to the medium itself, something which 
leads to the perception of the medium as the actual informa-
tional content, instead of being a vehicle for transmitting and 
communicating the informational content. Today, AI and the 
opacity of its “black box” processes may, in the same way 
as McLuhan perceived traditional media, easily become a 
medium that draws attention away from the judgments it 
actually carries out.

Machine learning algorithms (which we interchange-
ably call AI in this paper) are particularly well suited to 
quickly elicit correct information (probabilistically, i.e., to 
some degree of error) from a voluminous dataset, also if the 
data consists of information that is not structured. Natural 
language, or images, as opposed to data that is presented as 
numbers in rows and columns, are considered unstructured 
data. IBM Watson is an example of a machine capable of 
finding a correct answer from a voluminous dataset, pro-
vided that there actually exists a correct answer (Ferrucci 
2011; Ferrucci et al. 2013). IBM Watson cannot, however, 
look for clues to the answers “outside” the recorded datasets 

in the same ways as humans can—something which of 
course is a limiting factor for these types of intelligent sys-
tems. Because a machine such as IBM Watson can process 
voluminous information very fast, as opposed to a human 
who has limited capacity for processing and who is also con-
siderably slower, the machine is an invaluable helper when 
large amounts of information need fast processing.

In Technopoly: The Surrender of Culture to Technology 
Neil Postman (Postman 1992) made an analysis of tech-
nology that in many ways resemble McLuhan’s thoughts: 
all types of traditional tools and technologies have inher-
ent traits that make them particularly good at carrying out 
specific tasks, such as the axe is good at cleaving, or the 
knife is good at cutting. Gibson (1979) adds momentum to 
McLuhan and Postman’s analyses in a behavioural sense 
by showing that external objects are perceived by humans 
not only in the sense of having a particular shape or being 
placed in spatial distances from each other but also by their 
‘affordances’. According to Gibson’s Affordance Theory, 
objects are perceived as having potential for action—
that is, it is the human perception of objects that drives (or 
prompts) human action. Thus, if a knife is good at cutting, 
it is because humans “allow” the knife to exhibit its inher-
ent traits by being vehicles for the knife’s potential. In the 
same way, advanced technologies also have inherent traits 
and tendencies which make them good at carrying out spe-
cific tasks. Thus, a tendency emerges which makes the vari-
ous types of tools and technologies “promote” the particular 
types of tasks that each tool and each technology is good at 
performing. However, whereas the inherent traits of sim-
ple tools are easily decoded, the same traits are not easily 
decoded—nor even discovered—in advanced technology. 
Thereby we forget—or, more correctly, we do not under-
stand—AI’s inherent traits and accompanying tendencies to 
promote specific processes that lead to specific outcomes. 
For example, when AI learns by interacting with a limited 
dataset that represents only a fragment of the social world, 
inferences about the larger social world may be drawn from a 
non-representative dataset, much in the same way as humans 
are also prone to do if not ‘corrected’. Thus, one specific 
implication of an AI ‘trait’ is that AI would exhibit the same 
biases as humans, only extremely more ‘efficiently’. This 
could lead to a substantial increase in biased judgments as a 
result of the powerful AI extension of human erroneous rea-
soning. An example of this powerful effect, albeit from tradi-
tional technology that is more familiar, is the grading of high 
school exams and the subsequent acceptance or rejection 
of students into universities or into the labor force. Today, 
we accept this technology as ‘a given’ (or even ‘a natural’) 
expression of human knowledge and skills when, in fact, the 
most prominent feature of exam grading is administrative 
simplification with the aim of ranking and sorting humans 

6  New York City Council (2018). A Local Law in relation to auto-
mated decision systems used by agencies. http://legis​tar.counc​il.nyc.
gov/Legis​latio​nDeta​il.aspx?ID=31378​15&GUID=437A6​A6D-62E1-
47E2-9C42-46125​3F9C6​D0.
7  EU Parliament (2016). EU Framework on algorithmic account-
ability and transparency. http://www.europ​arl.europ​a.eu/
sides​/getDo​c.do?pubRe​f=-//EP//TEXT+WQ+E-2016-00767​
4+0+DOC+XML+V0//EN.

http://legistar.council.nyc.gov/LegislationDetail.aspx%3fID%3d3137815%26GUID%3d437A6A6D-62E1-47E2-9C42-461253F9C6D0
http://legistar.council.nyc.gov/LegislationDetail.aspx%3fID%3d3137815%26GUID%3d437A6A6D-62E1-47E2-9C42-461253F9C6D0
http://legistar.council.nyc.gov/LegislationDetail.aspx%3fID%3d3137815%26GUID%3d437A6A6D-62E1-47E2-9C42-461253F9C6D0
http://www.europarl.europa.eu/sides/getDoc.do%3fpubRef%3d-//EP//TEXT%2bWQ%2bE-2016-007674%2b0%2bDOC%2bXML%2bV0//EN
http://www.europarl.europa.eu/sides/getDoc.do%3fpubRef%3d-//EP//TEXT%2bWQ%2bE-2016-007674%2b0%2bDOC%2bXML%2bV0//EN
http://www.europarl.europa.eu/sides/getDoc.do%3fpubRef%3d-//EP//TEXT%2bWQ%2bE-2016-007674%2b0%2bDOC%2bXML%2bV0//EN
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for some other end-purpose and merely taking the grade as 
a face-value ‘token’ for knowledge.

Adapting research methods from the cognitive sciences 
and the behavioural sciences to artificial inference and 
behaviour would help gather empirical data that will provide 
increased knowledge and insight into whether AI systemati-
cally exhibit specific and recognizable traits and preferences 
in the same way as humans do, and whether AI exhibit sys-
tematic tendencies to “behave” in a certain way in terms of 
having a tendency to employ specific types of inferences or 
to produce specific types of output (e.g., fallacies in formal 
reasoning or whether judgments and decisions are biased 
due to data not being representative of the ‘true’ population). 
It would, however, be interesting to see if future AI would be 
able to avoid being ‘blind’ to its own biases—that is, if AI 
would be able to somehow ‘transcend’ the ubiquitous human 
tendency to find justifications for own biases.

Whereas the research traditions in the arts, the humani-
ties, and the social sciences, most notably Philosophy, have 
been concerned with the implications of technology for 
human life and human activities, the technological research 
traditions themselves have been more occupied with devel-
oping new technology with the aims that technology should 
solve existing problems such as replacing the human in the 
workplace. Thus, the most important aspect for the tech-
nological sciences is the development of functionality. 
As a consequence philosophy has been focusing on ethi-
cal aspects of technology and has been concerned with the 
potential threats to humanity posed by technology if humans 
lose their control over technology (Bostrom 2014). The 
“division” of these two research fields is an example of a 
compartmentalization when the fields would, in fact, benefit 
from being multidisciplinary. This is why it is necessary 
to embrace a more holistic approach to AI—an approach 
that incorporates both empirical evidence about both the 
technological development of AI, and implications for the 
individual and societal domains in which AI is employed, 
including actual artificial inference and artificial intelli-
gent behaviour. Regardless of whether it is a human or a 
machine that observes, make judgments or inferences, and 
concludes—individually or in interaction with its environ-
ment—both humans and artificial intelligent systems must 
nevertheless adhere to the same principles when generating 
knowledge that is supposed to be valid and reliable. In other 
words, they must all build their inferences on sound reason-
ing and representative empirical data.

3 � Artificial intelligence and cognitive bias

Two modes of thinking The cognitive and behavioral sci-
ences have through decades provided substantial empirical 
evidence on how humans think, make judgments, assess, 

choose, and make decisions. The empirical evidence has 
resulted in theories and models that show a distinction 
between two typical modes of cognitive processing—that 
is, thinking—labeled System 1 and System 2 (Kahneman 
2003; Sloman 2002). Whereas System 1 is a non-deliberate 
and automatic mode of thinking that is carried out by our 
brain while we are not consciously aware that we are mak-
ing a judgment or an assessment, System 2 is the deliberate 
and non-automatic mode of thinking that we carry out while 
being absolutely consciously aware that we are making a 
judgment or an assessment. Cognition carried out by System 
1 is commonly labeled intuitive thinking, whereas cogni-
tion carried out by System 2 is labeled analytical thinking. 
When we make “formal” judgments and decisions in situa-
tions where we are aware of what we are doing and informed 
in the sense that we have relevant information of high quality 
and sufficient time to make a judgment, we are carrying out 
a rational and controlled judgment of a case by means of 
System 2.

In the context of the continuously processing and always-
learning artificial neural network, the human System 1 could 
be seen as paralleling the automatic and fast response that 
the network provides when a new problem needs to be 
solved, whereas the human System 2 could be seen as par-
alleling the AI’s feedback loops and reinforcement learning 
that identifies when the answer is not correct, and recal-
ibrates the network so that it is more likely to produce a 
more accurate judgment and thus a more correct solution 
to a future similar problem. However, this tentative analogy 
is not clear-cut, as there are also similarities between the 
human analytical System 2 and the traditional ‘symbolic’ 
AI-endeavours. Another analogy is between the human ana-
lytical System 2 and the traditional symbolic AI endeavours 
based on logics, which we see coming back into fashion to 
explain AI (e.g., Bottou 2014; Vardi 2018).

Intuitive thinking: heuristics as bias-generators On the 
other hand, many judgments and decisions that we make in 
everyday situations are often carried out without us being 
consciously aware of the fact that we are making a judg-
ment or a decision. This is an example of a normal cognitive 
processing mode that is appropriate in many everyday situa-
tions. Our brain automatically filters out stimuli that are not 
relevant to the particular judgment that we are going to make 
right now. The process is going on without our conscious 
awareness, and it usually functions well. As seen from an 
evolutionary perspective, this intuitive reasoning-mode was 
highly appropriate in a less complex environment than ours; 
today, however, heuristics may lead to a biased output under 
conditions (and in environments) that are characterized by 
uncertainty. Thus, the appropriateness of the reasoning-
mode depends on the context: when we intuitively possess 
the knowledge and the skills needed to arrive at a correct 
judgment, fast heuristic reasoning works well. However, our 
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brain has a tendency to automatically activate System 1 also 
in situations where we should instead have activated System 
2 (e.g., in situations where we have too little knowledge or 
too little experience). This can easily lead to an incorrect 
judgment, usually called a cognitive bias (Tversky and Kah-
neman 1974), caused by psychological mechanisms that are 
activated when we make judgments under uncertain condi-
tions (e.g., when information is incomplete or too complex, 
or when the time-frame at our disposal is limited). These 
psychological mechanisms are labeled heuristics and they 
function as mental shortcuts activated without conscious 
awareness (Gilovich et al. 2002; Tversky and Kahneman 
1974).

We mention two widespread heuristics (Kahneman 2003):

•	 The accessibility/availability heuristic (Tversky and 
Kahneman 1973) prompts us to infer (non-consciously) 
that information easily accessible in memory represents 
something that is also common or frequently occurring. 
For example, since it is easier to recall words beginning 
with the letter R than words where R is the third letter, 
people may wrongfully infer that words beginning with 
R are more frequent, just because the former is easier to 
recall (Tversky and Kahneman 1974). Similarly, we may 
make a biased judgment about a phenomenon simply 
because there is high availability only to some instances 
in memory and not to others.

•	 The representativeness heuristic (Kahneman and Tver-
sky 1972) prompts us to make an instant judgment of an 
unfamiliar phenomenon based on a perceived similarity 
to a familiar phenomenon, even if this similarity is only 
superficial. For example, the colour of someone’s skin, 
the way they dress, or the way they talk, are character-
istics that, when they occur in combination with demo-
graphic features such as age, gender, or occupation, may 
prompt us to infer that specific individual characteristics 
and specific demographic features are strongly related. 
Thus, we may make a biased judgment about a person 
simply because we make an incorrect categorization due 
to an ‘overactive’ System 1.

If we are given feedback on a judgment we make, we 
will probably experience learning (although learning may 
also occur by the association as a result of classical condi-
tioning), and a future judgment may become more correct. 
But if System 1 does not receive feedback, or receives false 
feedback (e.g., not sufficiently, or wrongly “calibrated” to 
reality) we will not learn that the judgment is incorrect, and 
the incorrect judgment may sustain and be applied also in 
future situations. Interestingly, reinforcement learning in AI 
uses the same feedback methods (Sutton and Barto 2018). 
The science of human thinking and learning have long tradi-
tions and convincing empirical evidence from longitudinal 

as well as experimental studies, both controlled in laboratory 
and taking place as naturalistic studies in the field. We argue 
that one must carry out empirical studies also of artificial 
inference and learning.

The two modes of thinking are similar to the way we 
learn. For example, children are given little or no formal 
education when they are learning their native language. 
Moreover, they are not consciously aware that they are 
learning a language. Thus, they learn the language intui-
tively, continuously interacting with their surroundings. 
As Burling (2005) notes, pertaining to learning, the most 
interesting part of language lies in the interplay between 
the production and the reception of language. This mode 
of learning has much in common with intuitive thinking. In 
the same way, we learn as adults to make judgements about 
the world surrounding us and the everyday-situations. This 
intuitive learning process—also labeled implicit learning 
without conscious awareness (Frensch and Runger 2003)—is 
strongly related to intuitive judgments prompted by System 
1. On the other hand, we may, of course, be consciously 
aware that we are learning and that we are in fact taking part 
in a learning process. When adults sign up for a course to 
learn a foreign language they are consciously aware of the 
learning. This learning process has much in common with 
the judgments we make when we are employing analytical 
thinking in System 2. In addition to having conscious aware-
ness of the process, we will also receive explicit feedback 
about whether we have learned what we have been expected 
to learn. Thus, we learn to use the foreign language correctly 
and we avoid making mistakes.

Human aspects in the machine It has generally been 
assumed that a machine is objective and infallible compared 
to humans, but this has been widely questioned already since 
Alan Turing, and more recently also in legislations (EU, 
2017; New York City Council, 2018; ACM US Public Policy 
Council, 2017). Most notably, a serious concern was raised 
in 2018, in a paper jointly signed by authors from promi-
nent US and UK universities and research institutions, about 
the malicious use of artificial intelligence (Brundage et al. 
2018). The common concern of these initiatives is the dis-
covery that intelligent algorithms make incorrect judgments, 
something which has been known to lead to unethical and 
“unfair” decisions. For example, algorithms discriminate 
people (e.g., based on ethnicity, gender, or age) in automated 
decision-processes, such as in financial matters, in medical 
diagnostics, and in law enforcement.

•	 One explanation to why such incorrect judgments are 
made is that an algorithm is always initially programmed 
by a human; it is always a programmer that creates the 
initial algorithm that the machine uses when carrying 
out its tasks. A human’s incorrect judgments (biases) 
may thereby be transferred to the machine algorithm, 
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something which implies that the machine may exhibit 
the same incorrect judgments (biases) as the human that 
programmed it would have done.

•	 Another explanation, believed to be prevalent, is that the 
machine learns about the problem from a limited data set 
that does not necessarily represent all the aspects relevant 
for the problem. To put it another way, the algorithm 
learns from a limited sample that does not represent the 
larger population (i.e., the data is biased).

•	 Moreover, even if the machine makes a judgment that 
is correct in a formal and logical sense, the same judg-
ment may be deemed inappropriate or unacceptable in an 
ethical sense, depending on the context; even if gener-
alizing from demographic characteristics to individuals 
may be appropriate when screening for disease in order 
to provide health-care, it is unacceptable to reject job-
applicants based on the same generalizations.

Thus, both the transfer of biases from programmers 
to machines and machine-generated biases, imply that 
machines are not necessarily more infallible than humans, 
even if they are substantially faster and can process larger 
volumes of data. In fact, both humans and algorithms are 
fallible, but must nevertheless do their best to conform to 
principles of logic and reason and sound inference, when 
imposing a judgment on something in the social world and 
when learning something from the social world.

The systematic study of AI-bias The aim of experimental-
empirical behavioural research in the domain of psychol-
ogy—more specifically, judgment, decision making, and 
inference—is to study whether humans exhibit general 
and universal tendencies to think, make judgments, decide, 
choose or behave in a certain way. For example, Tversky and 
Kahneman, as well as contemporary and recent researchers, 
studied, at an aggregate (group) level, the individual human 
tendency to non-consciously activate heuristic thinking 
under conditions of uncertainty and thereby exhibit distinct 
types of biases in their judgments. If such tendencies is to be 
elicited in a scientifically valid way, one needs to select ran-
dom samples of participants from a known population and 
carry out true experiments—that is, one or more variables 
need to be manipulated, the participants must be randomly 
assigned to either an experimental group or a control group, 
and all other conditions (except for the manipulated variable) 
must be identical for both groups. Analyses are then carried 
out using inferential statistics, either as regression or as anal-
ysis of variance, and results will show whether the sample 
at group level exhibits (or not) the hypothesized tendency. If 
the tendency exists, it is shown as a mean effect at the group 
level. After establishing the overall effect at the group level, 
the next step is to recruit new samples and analyse whether 
there are systematic individual differences in the tendency 
to exhibit the bias. For example, whether participants with 

some specific demographic characteristics (or specific per-
sonality characteristics, or specific cognitive “styles” of pro-
cessing information), are more prone to exhibit the bias than 
others who do not share the same characteristics. Thus, this 
type of research starts with establishing the effect at group 
level and is pursued further by identifying differences at the 
individual level.

We argue that one needs to study AI-bias similarly. In 
order to systematically study AI-bias one must design and 
carry out empirical (preferably experimental) studies with 
AI-participants (i.e., systems or variations of their configura-
tions or training data) in the same way as one has previously 
done with human participants. If one wants to gain knowl-
edge about the potential general and universal tendency for 
AI to exhibit bias (both the biases that are already known, 
as well as hypothesized biases), one needs to study the phe-
nomenon on an aggregate (group) level with a number of 
AI-systems as “participants”. This way, one can detect a 
mean effect of the AI’s tendency to exhibit a specific bias. 
A next step would be to look for “individual” differences at 
the individual AI-level, such as, whether AI-systems from 
one provider are more or less prone to exhibit a bias than 
AI-systems from another provider. There are now enough 
different AI systems for the same task, e.g. see the large AI 
competitions such as Kaggle competitions8 or the traditional 
RoboCup events (Osawa et al. 1996). Even from a single AI 
system one can create a group of multiple diverse AI systems 
on which to study bias by training the AI system on different 
training data sets. Even on the same data set an AI system 
can be configured in multiple ways, all of these forming the 
group that we want to study for biases.

4 � Inference: human and artificial

When crossing the border between the early traditional 
‘symbolic’ AI-endeavours and the neuroscience-inspired 
‘DNNs’ in later AI-endeavours—or when bridging this gap, 
such as in the initiative of the EPSRC Project ‘Human-Like 
Computing’9—important questions arise regarding future 
AI’s ability to adhere to the philosophical underpinnings 
of reasoning. Would future AI understand the difference 
between different forms of ‘being’, and would it be able to 
distinguish between different ways of acquiring knowledge? 
Would future AI distinguish between different approaches 
to understanding ‘universal’ versus ‘unique’ realities, and 
would it distinguish between different types of ‘truth’? These 
reasoning-related philosophical aspects that all need to be 
adhered to regardless of whether the agent is human or an 

8  https​://www.kaggl​e.com/compe​titio​ns.
9  http://hlc.doc.ic.ac.uk/.

https://www.kaggle.com/competitions
http://hlc.doc.ic.ac.uk/
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AI-system, are all relevant to the study of AI-behaviour and 
the link between AI-inference and AI-behaviour.

Ways of knowing In philosophy and metaphysics, two 
concepts are central to understanding what it means that 
something exists and how we can know something about that 
which exists. The concept regarding various forms of exist-
ence is known as ontology (Coffey 1914) and the methods 
employed for acquiring knowledge about existence is known 
as epistemology (Coffey 1917). As an example, our physical 
world can be understood as one type of existence, whereas 
our social world can be understood as another—different—
type of existence. A physical object, say, a chair has one type 
of existence in the physical world, but may have another—or 
an additional—type of existence in the social world. In the 
physical world we are concerned about the chair’s charac-
teristics as a physical object, whereas in the social world, 
we are concerned about the meaning and significance of the 
chair—that is, the role that the chair has been given in the 
social world that it occupies.

If one is interested in distinguishing between different 
types of existence, one concerns oneself about ontology as 
a field of study. Being able to distinguish between various 
types of existence is valuable both in occupational life as 
well as in private life. There are different types of methods 
to acquire knowledge about the different types of existence. 
If one wants to know something about Santa Claus’s physi-
cal existence as an entity actually living at the North Pole, 
this would require one type of investigative method (e.g., 
look for traces of Santa on places where he is claimed to 
live), whereas wanting to know something about Santa as a 
collective representation in children’s minds would require 
a different type of investigative approach (e.g., interviews 
with children in order to gain knowledge about the charac-
teristics of this collective representation) (Dylan et al. 2017). 
Different ontologies as well as the different epistemologi-
cal approaches in each of the ontologies can provide valu-
able knowledge, but it is nevertheless two different types of 
knowledge that we acquire with different methods that yield 
different meanings.

If one wants to make AI systems find out something 
about a social phenomenon or to make a judgment or a 
decision about such a phenomenon, one should investigate 
which type of ontology the AI-system is employing and 
whether the AI-system’s investigative methods are suited 
for acquiring knowledge about the phenomenon. Since 
metaphysics and philosophy of science (i.e., ontology and 
epistemology) are difficult for most humans to understand, 
how can we make sure that AI-systems will be able to han-
dle these concepts and provide valid and reliable knowl-
edge about complex phenomena in the social world? In the 
same way as humans are prone to make mistakes about the 
ontology and corresponding epistemology they base their 
knowledge on, AI output could also easily become biased 

if AI—or a human, when programming or feeding data to 
the AI—chooses the ‘wrong’ ontology or the ‘wrong’ epis-
temology. An example of this is Google Flu Trends (GFT) 
(Lazer et al. 2014), an intelligent system which was devel-
oped to predict outbreaks and spread of Influenza. GFT 
was initially fed with the officially recorded prevalence 
of Influenza (the condition is identified by physicians and 
then registered in national health databases) and simulta-
neously fueled with data from the Google Search Engine 
(where people typically search for symptoms related to 
Influenza). Due to being calibrated to both the official 
records and people’s searches for symptoms, GFT could 
initially provide accurate predictions of the future out-
break and spread of Influenza. However, the accuracy of 
these initial predictions decreased; GFT began to predict 
a substantially higher rate of outbreak and spread of the 
condition than what was the actual outbreak and spread. 
This happened because GFT was not able to distinguish 
between people’s search activities when they unknowingly 
had a common cold and were concerned about their health 
without actually having Influenza, and their search activi-
ties when they did, in fact, have Influenza. Since search 
activities when people are concerned about their health are 
quite similar to the search activities carried out when they 
do in fact have the condition, it is not possible, neither for 
machines nor for humans, to make accurate predictions 
based on search activity alone, because ‘searching for Flu’ 
and ‘actual Flu’ are two different ontologies.

The particular and the general In addition to the exist-
ence of different types of methods for acquiring knowledge, 
it is also important to be clear about whether one wants to 
acquire knowledge about something that is specific, local 
and unique, or to acquire knowledge about something that 
is general, global and universal. The former is known as 
idiographic knowledge, whereas the latter is known as 
nomothetic knowledge (e.g., Robinson 2011; cfr Hurlburt 
and Knapp 2006). If one wants to acquire knowledge about 
a specific case one can conduct case-studies of the phenom-
enon or do in-depth interviews with the person in which 
the phenomenon resides, or even ask other people about 
the phenomenon that resides in that specific person. If we 
are interested in gaining knowledge about how one specific 
person describes the driving forces of his or her life—that 
person’s life-narrative—we will, of course, gain valuable 
knowledge about how this person understands his or her 
life and ascribes or interprets meaning into it. This type of 
investigative approaches—generally known to lead to idi-
ographic knowledge—would provide valuable insight into 
a specific, local and unique phenomenon, but it does not 
warrant the generalization of the phenomenon to also be 
present in other persons when we have actually not studied 
other persons—that is, other specific cases. To ensure sound 
reasoning when making inferences about individual cases 
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based on group statistics, the employment of System 2—
analytic thinking—is crucial.

On the other hand, if one wants to know something about 
whether a phenomenon—say, a personal trait, a preference, 
a taste, a tendency—is shared by many people, one should 
try to study the phenomenon broadly and make sure that the 
sample of the study consists of many people drawn from a 
larger population so that the sample is representative. If one 
is interested in knowing, for example, if pre-school chil-
dren prefer chocolate ice-cream over vanilla it is, of course, 
important to study a representative sample of pre-school 
children. One might find out that, in general, 60 percent of 
the girls prefer one flavor of ice-cream over the other and 
that boys are more concerned about eating an ice-cream 
and care less about whether it tastes chocolate or vanilla. 
This type of knowledge—generally known as nomothetic 
knowledge—would provide valuable insight into the distri-
bution of preferences in a larger group or a larger population, 
something that is important for many reasons, but it would 
not help with understanding whether a new and unknown 
member of that same population would share the same pref-
erence or exhibit the same tendency. The knowledge is valu-
able for understanding tendencies on group level but does 
not automatically help us know whether we should serve 
chocolate ice-cream or vanilla ice-cream when a colleague 
is accompanied by her daughter to our office.

Now, let us ask ourselves: how would an AI-system go 
about to understand the meaning of a social phenomenon 
that exists in living people—such as a person’s life-narra-
tive—and how would an AI-system go about to decide what 
it takes to ensure that a sample is representative of a larger 
population? Is it even possible that an AI-system would be 
able to relate to concepts such as idiographic and nomothetic 
knowledge? The only way to answer these questions is to 
study AI judgment, inference and behaviour in the same way 
as we have been studying human judgment, inference and 
behaviour.

Three modes of inference The questions posed in the 
previous paragraph is closely related to the act of making 
an inference. If one observes a specific phenomenon dur-
ing similar occasions and under identical circumstances, 
one may rightfully claim that the phenomenon will occur 
also on the next occasion, provided the circumstances are 
identical. The term for this type of inference is inductive 
reasoning (e.g., Anderson 1948; Bacon and Montagu 1857). 
After many observations of the same phenomenon we make 
a rule about the phenomenon: it will occur again if the cir-
cumstances are the same as in previous observations. A key 
term in the previous sentence was many. How many con-
secutive observations does it take to be convinced that the 
phenomenon will occur again the next time? The answer is 
that it depends on several things and that we can never be 
absolutely sure. Thus, probability is another key concept 

in inductive reasoning. In terms of meteorology, making a 
prediction that the gulf-stream—a part of the atlantic ocean 
current that brings warm water from the south to the north—
will still be present tomorrow morning is a straightforward 
prediction to the extent that the gulf stream is a stable phe-
nomenon. But in the case of non-stable phenomena or pos-
sible disruptions of stable phenomena, predictions are more 
difficult to make. Does the phenomenon currently seem to be 
somewhere on an upward trend? If so, we will often tend to 
extrapolate and predict that the ongoing trend will continue, 
although disruptions may occur and generate unforeseen sur-
prises. To search for missing evidence and to know when 
induction might fail is difficult. Think for example of stock 
traders acting as if the current trend will continue forever.

How would an AI-system go about to determine how 
many observations it would take to engage in inductive 
reasoning and make a valid inference about the continuous 
future occurrence of a current phenomenon? Even if humans 
are fallible in making inductive inferences, an AI-system 
does not have the same opportunity as humans to be aware 
of data that is outside of ‘reach’ or to seek advice on this, 
so how would it keep its reasoning on track? How would AI 
understand that a disruptive event that is not directly related 
to the data could render further induction invalid? It seems 
that one needs to look for phenomena ‘outside’ the dataset, 
and even to look at other societal contexts, in order to infer 
whether further induction is appropriate or if it should be 
abandoned.

On the other hand, if you draw a conclusion—that is, if 
you infer—on the basis of a set of premises that are given 
(albeit not necessarily true) and thus are obligated to adhere 
to these premises, you are conducting reasoning strictly 
within the domain of formal logic. This type of reasoning is 
known as deductive reasoning (Kneale 1945) and is different 
from inductive reasoning in that the premises do not need to 
be true in terms of corresponding to observations. Correct 
reasoning in this inference-mode follows from formal logic 
only, so it is entirely possible for AI-systems to adhere to 
this type of reasoning, given that the premises in the formal 
arguments are recognizable to the system. However, there 
are not many things in the social world of human affairs 
that fit easily into such a structure of formal logic. It is, of 
course, possible to code instances in the social world and fit 
them into the structure of formal logic, so that AI-systems 
may be able to help us to make valid inferences, particularly 
if there are many premises in a structure of argument. If so, 
AI-systems are much better than humans to process a large 
number of informational components. Thus, this reasoning 
mode probably represents the potential of traditional AI at 
its best, but it needs human coding of instances before the 
AI-processing and it needs human oversight of AI-output. 
It is questionable whether an AI-system that only processes 
its inferences in deduction-mode can be called intelligent.
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This difference between induction and deduction indi-
cates that there are more than one way to understand the 
concept of truth—or to decide what it takes to call some-
thing true. One definition of truth is that a claim about, or a 
description of, something is true if the claim or the descrip-
tion corresponds with the “something” such as it actually is 
in the real world. If we make a claim about an instance in 
the real world, for example, that a specific apple in a specific 
fruit bowl on a specific table is green, and can also observe 
that this specific apple is, in fact, green, then our claim or 
description is true. The essence of such a definition of truth 
is correspondence: if our claim corresponds with things as 
they actually are, then our claim is true. Thus, this definition 
is generally known as the correspondence principle of truth 
(e.g., Kirkham and Kirkham 1992). The correspondence 
principle is closely related to inductive reasoning in that it 
presupposes—or at least favors—observations of instances 
so that they can be compared to what is claimed about them.

For deductive reasoning, however, it makes less sense to 
talk in relation to truth-as-correspondence. Deductive rea-
soning does not relate to an “external” observable reality in 
the same way as inductive reasoning does, but rather to an 
“internal” relation between the premises of an argument—
that is, between the premises and the conclusion. Thus, 
deductive reasoning does not rely on empirical, observable 
data, in order to be valid; it concerns itself only about the 
internal consistency and coherence between the premises 
and the conclusion in an argument. This is known as the 
coherence theory of truth, or truth-as-coherence (Rescher 
1973). If the whole argument is consistently coherent inter-
nally—regardless of whether the premises are “correspond-
ence-true” or not—the argument is true in the sense that it 
is valid.

The value of the deductive inference mode and the coher-
ence theory of truth is that it helps us reason in a way that 
follows formal logic. If we adhere to these principles, we 
can trust our reasoning more than if we do not adhere to 
them. Even if we have separated inductive reasoning from 
deductive reasoning, and even if we have separated truth-
as-correspondence and truth-as-coherence, generating 
knowledge about the social world will more often than not 
employ both inductive and deductive reasoning. This pro-
cess is generally known as the hypothetico deductive method 
(e.g., Popper 1972), first proposed by Christiaan Huygens 
in the 17th century,10 in which one adheres to the princi-
ples of formal logic—to ensure consistency, coherence and 
sound reasoning—while at the same time observe whether 
the premises in the arguments, in fact, correspond with the 
same instances as they are observable or manifest in the 

external (social) world. Although science progresses more in 
the sense of shifting from ‘old’ to new paradigms when new 
evidence suggests that older paradigms must be discarded 
(Kuhn 1962) than by continuous Popperian falsification, 
many types of empirical research are carried out by means 
of the hypothetico deductive method.

One could claim that modern AI-systems have adopted 
more the correspondence-principle of truth, employing more 
an inductive reasoning where their training data comprises 
the many observations about the problem at hand. Reinforce-
ment-style of AI would constantly add more observations 
of true or false instances of the problem. However, AI-sys-
tems are programs, and as such employ formal logic in their 
code through the programming languages and algorithms, 
and more recently also through the mathematical theories 
behind. Thus we would say that AI, more than other tradi-
tional IT-systems which are only logic-based and deductive, 
combine the two truth-principles, and maybe adhere more 
to the Popperian approach than other systems. However, we 
feel that this combination has not been sufficiently recog-
nized nor harnessed. We would thus propose more work in 
this direction, combined with understandings coming from 
the social sciences, e.g., on the lines drawn by the EPSRC 
Project ‘Human-Like Computing’ and aiming at offering AI 
systems abductive-reasoning abilities.

Abductive reasoning Many instances in the social world, 
however, do not lend themselves easily to observation as 
such. Think for example about the simple concepts of love, 
hate, or friendship. In order to solve the “problem” of unob-
servable instances, we usually operationalize them. Instead 
of observing love as such, we can instead look at cognitive 
or behavioral operationalizations of love: what do people 
think or say about the ones they love and how do people 
behave towards the ones they love? Thus, we can “observe” 
constructed concepts by observing the manifest operation-
alizations of the concepts.

Another way to solve the “problem” of non-observable 
or non-determinable instances in the social world is to 
employ rhetorics—that is, to determine the power or the 
reasonableness of arguments as they manifest in language. 
Since not all instances in the social world fit into the struc-
ture of formal logic (deductive reasoning) and since not all 
instances are readily observable (inductive reasoning) we 
are dependent on language to solve potential “problems” 
between people. The field of rhetorics acknowledges this 
“shortcoming” when it claims that formal-logical arguments 
are not always employable, whereas rhetorical arguments are 
more often employable. In rhetorics, formal-logical argu-
ments (deductive reasoning) are known as syllogisms (e.g., 
Smiley 1973), whereas rhetorical arguments are known as 
enthymemes (Jackson and Jacobs 1980). Contrary to a syl-
logism, which is either true or false—and also “rare” in the 
real world of ‘practical’ problems—enthymemes are not true 

10  https​://www.brita​nnica​.com/scien​ce/hypot​hetic​o-deduc​tive-metho​
d.

https://www.britannica.com/science/hypothetico-deductive-method
https://www.britannica.com/science/hypothetico-deductive-method
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or false as such, but are instead more or less convincing as 
arguments. Since an enthymeme is an argument that does not 
have the consistency and coherence of strict formal logic, 
and thus cannot be determined as true or false, it is instead 
important to generate arguments that are as convincing as 
possible. Since we are not always able to collect evidence 
of or verify, all the components (premises) in an argument, 
we need instead to “make up for” the discrepancy by making 
the best arguments that we can in the situation.

In the domain of inferences (deductive reasoning and 
inductive reasoning) this type of enthymatic arguments (as 
they are labeled in rhetorics) are related to abductive reason-
ing—that is, abductive reasoning (Walton 2014) is a “do-
your-best” type of inference that is employed when we find 
ourselves in a situation where we need to handle “syllogisms 
where one or more premises are missing”. In fact, most situ-
ations in the real world are like this.

Again, a question arises: How would AI solve formal-
logically “wicked” real-life-problems and make up for miss-
ing premises in incomplete arguments? Would AI learn how 
to “make up for” missing premises in arguments and mimic 
the human way—even if not always successful—of “doing-
its-best” by employing the rhetorical devices of abductive 
reasoning? Would future AI ‘transcend’ its ‘traditional’ for-
mal-logic ‘way of life’ and enter into the domain of human-
like reasoning when it infers and subsequently exhibits its 
behaviour?

5 � Conclusion

Even if humans and machines are fundamentally different 
entities, they are nevertheless similar in one aspect: Both 
make judgments and inferences that support individual and 
institutional decisions and both take part in decision making. 
These decisions have consequences for individual humans as 
well as for society. It is, therefore, necessary to understand 
not only human inferences and human behaviour but also 
Artificial Inferences and Artificial Intelligent Behaviour, so 
that we can verify the reliability, validity and accountability 
of the judgments and the decisions that artificial intelligent 
systems make. In this context, it is necessary to mobilize 
a comprehensive, unified and multidisciplinary research 
agenda that includes the breadth of academic disciplines 
such as natural sciences and technology, humanities and lib-
eral arts, and social sciences. One should not be content with 
developing artificial intelligent systems, focusing merely on 
the functionality of the systems. Neither should theoretical 
analysis be carried out detached from those who develop 
the intelligent systems. Instead, these two academic disci-
plines should collaborate and they should let themselves be 
inspired by the methods used in the cognitive sciences and 
the behavioural sciences to start studying artificial inference 

and artificial intelligent behaviour. Systematic empirical 
studies of artificial intelligent inference and behaviour are 
necessary to identify and obtain knowledge of AI’s actual 
inference and behaviour (AI’s judgments and decisions), as 
a means of obtaining accountability—or at least to iden-
tify the current state of accountability—in corporate and 
government decision making. Moreover, empirical studies 
of AI’s ability to adhere to the specific context it operates 
within would be of great importance; formally correct rea-
soning (and judgment) in one context (e.g., screening for 
diseases) would not necessarily be acceptable in a different 
context (e.g., rejecting job-applicants) Without such a uni-
fied approach, McLuhan’s and Postman’s analyses of media 
and technology as autonomous extensions of man, could 
soon be applied on artificial intelligence, as an equivalent 
autonomous extension of man and society—beyond over-
sight, control, accountability, and audit.

The agenda is, however, open as we need first to under-
stand how proven methods of studying human judgment, 
behaviour and inference can be adapted and used on AI. 
This has not been done before (only formal methods from 
computer science are currently being tried out) and thus it 
represents a novel approach to unravel AI-opacity in the 
endeavour to provide transparency and accountability. In 
this joint enterprise, the key to disclosing the link between 
AI-inference and AI-behaviour is to employ the philosophi-
cal foundations of reasoning on the study of AI-behaviour 
in specific contexts that have specific purposes and lead to 
specific outcomes.
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