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Abstract. Accurate and efficient vectorization of line draw- method and to help select, improve, and even design new
ings is essential for any higher level processing in documenmethods to be applied in further systems intended for some
analysis and recognition systems. In spite of the prevalencepecific application strongly requires the establishment of
of vectorization and line detection methods, no standard foobjective evaluation protocols, matching methods, and a re-
their performance evaluation protocol exists. We propose &ulting performance evaluation methodology.
protocol for evaluating both straight and circular line ex- Performance evaluation is a very new research topic in
traction to help compare, select, improve, and even desigthe field of computer vision and image processing in general.
line detection algorithms to be incorporated into line draw- Performance evaluation has been recognized as an important
ing recognition and understanding systems. The protocol infactor in advancing the research in this field. Most work to
volves both positive and negative sets of indices, at pixeldate has been carried out to evaluate performance of thinning
and vector levels. Time efficiency is also included in the algorithms. Haralick (1992) was the first to propose a general
protocol. The protocol may be extended to handle lines ofapproach for performance evaluation of image analysis, with
any shape as well as other classes of graphic objects. thinning taken as a case in point. Evaluation and comparison
Key words: Performance evaluation — Vector detection qual—Of thinning algorithms have also been performed by Lee et
ity — Vecto-rization - Line detection — Graphics recognition al. (1991), Lam and S_uen (1993), Jaisimha et al. (1993)’ and
- 'Sparse pixel vectorization algorithm — Machine drawing Cordella and Marcelli (1996).'Some of these evgluathn and
understanding system comparison works were ca_rrl_ed out from the viewpoint pf
OCR, while the work of Jaisimha et al. (1993) is domain
independent. Although thinning may also be employed as
preprocessing of line detection, the latter has different char-
acteristics and therefore requires different evaluation proto-
1 Introduction col. However, performance evaluation of vectorization and
line detection has been reported only recently by Kong et

Vectorization and other line detection techniques have beedl- (1996) and Hori and Doermann (1996).

developed to convert images of line drawings in various do- ~ Kong et al. (1996) have developed a protocol and a sys-
mains from pixels to vector form (e.g., Kasturi et al. 1990; tem for systematically evaluating the performance of line
Nagasamy and Langrana 1990; Filipski and Flandrena 1992§etection algorithms, mainly for dashed-line detection algo-
and a number of methods and systems have been proposéa']ms. They define the Overlap_crltel’la of the match between
and implemented (e.g., Boatto et al. 1992; Vaxiviere and@ ground truth and a detected linc based on the angle and the
Tombre 1992; Dori et al. 1993; Dori 1995). However, the distance between them, and the partial overlap is also con-
performance of these methods and systems is known at bestdered. The protocol includes several important evaluation
only from the reports of their developers, based on their@spects, such as endpoint detection and line style (pattern)
own perceptual, subjective, and qualitative human visiondetection. Although the evaluation aspects are selected pri-
evaluation. Objective evaluations and quantitative compararily for dashed lines, they are suitable for any line style
isons among the different line detection algorithms are notPattern). Both the detection rate and the false alarm rate
available. This is due to the lack of protocols that provide (Misdetection rate) are used in the evaluation, yielding pos-
for quantitative measurements of their interesting metrics, dtive and negative evaluation, respectively. The geometry
sound methodology acquiring appropriate ground truth datafatching criteria are rather arbitrary and rigid, for example,
and adequate methods for matching the ground truth datfhe angle should be less thaf @nd the distance between
with the data describing the detected lines. To fully compre-two lines less than 5 pixels. The protocol also excludes the

hend and reliably compare the performance of line detectiorvaluation of line width detection as well as detected line
fragmentation and combination. Rather, they consider line
Correspondence taD. Dori



fragmentation and combination as being simply wrong, and
only the best match with the maximum overlap is chosen.
Hori and Doermann (1996) present a methodology for medial axis
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measuring the performance of algorithms for application- _ e o
specific raster-to-vector conversion (also referred to as vec "= . AR S
torization). They provide a set of basic metrics (evaluation %" cap radius = /2 endpoint2~ e cap radius = 12

contents) which is specifically geared to vectorization of me-, b

chanical engineering drawings but may be used in all appli-_. . ) . .
. ) . . Fig. 1. aThe ideal oval d by a barThe ideal

cations. Using CAD representation, they specify the output 9. % @ The ideal oval area ocelipied by a barihe ideal arc iImage

(line) feature set to include the endpoints, the line thickness

(width), and line type (pattern, which may be dashed, dotjse recovery arc segmentation algorithm, and dashed line
ted, or solid) as well as a number of further feature pointSqetection algorithm with the machine drawing understand-
such as T junctions, crossing points, and corner points. Theifyg system (MDUS) are presented. We compare and discuss
point matching threshold is set as half the line width plus anthe evaluation results between this protocol and those of
allowable margin error. This threshold is adaptive and suitscong et al. (1996) and Hori and Doermann (1996). The
any-line Wldth Another rational metric |S the Welghted to- proposed prOtOCOI may also be extended to cover the per-
tal line matching value, which is the weighted sum of eachformance evaluation of text segmentation and other graphic
line’s matching value (1 for match, 0 for mismatch) with gpject recognition algorithms.

the line lengths being the weights. Hori and Doermann's "y sect.2 we first present and discuss the objectives,
performance evaluation protocol has also a number of disgharacteristics, and expected outputs of vectorization and
advantages. First, it makes no distinction between detectiofjne detection algorithms. The performance evaluation con-
rate and false alarm rate. Second, the metrics for line evalents is determined and defined accordingly. Section 3 pre-
uation are given in several nonuniform units. It uses lengthsents our matching methods for a pair of ground truth line
ratio, deviation, and count ratio to evaluate the line lengthang its corresponding detected line. In Sect. 4 we propose the
detection, line location detection, and line quantity detec-general protocol for vectorization performance evaluation,
tion, respectively. The evaluation of feature points is alsOwhich combines a set of indices for both detection and false
given in four distinct forms: endpoints, T junctions, crossing ajarms at the pixel and vector levels. Section 5 describes
points, and corner points. There is lack of an overall evaluathe experiments using the protocol in the performance eval-
tion metric which provides an overall combined performanceyation of our sparse pixel vectorization algorithm, stepwise
evaluation of the algorithm under consideration. Third, therecovery arc segmentation algorithm, and the dashed line
location deviation metrics are not normalized with respect togetection algorithm in the MDUS that we developed, and
the line widths; rather, the protocol uses absolute Euclideaompares the experimental results of the proposed protocol
distances. Finally, as in Kong et al.’s protocol, this protocol wth those of protocols proposed by Kong et al. (1996) and

also neglects the evaluation of line width detection, detectionyqrj and Doermann (1996). Discussion and summary appear
fragmentation, and detection combination. in Sect. 6.

The problem of evaluating arcs and higher order curves
has not been addressed. Kadonaga and Abe (1996) compare
the methods for detecting corner points from digital curves.o performance contents of vectorization
This may be related to curve detection, but their scheme ign line detection
aimed at evaluating the detection of feature points rather than

curves. The performance evaluation protocol of the detectioRectorization and line detection processes yield vector form
of arcs and higher order curves should include other criticalines from the pixel-based drawing image. We refer to vec-

factors. o torization specifically as the process which is responsible
Time efficiency is an important factor of the performance oy for converting the image to raw fragment vectors (bars
of the vectorization and line detection algorithms, especially;,q polylines) and to line detection as the process which

in industrial applications, where large drawing images muslje|gs fine lines (with specific and accurate shapes and
be processed in reasonable time to make the system practic 'tyles) from the raw fragmentary vectors.

However, time performance is seldom evaluated. Only Lee ~ A yector represents a bar which has, in addition to the

at el. (1991) have compared the time efficiency of thinningyyq endpoints, a specified line width, an associated line style,

algorithms. o _ and the round cap end style. Figure 1 shows examples of the
We propose here an objective and comprehensive protogrea occupied by the image of a solid straight line segment

col for performance evaluation of vectorization and line de- 54 a solid circular arc. We define the following terms that
tection algorithms which includes a reasonable line matching; e ;sed throughout the paper:

definition and its measurement degree (vector detection qual-

ity), a number of evaluation criteria, and a set of single and — Bar: a solid straight line segment with nonzero width
combined performance evaluation indices at both the pixel which occupies a (possibly slanted) black pixel area in
and vector levels. Both the detection and false alarm rates are the drawing image. The ideal area is an oval consisting
considered. It is designed for straight lines as well as circu-  of a rectangle and two semicircles, as shown in Fig. 1a,
lar arcs of any style. Time efficiency is also included in this  as if displayed using the round cap endpoint style.
protocol. Experiments using this protocol in the performance — Arc: a solid circular line segment with nonzero width
evaluation of our sparse pixel vectorization algorithm, step-  which occupies a (possibly closed) black pixel area in
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the drawing. The ideal endpoints are also round cappedgvaluation the ground truth is the original raster image on

as shown in Fig. 1b. which the detection algorithms operate. To evaluate the pro-
— Polyline: a chain of two or more equal width bars linked cessing capability (robustness) of image analysis algorithms
end to end. on real-life, noisy images, image degradation models have

— Line: a generalization of bar, arc, and polyline to re- been proposed by Kanungo et al. (1993) and used by Har-
fer any vector, whose style may be solid, dashed, dashalick (1992) and Hori and Doermann (1996). The ground
dotted, or dash-dot-dotted, among others. truth image is the original clear image, and the actual input

— Line detection algorithm: an algorithm that operates onimage is the degraded image.
raster image to detect lines. It is a generalization of vec-  For vector-level evaluation the ground truth is a set of
torization which yields bars and polylines, arc segmen-lines whose attributes are known in advance and are more
tation, which yields arcs, and detection of other classedlifficult to obtain. For real applications vector ground truth

of lines. is usually not available. For experimental evaluations vector
— Basic line detection phase: the first phase of a line deground truth can be obtained by either manually measuring
tection algorithm. the image or automatically generating and using them to

— Postprocessing phase: the second phase of a line detecenstruct (with the optional degradation) the input image
tion algorithm, in which line fragments are manipulated for the evaluation test.
to refine the output. The matching problem at the pixel level can be solved

We expect the vectorized results to preserve to the qrea simply by considering the pixel coordinates since the ground
P . - P ; 9 ruth pixels and the detected pixels are stored in the identical
est extent possible the original shape of all the lines in th

image. To avoid cumulative errors and evaluate each ma'g(rjata structures.
g¢. J The matching problem at the vector level is more com-

phase separately, the shape preservation is evaluated with r licated because a detected vector may have location offset,

spect to the results of basic line dete_zctlon phase rather thaa different line style, and even a different geometry shape
on the final output after postprocessing phase.

We expected line detection algorithms to yield fine Iinesthan its ground truth. Moreover, there may be no counter-
P 9 y art to either a ground truth or a detected line at all. The

that are as accurate as possible. The attributes of a line in tk{r)%atching definition of Kong et al. (1996) is based on the

drawing include style, width, endpoints anq, fqr an arc, aISOangle, distance, and relative overlap between the two lines.
center. The detection accuracy of each line is reflected b

. . . X ; his may yield a false matching result. For example, con-
the detection quality of its attributes. The evaluation shouldSider two equal, very long straight lines that intersect at their

consider the detected values of these attributes. Two add||;niddle points at a 3angle. The distances between the two

32?: (ltifgr?t?rr;g?nﬁeer(]:tta:ir; “?g d?gzcggper?tcfgrxﬁéhogegzﬂe airs of corresponding endpoin.ts of such two lines may be

truth line is detected as' sé\}éral line fragments. Fragment arge. Neverthel:_ass, thes_e_ two Il_nes are erroneou_sly matched

tion occurs not only in the detection of dashed style IinesaLISIng the mat(_:hlng defln_ltlon. L'keW'Sef a short line cannot
match a long line according to the relative overlap criterion.

:Jhuet ggcé clgotr??:odnestgl(i:g;trilogf isglIdtrilgeeskt;-rnetgt\/r\]lﬁirCLaij‘; (')SrHori and Doermann (1996) use endpoint matching in their
s line matching definition. This criterion is suitable only for

more ground truth lines are linked and detected as one IlneStraight lines and not for circular arcs and curves.

This case occurs in situations where the endpoints of two Our protocol defines the matching of a pair of lines based

collinear lines of (usually slightly).different widths are too n both the area overlap and the endpoint matching between
qlose to be separated by the algorithm, or where two parallef em. The area occupied by a bar is determined by its end-
lines are too close to each other. These two factors shoul oints and width; therefore the area overlap between two

also he inCIUded. in the evaluatio\orector_detection quality bars can be calculated by their endpoints and width alone.
IS a metric that' Incorporates the detectlon' of the line’s b.a'For curves we require that the matched lines both overlap
sic attributes with the detection fragmentation and detectior), - o matching endpoints. We do not limit the match-

Conlf?r:ledsa:;?\gfgﬁgrr?feature oints are used as the evaluat ing definition to lines of the same geometric shape. Lines
o P : ; : ith different shapes may also be matched, and the match-
entities in our protocol. Feature points detection may be im-

) o ing degree (vector detection quality) is calculated with shape
portant in specific tas."S' such as OCR. Hovyever, fea.t.ur‘?nisdetection evaluation included. This option is needed be-
points alone _do not d|_rectly reflect the de_tectlon C""pab'“tycause for example, short arcs with a small open angle may
of line detection algorithms. At any rate, important feature be rea{sonably misoietected as bars

points are included directly in the line detection evaluation Based on the above matching definition, we can calcu-
protocol since they are also at;r_lbutes of the lines. For ®Xlate the overlapping segment of a detected 'Iine and its cor-
ample, the feature points specified by Hori and Doermanr}esponding ground truth line. Figures. 2 and 3 illustrate the

(1996).are .the endpoints, corners and.T Junctions. CornerFnatching definition and the calculation of the overlapping
and T junctions are also endpoints of lines. segment

For bars, consider a pair of a detected litd &nd a
corresponding ground truth ling)( Let ¢ = kN g denote the
line segment of that overlapgy, i.e., ¢ is the intersection
Ground truth is the original data, which is the basis for com-of £ and g. The method of calculating is presented and
parison with the detection results. This is the essence of peiillustrated in Fig. 2. A ground truth line and a detected line
formance evaluation. For the pixel-level shape-preservatiorre defined to be overlapping if each one of at least two out

3 Matching ground truth to detected output
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Fig. 2. lllustration of calculating the intersection part of
two overlapping lines

Fig. 3a,b.lllustration of the matching of arca.Two arcs.

b An arc and a bar

of the four endpoints of the two lines lies inside the imagevector attributes (such as style, width, and endpoints) are
area of the other line, as shown in Fig. 2. A point lying inside easier to compare at vector level. The line detection accu-
the occupied area of a line also means that the distance ohcy (vector detection quality) therefore lies in the accuracy
the point to the line is less than half the line width. This of vector-level attributes.

definition gives rise to the following three cases: The performance of detection and recognition algorithms
: . is usually reflected by two rates: true positive and false pos-
— Ground truth line overlap: both endpoints of the ground itive (Na)I/wa 1993). T}ée true positive rgte is the rate of p%s—

truth line lie inside the detected line's area. itive responses in the presence of instances of the feature,

h [_De;ecfted line averlap: both _entflpomts of the detected IIr]eand in our case the detection (recognition) rate, which is the
lie inside the ground truth line’s area.

_ Partial overlanoing: exactly one endpoint of the roundratio of the number of correctly detected lines to the total
| overlapping: y . p 9 number of ground truth lines. The false positive rate is the
truth line lies inside the detected line’'s area and exactl

one endooint of the detected line lies inside the rouny ate of positive responses in the absence of the feature, and
truth IineF’)s area 9 n our case is the false alarm (misdetection) rate, which is

the ratio of the number of those detected lines that have no
The overlapping segment is a virtual line whose end-matched ground truth lines to the total number of detected
points are the two endpoints lying inside the area of theelements. These two rates are used together because we wish
matching line, which are called touching points. The over-to increase the detection rate while decreasing the false alarm
lapping segment is evaluated, and the evaluation is part ofate. The detection rate increase is often accompanied by the
the ground truth line and the detected line. The distance#ncrease in the false alarm rate while adjusting the parame-
from these two touching points to the matching line are de-ters within an algorithm. A tradeoff must be made between
notedd; andd,. them. Therefore some single index combining the detection
The matching of arcs (two arcs, or an arc and a bar) igate and the false alarm rate may be useful as an overall and
similar to that of straight lines, except that the overlap dis-parameter that is independent performance indicator.
tance @overiap) is added to the criteria. The overlap distance, ~ Our protocol combines the measurement of two perfor-
as shown in Fig. 3, is defined as the Hausdorf distance: thehance attributes of line detection algorithms. One is rate and
maximum of all minimum distances between the points onthe other is level. The two values of the rate attribute are
the detected line (arc) and the ground truth line (arc) in thedetection rate p) and false alarm rater). The two level
overlap area, including; andd,. Such matching requires attribute values are pixep) and vector ¢). The cartesian
that the overlap distance be less than half the ground trutiproduct of the two rate values with the two level values
line width. This criterion can be extended to the matchingyields four performance indices, which are listed in Table 1
of polylines, which may be either the ground truth line or and defined below.
the detected line, or both.

) ] 4.1 Pixel level performance indices
4 Indices of performance evaluation

Customary current performance evaluation methods of com—PIXeI detection rate

puter vision, image processing, document image analysis, _ )

and recognition systems are based on perceptive measuring€t £y b€ the set of all the black pixels in the ground truth
i.e., relying on human vision. The results are subjective and"'a9€, i-e., the original image to be vectorized; Igf(k)
qualitative. Different people may give different evaluations. P& the set of pixels belonging to the ground truth lire

In order to supply objective and quantitative measurement@d |t Py be the set of all the black pixels detected by
which are comparable, quantitative indices should be pro_the segmentation. The detection rate of the ground truth line

vided along with the evaluation protocol. k,d(k), is defined in Eq. 1:
According to the performance evaluation criteria de- PN P
. . . . R — | g( )ﬂ d|
fined in Sect.2, we define performance evaluation indicesi(k) = \Po(R)| (1)
g

to measure each criterion. The shape comparison of com-

plex graphic objects is easier in pixel form than in vector Obviously, 0 < d(k) < 1, because the nominator on the
form. Therefore the shape-preservation capability is a pixel+ight side of Eq. 1 ranges from O {&,(k)|. The total pixel
level performance attribute of line detection algorithms. Thedetection rateD,,, is a weighted sum of(k):
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Fig. 5a,b. Synthetic drawing B (40& 300 pixels.a Synthetic imageb Vectors

Table 1. The vectorization evaluation processes and the resulting performance indices

Evaluation subprocess Level Detection raf®) ( False alarm rate{) Perfomance index

Shape preservation Pixel Pixel detection Pixel false alarm Pixel recovery index
evaluation ) rate (Dp) rate () (PRI)
Vector detection Vector  Vector detection Vector false alarm Vector recovery index
quality evaluation 4) rate (Dy) rate (%) (VRI)
Dy =" d(k)yw,(k) (2)  where, as withw,(k), wa(k) is the weight of the detected
kev, line k. If the detected lines do not overlap each other in the
. . . . image, then:
whereV, is the set of lines in the ground truth image, and
w, (k) is the weight of a ground truth link, which is relative walk) = | Pa(k)| ®)

to its size (number of pixels). If no ground truth line in the | Py

drawing overlaps any other ground truth line, or if such . .
overlap can be neglected, the weight of a ground truth Iineand Va is the. set of lines detectgd from the_ gro.und truth
% can be defined as in Eq. 3: image. Substituting Egs. 6 and 8 into Eq. 7 yields:

1
wy(k) = |1|D§§qk)| @ 7 p kgd | Pa(k) = Pa(k) 0 | ©)
Substituting Egs. 1 and 3 into Eq. 2 yields: Again, since lines usually overlap in part, the total pixel
1 false alarm rate is calculated directl_y f_ro_m the whole set of
D, = 7 Z | P, (k)P () detected pixels rather than through individual detected lines:
91 kev, _ . |PgN Pyl (10)
Note that the sum ofv, (k) over all k in V, is usually P | Pal

larger than 1, because the lines in an image often interseqysing the pixel detection rate and pixel false alarm rate, the
each other, and their images therefore partially overlap, andympined pixel recovery index is defined as:
the overlapping areas are counted more than once. To over-

come this problem the total pixel detection rdbg is cal- PRI =aD,+(1—a)(1- F)) (11)
culated directly from the whole set of detected pixels rathe
than considering the individual ground truth lines, as fol-
lows:

- |PgﬂPd|
Py

'Where 0< a < 1 is the relative importance of the detection
and 1— « the relative importance of the false alarm.

D, 5)

4.2 Vector level performance indices

Vector detection quality measures the matching accuracy be-
Pixel false alarm rate tween a ground truth line and the corresponding detected line
in terms of the line’s attributes. We first define vector detec-

The pixel false alarm rate of the detected line k is definedtion quality for the overlapping segment of a detected line

as: and its corresponding ground truth line. The vector detection
Pa(k) — Py(k) O P,| rate and the vector false alarm rate are on this basis.
flk) = d d g (6) Consider a matched pair of a detected linend a corre-
| Pa(k)| sponding ground truth ling, and their overlapping segment

where P,(k) is the set of pixels of the detected like Sim- € which are illustrated in Figs. 2 and 3. The distances from
ilarly, the total pixel false alarm rate is a weighted sum of the two touching endpoints to the matching lig(c) and

Fk): dy(c), and the overlap distanag,,..., are measured rela-
tive to the ground truth line width. For ground truth lines
F,= Z f(E)wq(k) (7)  whose width is an even number of pixets(c) (i = 1,2) is

Kev, taken as zero when their calculated value is 1 pixel, because
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either one of the two pixels in the middle of the width can qualities of the overlapping segments between the ground
be considered correct. truth line and each of its detected lines. The second element

The vector detection quality(],(c)] of the overlapping is the fragmentation qualityl]s,(g)], which indicates how
segmentc is the weighted product of the following five fragmented the detected line is with respect to the ground
quality factors: endpoints qualityy,:(c); overlap distance truth line. Denote byD(g) the set of the detected lines that
quality Q,4(c); line width quality,Q.,(¢); line style quality,  (fully or partially) overlap ground truth ling. Let k£ be an
Qs:(c); and line shape qualityQ,,(c). These are defined element ofD(g) and leti(v) be the length of any line. The
below. For the sake of simplicity the weights in the product basic quality of ground truth ling is defined as:

are taken to be equal. Thus the total vector detection quality
is the geometric mean of the five quality factors: Qu(g) = 2ren(p(Quk N gk N 9) (18)
et max((9), >_repg) Lk N 9))
Qpilc) = e e 12 where & N g) is the overlapping segment &f and g, and
__overtap(© I(k N g) is its length.Q¢.(g) is defined in Eq.19 as the
Qoalc) = e i (13) average of the squared overlapping segment lengths, such
L IWm-W()] that the more equally broken the segments are, the smaller
Qul)=e” W© (14) s the fragmentation quality:
— —|Style(k)—Style(g)|
Qst(d) =e (15) - \/zkeD(g) I(k N g)2 .
Qun(c) = e~ I1Shape(®V)=Shape(o) (16) TS e kN g)
Qu(0) = [Qpt(©)Q0a()Qu(A)Qst(c)Qsn ()] Y® (17)  The total vector detection quality gfis defined as:
whered;(c) (: = 1,2) are the distances from the two end- Qu(9) = @u(9)Qy+(9) (20)

points of segment to g; doveriap IS the overlap distance, as Note that if|D(g)| =1 andk N g = g thenQ;,.(g) = 1, and
shown in Figs. 2 and 3. They reflect the discrepancy betweeq), (¢) = Qy(g) = Q. (k N g).
the locations of the ground truth line and the detected line.  The image vector detection rate is the length-weighted

W(g) is the line width ofg, and W (k) is the line width of  sum of the vector detection qualities of all ground truth lines
k. The reason for dividing the distances by the width of thein the entire image:

ground truth line in Eq.12 and 13 is that the accuracy of
location detection is related to the line width: a thick line  _ 2 gev, @u(9)i(9) 21)
allows greater location detection error in pixel units than a~ * > ke, 1(9)
thin line. The width quality factor in Eq. 14 is also measured
by the width difference relative to the width of the ground
truth. Style(l) is the value of the line style of, which is  Vector false alarm rate
assigned the value of 1 for solid, 2 for dashed, 3 for dash-
dotted, and 4 for dash-dot-dotteShape(l) is the value of ~ The vector detection quality of a detected line is defined in
the line shape of, which is set to 1 for straight, 2 for circu- & way similar to the way in whicly, (g) is defined. Several
lar, and 3 for polyline. The values &ftyle(l) and Shape(l) ~ 9round truth lines may overlap, which means that er-
may also be extended to include other styles and shapes ii®neously links two or more distinct ground truth lines. To
the future. account for this type of false linking we use the fragmen-

For arcs the detection accuracy of the center and théation quality measure as follows. Suppdsér) is the set
radius may also be included; since these attributes are relate?f the ground truth lines that (fully or partially) overladp
to overlap distance quality, it is not included in our protocol. then:

Equations 12-17 can be used for any pair of detected \/Z 1k N g)?
line and ground truth line because the vector detection qual; _ 9eG(K) g

Qf’r(k) -
deG(k) I(kg)

ity Q. (c) quickly vanishes as the location offset between the
two lines increases, or the differences of other attributes in- . .

before,k N g is the overlapping vector segment/ofind
andi(k N g) is its length.

crease. Hencé),(c) reflects the extent to which a detected As
The basic quality ok, Q(k), is the length-weighted sum

line matches a ground truth. However, for this to be useful’:
one must know the ground truth vector data, which are nor- ) " .

f the vector detection qualities of the overlapping segments
etween detected link and each of its ground truth lines:

(22)

mally not available for hand-made drawings unless they ar
measured manually. For synthetic or CAD-produced draw-

ings the line attributes can be known in advance. > gecm(Quk N g)l(k N g))
Quk) = o i (23)
U(R), > gecu (kN g))
Vector detection rate The total vector detection quality of detected lines defined
as:
Since a single ground truth line may be detected as sever
ge 9 4 (k) = Qu(R) Q1. (B) (24)

lines, its vector detection quality is defined in terms of two
elements. The first element is the line’s basic quality(p)], The false alarm factoF;, (k) of the detected liné is defined
which is the length-weighted sum of the vector detectionin terms of its vector detection quality in Eq. 25:
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Table 2. Examples of performance evaluation of a single bar detection

Detection case | Good Short Long Skew Narrow_|Style error Errors Fragmentary Merged
Ground truth — ——
image
Detection (10,21)- | (30,20)- | (5,20)- | (10,17)- | Width=6 | Dashed | (30,17)-(95,23) | (10,20)-(35,20),] (10,20),
discrepancy [ (90,21) | (70,20) | (95,20) | (90,23) w=06 (50,20)-(90,20) |  (90,20)
Gray display of [r— [—
the detection
D,—Eq. (5) 0.87 0.53 1 0.80 0.74 1 0.51 0.89 1
F,—Eg. (10) 0.13 0 0.10 0.21 0 0 0.16 0 0.11
PRI—Eg. (11) 0.87 0.77 0.95 0.79 0.87 1 0.68 0.95 0.95
Ov(c)—Eq. (17) 1 1 1 0.74 0.95 0.82 0.70 1 | 1 1 1
On(g)—Eq. (18) 1 0.5 1 0.74 0.95 0.82 0.53 0.81 1 1
0(g—Eq(9] 1 1 1 1 1 1 1 0.73 1|1
Ov(g)—Eq. (20) 1 0.5 1 0.74 0.95 0.82 0.53 0.59 1 1
D—Eq. (21) 1 0.5 1 0.74 0.95 0.82 0.53 0.59 1
F,—Eq. (26) 0 0 0.11 0.26 0.05 0.18 0.35 0 0.41
VRI—Eq. (27) 1 0.75 0.94 0.74 0.95 0.82 0.59 0.80 0.71
CDI—Eq. (28) | 0.94 0.76 0.95 0.77 0.91 0.91 0.64 0.88 0.83
Kong: match 1 0 1 0 1 1 0 0 0
Hori: count ratio 1 1 1 1 1 1 1 2 0.5
Hori: length ratio 1 0.5 1.13 1 1 1 0.81 0.81 1.23
Hori: deviation 1 0 0 6 0 0 6 0 0
Table 3. Examples of performance evaluation of a single arc detection
Detection case |Center offset|Center offset| Radius error| Good Center shift Small Big Shape error
Ground truth - - - - -~
=10 10 10
Detection Full circle | Full circle | Full circle | Arc ¢(50,51) | Arc¢(53,50) | Arc¢(50,40) | Arcc(50,58) Bar
discrepancy ¢(52,50) c(54,50) ¢(51,50) r=40 r=40 r=32 r=70 (30,12)-
=40 =40 r=39 (30,16)-  |(33,15)-(73,15) (34,12)-  |(15,19)-(85,19) (70,12)
(70,16) (66,12)
Gray display of | % o S = P, e
the detection {;3
D,—Eq. (5) 0.84 0.86 0.88 0.85 0.66 0.89 0.79
F,—Eq. (10) 0.18 0.31 0.11 0.12 0.15 0.20 0.46 0.18
PRI—Egq. (11) 0.84 0.69 0.88 0.88 0.85 0.73 0.73 0.81
Ov(c)—Eq. (17| 0.82 0.67 0.82 1.0 0.86 0.90 0.90 0.52
On(g)—Eq. (18)]  0.82 0.67 0.82 0.98 0.78 0.67 0.88 0.47
0r(g)—Eq.(19) 1 1 1 1 1 1 1 1
Ov(g)—Eq. (20)]  0.82 0.67 0.82 0.98 0.78 0.67 0.88 0.47
D,—Eq. (21) 0.82 0.67 0.82 0.98 0.78 0.67 0.88 0.47
F—Eq. (26) 0.18 0.33 0.16 0.02 0.22 0.15 0.49 0.50
VRI—Eq. 27) 0.82 0.67 0.83 0.98 0.78 0.76 0.70 0.48
CDI—Eq. (28) 0.83 0.68 0.86 0.93 0.85 0.75 0.72 0.65
Fy,(k)=1—Q,(k) (25) alarm, as used in the experiments in this paper. However,

they may be set at other values in the performance evaluation
of some task-specific systems. For instancend 3 can be
. : .~ set smaller to give greater importance to the false alarm if
false_ alarm. An ideal detected I|_ne has a vector dete_cﬂoqhe reliability level rather than the level of detection is more
quality value of 1, and therefore its false alarm factor is O'critical With appropriate values af and 3 the combined
': ftz)a?sde“:;rﬁs quality value 0, meaning that it is definitely indices give quantitative performance evaluation. The higher
The ima é vector false alarm rate is the lenath-weighte he combined indices, the better is the algorithm. In general,
g 9 9 he pixel recovery index (PRI) is appropriate for evaluating

sum of the false alarm factors of all lines detected from thethe shape presefvation capability of the basic vectorization,

This is because), (k) reflects the degree df being a true
line. 1— Q,(k) therefore reflects the degree of it being a

entire image: the output of which is raw bars and polylines, while the VRI
B ZkeVd F,(k)I(k) is suitable for evaluating the final results of line detection
By = ) 1(k) (26) algorithms.
kEVa Finally, PRI and VRI may be combined into a single
The combined vector recovery index (VRI) is: measure, the combined detection index (CDI), wheris
VRI=p3D,+(1-p3)(1-F,) 27) originally set at 0.5 in this protocol:

where 3 is the relative importance of detection, similar to
« in Eq.11. The termsy and 3 are originally set at 0.5
to assign equal importance to the detection and the fals€' DI =~yPRI+(1—~)VRI (28)
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Fig. 6a,b. Synthetic drawing (72& 600 pixels) of arcsa Synthetic imageb Vectors

Fig. 7. 3D plot of PRI in Fig.6

Fig. 8. 3D plot of VRI in Fig.6

Table 4. Automatic evaluation of pixel detection and vector detection of SPV algorithm

Fig. no.  Evaluation level Detection rate  False alarm rate  Combined recovery index = Combined detection index

4 Pixel level 0.96 0.07 PRI=0.95 0.95
Vector level 0.92 0.05 VRI=0.94
5 Pixel level 0.96 0.08 PRI=0.94 0.93
Vector level 0.90 0.08 VRI=0.91
5 Experimental results of the protocol subset of detected lines that overlap it either fully or par-

tially. The overlapping segments of every detected line and
We have applied the above definitions to devise an autothe ground truth line are measured using Eqgs.12-17. The
matic evaluation protocol. The protocol is used to evaluatevector detection qualities of these overlapping segments, as
algorithms that are incorporated into the MDUS (Liu and well as their lengths, are accumulated for both the ground
Dori 1996b). The implementation is in C++ running on SGI truth lines and the corresponding detected lines. The basic
Indy and Indigo2 workstations and SUN Sparcstations. Theyuality (@), fragmentation quality@ ), and total quality
executable codes are available from the ftp addreBse (@) for both the ground truth lines and their corresponding
pixel-level evaluation uses Egs.5, 10, and 11. The vectordetected lines are calculated using Egs. 18-20 and 22-24,
level evaluation is carried out as follows. The first step isrespectively. After the quality of all ground truth lines and
to match ground truth lines with detected lines. This is per-detected lines are calculated, the total vector detection rate,
formed by finding, for each line in the ground truth set, thethe vector false alarm rate, and the resulting VRI are calcu-

1 ftp.technion.ac.il/pub/supported/ie/dori/MDUS/sgim dus.gz, lated using Egs. 21, 26, and 27, respectively.

sunmdus.gz, and gtruth.tar.gz
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Table 5. Automatic evaluation of the stepwise recovery arc segmentation algorithm

Colum 1 2 3 4 5 6 Column total

Row|] level] D | F |RI|CDI] D] F [ RI|CDI]] D| F |RI|CDI} D} F |RI|CDI] D| F |RI|CDI| D| F | RI|CDI] D | F | RI |CDJ

1 | pixel |0.51{0.54{0.49]0.5210.66/0.38]0.64]|0.65]0.41]0.63|0.39]0.42}0.69]0.39{0.65(0.61] 0.75]0.30]0.72]0.59] 0.80]0.29{0.76|0.59] 0.59]0.46| 0.56] 0.55
vector] 0.54/0.46[0.54 0.640.34(0.65 0.4510.54)|0.45 0.55]0.40{0.57 0.37]0.50{0.43 0.38]0.54|0.42 0.53/0.44(0.54
2 | pixel ]0.86[0.17{0.85)0.8910.83]0.18{0.82{0.67]0.83]0.18]0.83{0.73]0.80]0.19]0.81]0.74]0.75{0.31]0.72}0.55]0.66[0.36{0.65]0.51]0.82/ 0.20|0.810.84
vector]0.9110.07]0.92 0.51/0.49(0.51 0.61]0.37]0.62 0.65/0.30(0.67 0.34]0.57]0.38 0.35/0.63{0.36 0.660.32{0.67
3 | pixel ]0.84/0.19]0.82]0.84]0.84]0.19{0.83{0.83]0.87|0.17]0.85[0.83]0.93{0.12]0.91]0.86]0.86{0.19]0.83] 0.74}0.92(0.290.82| 0.64J0.87]0.180.84|0.82|
vector]0.85[0.13]0.86 0.83]0.16/0.83 0.79]0.190.80 0.79]0.170.81 0.61{0.31{0.65 0.44]0.53]0.45 0.79]0.18{0.80
4 | pixel 0.97|0.19/0.89(0.86]0.97]0.20|0.88|0.86]0.98]0.20}0.890.86]0.95]0.12|0.92]0.880.89{0.20] 0.85]0.58 0.92(0.25|0.830.63}0.96]0.19{0.89 0.84]
vector]0.84(0.17(0.83 0.84/0.16[0.84 0.82]0.18}0.82 0.82{0.15]0.83 0.26]0.65[0.30 0.39/0.55[0.42 0.77]0.2210.78
5 | pixel 0.97|0.08/0.94(0.96]0.97]0.0910.93}0.944§0.98]0.12[0.93|0.94]0.95|0.16]0.89]0.84] 0.89;0.21{0.87]0.66] 0.92(0.25|0.85|0.66]0.96]0.12[0.92|0.90]
vector]0.97{0.03(0.97 0.93|0.06/0.94 0.95}0.04/0.95 0.73]0.18]0.78 0.33§0.46[0.44 0.43/0.49(0.47 0.85]0.1110.87
Row] pixel 0.910.16/0.87(0.85]0.91]0.160.87(0.81]0.91]0.18|0.87{0.80]0.92|0.16[0.88]0.81] 0.89]0.22|0.84]0.64] 0.89|0.27]0.81]0.62]0.91]0.18]0.87|0.80
total| vector}0.82]0.18]0.82 0.74{0.25(0.75 0.71|0.28]0.72 0.70]0.24|0.73 0.38(0.50{0.44 0.40/0.55}0.42 0.71}0.260.73

Global D, =0.91 Fp =0.18 PRI=0.87 D, =0.71 F, =0.26 VRI=0.73 CDI=0.80

Table 6. Automatic evaluation of the dashed line detection algorithm

Ground truth line Detected line Location offset | Kong’s Hori’s This paper
#| Endptl | Endpt2 | # [ Endpt] | Endpt2 | Endptl | Endpt2 x| D | Fa |x| Lr |Dev{ Cr [ O, [ D, | F, [VRI
11187/ 3781564 1} 11188 377{563] 21 1 O O Y1 1f O1jo.99 Q 2J1.000.96] 0{0.98
1) 187 378 564 1|22 492f 73| 503 60f 305/-305] -61f 5910 of 11]0.03f 1 2/0.73]0.96{0.27/0.85
2{ 12| 673] 483] 202} 13| 24] 661] 4811 203{ 12} -12) -21 11} 1} O1j0.97 1 1/0.89[0.86{0.11{0.88
3| 34] 792 533] 293] 15{ 47/ 779 531294 13| -120 - 11f 1 O10.97 1 1{0.89]0.86{0.11{0.88
4138857619620 2| 2§ 3891575961 3 1 O O 1y y oyrooq O 1 11.000 01.00
51 203[ 946 973] 176] 121 204§ 945{ 9711177 1| o -2 1y 1 Q11.00f 1 10.89/0.88/0.11]0.89
6| 69 100§ 995 100 11| 70{ 10019951100y 1 QO O (1 1 oo O 1 11.000 01.00
Tl 27) 2641 994] 264) 14) 28[ 2649851264 1| O -9 O 1§ Q1099 0O 1 1{0.99]  0{1.00
8 554001 958/ 400 16| 56| 4001 958(400f 1] O O 1 1 1f1.000 O 1 1j1.00 0{1.00
9 601 509 982 509) 17] 62{ 509198115091 2| O O O 1 Qu1.oq O 1f 11.00f 0Of1.00
100 39 607] 970{ 607| 18] 41| 607949607 2 0O -21] o1 1 0O140.98 O 1 10.98 00.99
11| 28 679 961f 679 19] 29[ 679( 9611679 1 O O O 1 oo O 1 110 01.00
12| 44] 786 959 786] 200 45[786{ 9591786 1} O O o1 1 Oon1oof o 1 1f1.000 ¢1.00
13[ 59 887 958{ 887) 21) 83| 887] 938887 24 O -200 O] 1] 014095 O 1] 1]0.95 0.98
140 152 18/ 1521998 6] 152] 20{152J996 O 2 O -2 1 Quioof o 1 11.0 01.00f
1512700 11]2700978 5[ 270p 12]2700978] o 1 O O 1f 0o1f1.00 ¢ 1 1{1.00f  0{1.00f
16{ 3720 181 372{ 979 7| 372f 20f 372} 975 2 O -4 1 0no99 o 1 140.99] 01.00f
17[ 508  3{ 508/ 981 3[ 508 4508981 O 1 O O 1 Qquioq o 1 111.00  0{1.00
18] 647| 25| 6471 992| 8 647] 26{ 6471978 O 1f O -141 1§ 0{1j098 O 1] 10.98 00.99
19] 749 71 749{ 958] 4] 749] 8| 749[ 949 f o 91 11 01099 O 1] 1{0.99] 01.00
200 824) 321 824 978 9[ 824 331824978 O 1 O O 1y Ou1.0q 0o 1 1{1.00f  0[1.00f
21{952) 419521964 101952] 3319521964 O 290 O Oy 1 Ouyo97 o 1 1{0.97]  0{0.99
For the entire drawing 1.0010.05( ]0.99{0.18/1.05 0.97/0.01]0.98]

@ The detected line #22 is solid

Tables 2 and 3 are examples of our protocol’'s perfor-The radius is 40. The width is 8. The width of the detected
mance evaluation of bar detection and arc detection, respedine is also 8.
tively. Table 2 also compares the proposed protocol with the  To test the protocol on whole drawings we applied it to
protocols proposed by Kong et al. (1996) and Hori and Do-evaluate the performance of three line detection algorithms
ermann (1996). In Kong et al.’s protocol the match result iswithin MDUS: sparse pixel vectorization (SPV; Liu and Dori
binary: 1 for a matched line and 0 for an unmatched line.1996a), stepwise recovery arc segmentation (SRAS), and
In Hori and Doermann’s protocol the count ratio is the ra- dashed line detection (DLD; Dori et al. 1996). To test the
tio between the number of detected lines and the number o8PV performance automatically, we manually generated the
ground truth lines, the length ratio is the ratio between thedrawings in Figs.4a, 5a (using Microsoft Paintbrush soft-
sum of lengths of the detected lines and that of the groundvare). In this way we know all the attribute values of the
truth lines, and the deviation is the average of euclidean disground truth lines. The vectorized results output by SPV
tance between each pair of matched lines. In Table 2 thare displayed in Figs. 4b, 5b, and the evaluation results are
ground truth is an 8-pixel-wide bar ending at (10,20) andshown in Table 4.
(90,20) in the first eight cases and is broken into two bars at  Figure 6a is the ground truth image of arcs, generated in
(35,20)—(50,20) in the merged case. In Table 3 the groundhe same way, to evaluate the SRAS algorithm, and Fig. 6b
truth in the first three cases is a full circle and in other caseshows the arcs recognized by SRAS. The arcs are drawn in
is an arc ending at (30,15) and (70,15). The center is (50,50 5 x 6 matrix, the widths of lines in the rows numbering

1-5 from top are 1, 2, 3, 5, and 9 pixels, the open angles in
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Fig. 9a,b. An automatically generated drawing (10801000 pixels) of dashed linea.Image.b Vectors

Table 7. Time performance of MDUS (in seconds on SGI Indigo2)

Submodule Fig. Size (pixels) Black Pixel Ground Detected Time Time/pixel Time/vector
no. pixels density truth lines lines  (s) (s) (s)
Vectorization 4  400x300 18379 0.153 50 60 1 544x10° 20.0x10°
Vectorization 5 400x300 22361 0.186 64 86 1 44.7x10° 15.6x10°
Arc segmentation 6 720x600 29510 0.068 153 241 4 135.5x10° 26.1x10°
Dashed line detection 9 1000x 1000 53660 0.054 21 22 1 18.6x10° 47.6x10°

the columns numbering 1-6 from left are,Bx/2, 7/2, 74, ratio, and Dev is the deviatior®),,, D,, F,, andV RI are
and~/8, and the radii of the concentric arcs in each matrixas defined in Sect. 4.2.

cell are 5, 10, 20, and 50 pixels. The evaluation results are Finally, time efficiency is evaluated by reporting the
shown in Table 5, wheré is the detection ratef” is the  elapsed time of running MDUS for each drawing. Since
false alarm rateRI is the recovery index at either pixel or drawings vary in sizes, density, and complexity, we use two
vector level, and CDI is the combined detection rate defineddrawing-independent time evaluation factors to evaluate the
in Eqg.28. Both PRI and VRI increase along with the opentime efficiency of line detection algorithms: time per (black)
angle and the width of the arc, as shown in the 3D plotspixel and time per (ground truth) line. The time performance
in Figs.7 and 8. The highest PRI and VRI are 0.97 for aevaluation of MDUS is shown in Table 7.

9-pixel-wide circle, the worst PRIs are around 0.50 for 1-

pixel-wide arcs, and the worst VRIs are around 0.40 for

7/8 arcs. The ground truth images (in TIFF) and vectors (in6 Conclusion

IGES) are also available from the ftp address (see above).

Figure 9a is an automatically generated drawing ofWe have demonstrated a protocol for performance evalua-
dashed lines (generated in the Dashed Line Detection Corfion of line detection algorithms. A preliminary comparison
test held at the Pennsylvania State University during the Firsbetween the proposed protocol and two other protocols is
International Workshop on Graphics Recognition, August,also presented. The proposed protocol is objective and com-
1995). Figure 9b is the result generated by our DLD algo-prehensive. It incorporates a set of single and combined per-
rithm that won the contest (Dori et al. 1996). The automaticformance evaluation indices at both the pixel and vector lev-
evaluation was performed by a program written especiallyels. Both the detection and false alarm rates are considered.
for the contest by a team lead by Professor Haralick (KongThe protocol is designed for straight lines, circular arcs, and
et al. 1996). The recognition rate was 100%, with only onepolylines of any style. It may also be extended to other line
false alarm. The automatic evaluation on the same drawinghapes. The results presented in Tables 2 and 6 may indicate
has also been performed using our protocol and Hori andhat the proposed protocol reflects line detection performance
Doermann’s protocol. The results are listed and comparednore accurately than the other two because it incorporates
in Table 6, where x is match, D is the detection rate, Fa ismany aspects and factors. Comparing the results of the three
the false alarm rate, Lr is the length ratio, Cr is the countevaluation protocols, we see that Kong's protocol is more

binary and less accurate, and that Hori and Doermann’s pro-
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tocol yields several single indices and no overall index. To12.

evaluate the performance of the evaluation protocols more
work is required on a large sample of drawings.

Time efficiency is also included in the protocol. The 13

time/vector factor is greater on high quality drawings in
which the vectors are longer and their number is small.
This factor is not very suitable for evaluating the time effi-

ciency of the vectorization algorithms because the vectors14.

attributes (e.g., length and width) vary much from drawing
to drawing. However, the time/pixel does not vary signifi-
cantly from drawing to drawing. In general, the higher the
pixel density, the higher is the time/pixel factor because high
density pixels have higher coupling.

Based on the experiments presented in this work, an al-

gorithm with a combined detection (recovery) index of 0.8 16.

or higher may be considered good with respect to human
vision evaluation. However, more work should employ this

protocol on a series of algorithms and degraded drawinggz.

to obtain an objective assessment on commonly accepted
criteria.
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