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Abstract
Face image super-resolution (FSR) is a subtask of image super-resolution that aims to enhance the resolution of facial
images. Previous FSRmethods have leveraged facial prior information, such as parsing maps and landmarks, to improve their
performance. However, these methods have not fully utilized the potential of this prior information, as they typically use the
same network structure for different types of facial information. To address this limitation, we propose a new network structure
calledGAMFSR,which incorporates parsingmap prior information and includes a global attentionmodule (GAM) to improve
the utilization of the parsing map. Additionally, we developed a multistage super-resolution network for preprocessing, which
further improves the prediction accuracy. We conducted ablation studies to investigate the effectiveness of GAM and the
impact of different prior information. Our experimental results demonstrate that our approach significantly enhances the
guidance of parsing map features and achieves better performance with less prior information.

Keywords Face image super-resolution · Attention mechanism · Facial prior information · Parsing maps

1 Introduction

Due to limitations in data transmission equipment, images are
often compressed during transmission, resulting in distortion
and blurring. This is particularly problematic for face images,
which typically occupyonly a small portion of the overall pic-
ture, and thus suffer more degradation during transmission.
This can negatively impact people’s perception and the abil-
ity to identify characters in the image. To address this issue,
the image super-resolution method (SISR) was developed to
generate high-resolution (HR) images from low-resolution
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(LR) images. However, SISR is a general SR method and
is often unable to reconstruct the severely degraded face
region into an identifiable image. Thus, a specialized super-
resolution method (FSR) is necessary for face images. Image
super-resolution is a classic problem in computer vision,with
different solutions for various applications such as trans-
portation, medical care and object recognition.

Including from interpolation to deep learning methods,
there are many approaches to image super-resolution. The
interpolation method is to use the existing pixel points to
calculate the unknown pixel value and insert it based on a
fixed formula relationship. Such methods are fast and low
in memory consumption. However, due to the simplicity
of the calculation method, the results lack high-frequency
information and are unsatisfactory in terms of quantitative
and qualitative. With the development of technology and
the update of hardware devices, the method of deep learn-
ing has also emerged. For example, SRCNN [2] achieved
great success at that time, for the first time proposed to
use a three-layer neural network to complete the task of
image super-resolution. FSRCNN [3] achieves neural net-
work acceleration by compressing the number of network
channels and using a transposed convolution layer instead
of preprocessing. VDSR [4] proposes a deep residual block-
stacking method to improve the quality of SR results.
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With the wide range of applications, FSR has become
the focus of attention in the field of image super-resolution.
FSR is a subdomain of single image super-resolution (SISR).
FSR is also a work that aims at searching for a reflec-
tion between low-resolution (LR) and high-resolution (HR)
images to make images have more details, which is a com-
plex problem for it proposes to use the limited information
to search for the best one from several solutions. However,
as a subdomain of SISR, FSR is different from SISR tasks
cause the resolution of face images always have lower reso-
lution than other images, and the degradation of face images
is usually serious to the limitation of physical systems and
image transmission conditions; for example, FSR needs to
reconstruct a 128 × 128 image by a scale factor of 8, which
SISR tasks always work on the lower factors than it.

Different from SISR, several methods have been proposed
for FSR, i.e., general FSR [5–7], prior-guided FSR [8–10],
attribute-constrained FSR [11–13], identity-preserving FSR
[14–16] and reference FSR [17–19]. One of these meth-
ods, prior-guided FSR consider there exists prior knowledge
in face images, which can conduct the FSR training work.
Previous studies show that the structural information and cor-
respondence prior knowledge hide in face images can help
restore more accurate details on HR face images [20]. How-
ever, previous studies have several issues that need to be
optimized. First, many previous methods, such as SRCNN,
VDSR of the SISR method and FSRNet of the FSR method,
use the bicubic interpolation algorithm as a preprocessing
step, which results in an extra computation and the inaccu-
racy of the interpolation method also affects the accuracy of
the network, resulting in poor network output. Later, based on
the SRCNNmethod, the preprocessing steps of subpixel and
transposed convolutional layer instead of interpolationmeth-
ods are proposed, and these methods have achieved good
results under low scaling factors. However, FSR tasks usually
work at large scaling factors (e.g., 8x), so these alternative
methods are difficult to directly apply to FSR tasks. Sec-
ond, there is a lot of prior information in the face image. For
example, the prior information of parsing map points out the
contours and positions of components in the face, and the
prior information of landmark marks the entire face in the
form of key points. However, the existing FSR methods use
similar networks to predict different prior information and
cannot make predictions by using the characteristics of prior
information in a targeted manner. Moreover, there is infor-
mation overlap between the prior information. For example,
the parsing map and the landmark both record the location
information of key components. Predicting too much prior
informationwill bring redundant computation to the network.
Third, most of the existing FSR methods are end to end,
which is difficult to train at large scaling factors. As a result,
the network is made to converge slowly during the process
of training work.

To tackle these issues, we propose the GAMFSR network
structure, which leverages a convolutional neural network
(CNN) and parsing map prior information. Our network
comprises threemain parts: the base network, estimation net-
work and reconstruction network. In the base network part,
we design a lightweight network structure with a cascade
of residual blocks to extract features from the input image
and then use a transposed convolutional layer to reconstruct
images at a low scaling factor.Multiple lightweight networks
are stacked in series to form our base network. During the
training process, each layer except for the first layer uses the
weight of the previous layer as pretraining weight and tunes
it as the weight of the current layer. The base network part
can output the coarse super-resolution result with the same
resolution as the final network output and serve as the input
of the prediction network.

In the estimation part, we utilize the residual blocks to
extract features from the output of the base network and
input the extracted features into a U-Net structure network
for multi-scale feature extraction. Furthermore, we propose
a global attention mechanism (GAM) and integrate it into
the U-Net structure for better utilization of the parsing map
prior information. The GAM improves the accuracy of pre-
dicting the parsing map with less error. Finally, the output
results of the prediction network and the base network part
are input to the reconstruction network part to generate the
super-resolution image.

We evaluate our proposed method on two popular bench-
mark datasets: Helen and CelebA-Mask-HQ [21, 22].

The innovations and contributions of ourwork can be sum-
marized as follows:

1. We design a novel network structure (GAMFSR) for face
image super-resolution, which consists of base network,
estimation network and reconstruction network. Experi-
ments show that it has excellent performance.

2. We develop a global attentionmechanism (GAM) to help
the estimation network predicts prior information more
effectively. The GAM is applied to the U-Net module of
the estimation network to generate parsing maps more
accurately.

3. Furthermore, we design a multistage SR network with
a special training strategy, which can upsample input
images resulting in more high-frequency information.

The remaining sections of the article are summarized as
follows: Sect. 2 introduces related work, including SISR
methods, FSR methods and attention mechanisms related to
SR approaches. Section 3 focuses on the structural details of
the GAMFSR network we proposed and the subnetworks in
our network are presented. Section 4 presents our experimen-
tal results on public datasets and analyzes the effectiveness
of our method. Section 5 summarizes the work.
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2 Related work

This section will review the development process of the
method of single image super-resolution, as well as the
method of face image super-resolution. For face image super-
resolution methods, we will mainly introduce deep learning-
based methods. Finally, we summarize some attention mech-
anisms that are influential in image super-resolution.

2.1 Single image super-resolution

Due to the photographic environment of life, the face image
usually occupies a small proportion in the photograph, and
this results in a blurry perception and difficulty for face
recognition. To deal with such problem, Baker and Kanade
proposed high-scale-factor face image super-resolution in for
the first time. Liu et al. [23] implemented a two-stagemethod
which consists of a global parametric model and a local non-
parametric model for FSR task. Wang et al. [24] developed a
method using eigentransformation to implement the results
of emphasize the discrimination between face images. Con-
sidering that images at one solution have mappings which
similar to linear relationship with their counterparts at other
resolutions, Jian et al. [25] proposed a FSR method based
on singular value decomposition. However, these traditional
methods are difficult to find out the mapping from LR to HR
when we need large upsample scale factor.

Dong et al. [2, 3] use deep learning network on the task
of SISR for the first time, the method named SRCNN they
proposed upsample images as LR using bicubic-interpolated
first, and then use neural network learning mapping from LR
to HR. Same as SRCNN, Kim et al. [4] proposed VDSR,
a 20-layer deep learning network also based on the result
of bicubic interpolation [26]. Zhang et al. develop a network
structure using residual-in-residual blocks and channel atten-
tion mechanism to resolve such issue [27]. Ledig et al. use
generative adversarial network (GAN) to reconstruct images
[28], and Wang et al. introduce residual-in-residual dense
block [29] to optimize [28]. Contrast to the commonly used
objective image evaluation indicators, such as PSNR and
SSIM [30], the subjective perception of SR images is get-
ting more and more attention. To address with the perceptual
quality of images, generative adversarial networks have also
been proposed.

2.2 Learning-based face image super-resolution

Recently, many FSR methods using facial prior knowledge
based on deep convolutional neural networks have been
proposed. Incorporating prior knowledge, these methods
can recover more reasonable results and get better per-
formance than SISR methods in the field of face image
super-resolution. Song et al. [31] designed a network crop

the face image into different parts according to the land-
mark prior information and learned the mapping between
each corresponding part. Yu et al. [32] proposed an end-to-
end learning network using landmark, heatmap and parsing
map prior information in the intermediate part for FSR task,
which achieved good performance. Li et al. [33] developed
feedback network to enhance neural network’s power and
detail representation for image super-resolution. Recently,
Ma et al. [34] learn a deep iterative collaboration between two
recurrent networks: One network estimates heatmap prior
information and helps another one recover face image. And
[35–38] design networks which guided by facial component
heatmaps.

2.3 Attentionmechanism

The attention mechanism has gained widespread use in deep
learning in recent years, finding applications in various tasks
such as natural language processing and computer image
processing. By incorporating attention mechanisms in neu-
ral networks, they gain the ability to discriminate feature
importance. Attention mechanisms can be divided into spa-
tial attention (SA) and channel attention (CA), and their
implementation varies across different tasks. For instance,
Zhang et al. proposed the residual channel attention block
(RCAB) in RCAN, which combines the residual method
and channel attention method, achieving excellent results
in SISR. Meanwhile, Hu et al. proposed the squeeze-and-
excitation networks (SENet), which use a fully connected
layer to predict the importance of each channel and applies it
to the corresponding channel. KIM et al. proposed the atten-
tion module of the residual attention module (RAM), which
effectively combines channel attention and spatial attention,
making it better suited for SR problems.

3 Methods

In this section, we demonstrate the design methodology
of our GAMFSR. We start with the overall framework of
GAMFSR and then introduce the subnetworks of the frame-
work separately.

3.1 Network architecture

The architecture of our network is shown inFig. 1,which con-
sists of base network, estimation network and reconstruction
network.

The input to the network is extremely blurry low-
resolution face images, denoted as I LR . Because of the poor
resolution of the input image, we first reconstruct the image
through the base network for a more accurate result of the
estimation network.
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Fig. 1 Structure of the GAMFSR network. The input of the network
is LR face images, which are processed by the base network to get
the coarse super-resolution images. And the results are input into the
estimation network for parsing map prediction. Finally, the estimation

results of the estimation network and the coarse SR results of the base
network are input into the reconstruction network for HR results recon-
struction

I LR
′ = B(I LR), (1)

where B is the mapping from LR to HR generated by the

base network. I LR
′
is the SR result of the base network and

then sent I LR
′
to the estimation network to predict parsing

map prior information.

mapest = E(I LR
′
), (2)

where E denotes the mapping of estimation network and
mapest is the estimation results of the estimation network.

And we integrate the estimation result mapest with the

results of the base network I LR
′
by reconstruction network

at last. The process can be expressed by:

I H R = F(I LR
′
,mapest ), (3)

where F denotes the mapping which represents by recon-
struction network and I H R is the final output of the whole
network architecture.

In one layer of the base network, we choose mean square
error (MSE) as the cost function. In the stage of the one
layer in the base network, the optimization objective can be
expressed as:

min
θ

1

n

n∑

i=1

‖b(Y i ; θ) − Xi‖22, (4)

where Y i and Xi are the i th LR input and ground-truth image
of current layer, and b(Y i ; θ) is the current layer output for
Y i with parameters θ .

In the estimation network and reconstruction network, we
also useMSEas the cost function, and the optimizationobjec-
tive at this stage can be expressed as:

min
θ

1

2n

n∑

i=1

{λ‖E(Zi ; θ) − Pi‖22 + ‖O(Zi ; θ) − GT i‖22},

(5)

where θ denotes the parameters, λ is the weight of prior loss,
and Zi , Pi and GT i are the input, the ground-truth parsing
map prior information and image, respectively. E(Zi ; θ) and
O(Zi ; θ) are the estimation of prior information and the SR
results of the whole network, respectively.

3.2 Base network

In most end-to-end SR methods, the upsampling process is
usually performed with interpolation, transposed convolu-
tional layers or subpixel convolutions layers. However, since
the abovemethods upsampled by one step under high scaling
factors lead to unpleasant results, we progressively predict
coarse SR result at each layer in our base network.We need to
optimize computation andmemory space consumptionwhile
achieving high-quality results in the base network. Therefore,
we use a lightweight super-resolution network structure as a
level in the base network, and each level uses a transposed
convolution layer for×2 upsampling. The base network con-
sists of 3 layers for super-resolving an LR image at a scale
factor of 8.

The design of the level in the base network is based on the
improvement of FSRCNN. We keep the main framework of
FSRCNN and replace the original structure with skip con-
nection in the nonlinear mapping stage. The structure of one
layer is shown in Fig. 2.

After each level, the input image is upsampled by a scale
factor of 2with a transposed convolutional layer.We initialize
each convolutional layer with a Gaussian distribution with
zeromean and standard deviation of 0.001. The output image
of each level is fed into the next level until the desired scale
factor is reached. The structure of the whole base network is
a cascade of CNN networks in the shape of Fig. 2.

3.3 Estimation network and global attention
module

Estimation Network In the context of face image super-
resolution, prior information such as color and texture is
essential. Additionally, face images have unique prior infor-
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Fig. 2 The network structure of the base network is shown in the fig-
ure. Super-resolution with a high scale factor is achieved by stacking
multiple levels. For example, to achieve a super-resolution task with a
scale factor of 8, three levels need to be cascaded. By using the skip

connection structure, not only the convergence of the network can be
accelerated, but also the information transfer from LR to HR can be
better maintained. The structure in the red block shows how the skip
connection is equipped on the mapping layer

mation in the form of the shape and position of facial
components, which can be obtained through parsing map
prior information. To leverage this information, we designed
an estimation network that predicts the parsing map prior
information based on the reconstruction results of the base
network. This network searches for the mapping relationship
between the reconstruction results and the parsingmap to bet-
ter integrate these two sets of information. By combining the
reconstruction results and the predicted parsing map results,
further optimization can be performed to achieve even better
super-resolution images.

The network structure of the estimation network is shown
in Fig. 3. In the first part of the estimation network, feature
extraction is the first of all. Considering that the input image
of the estimation network has a higher resolution than the
input image of the base network, in order to extract more
feature information, the filter size is set to be 9 for feature
extraction. This can cover almost all the feature information
extracted by the filter of size 5 used in the base network,
which can work with less information loss. The part of the
feature extraction can be denoted as Conv(9, 64, 3)− Relu.

Mapping is an important part of the estimation network,
which largely affects the prediction results of the parsing
map. Therefore, a complex network structure is required to
preserve the mapping relationship between input and out-
put at this part. Since the feature extraction method used
in the previous part has obtained a wide range of feature

information, the accuracy should be considered in the map-
ping process. The structure, depth and width of the network
all have an impact on the accuracy of the results, consid-
ering the computational of the network and the effect of
the parsing map prior information on the super-resolution
results. Based on the results of the experiment, we adopt the
structure of stacking residual blocks to learn the mapping
information, which consists of Conv(3, 128, 128) − sel f −
attentionlayer .

To integrate local feature information with the global one,
we utilize a U-Net structure for achieving multi-scale feature
fusion. Firstly, the encoding operation is applied to process
the input features, which can enhance the receptive field
of the network, capture spatial location information of the
parsing map more precisely and observe a broader range of
features. Then, the decoding operation is performed, and the
corresponding layers in the encoding and decoding processes
are connected to achieve multi-scale feature fusion. Finally,
based on the result of U-Net network, the parsing map prior
information is reconstructed by a reconstruction layer, and
this layer can be represented as Conv(1, 11, 128) − Relu.

Global Attention Module As shown in Fig. 4, the pars-
ing map prior information divides the face image into 11
parts, and we aim at enhancing the recovery ability of facial
components guided by the parsing map prior information.
By observing the parsing maps, it can be seen that the pars-
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Fig. 3 Network structure of the estimation network.The network
consists of feature extraction, mapping and multi-scale information
fusion parts. The feature extraction module is a convolutional layer of
Conv(9, 64, 3) − Relu, the mapping structure is a cascade of residual

blocks and self-attention layers, the U-Net structure is used in themulti-
scale information fusion, and the global attentionmodule is inserted into
it. Finally, the parsing map prior information is reconstructed by a layer
of Conv(1, 11, 128) − Relu

Fig. 4 Parsing map prior
information. It demonstrates the
shape and position information
of the facial components, which
can be used to verify the
accuracy of the reconstruction
results, and can also optimize
the super-resolution network. a
Ground truth b from the top left,
left eye, right eye, upper lip,
lower lip, mouth, left ear, right
ear, nose, left eyebrow, right
eyebrow and skin, respectively

ing maps are a priori information that enhances the contrast
of key features and other irrelevant information. Therefore,
we believe that enabling the network to distinguish the input
feature maps and enhance the expression of key features in
the input data can effectively improve the network’s ability
to predict the parsing maps. In light of this, we propose a
global attention module (GAM) used on the U-Net part of
the estimation network to improve the network’s ability to
reconstruct the components of the parsing maps.

To capture the information across spatial and channels,
average-pooling is commonly used in attention mechanism.
And max-pooling is usually used to capture the distinctive
features. We consider that the features extracted by max-
pooling can conduct the network learning the features of
parsing maps more efficiently. Thus, we design an attention
mechanism to enhance the distinctive features.Given a tensor
from a layer of the network as input,

B = Avg(input), (6)

F1 = input − B, (7)

where Avg() is the operation of whole map average pool. B,
F1 and input denote baseline, result of comparison and input
feature maps, respectively.

Thenwe send the comparison result into the residual block
and activate the output.

Output = sigmoid(res(F1)), (8)

where res() denotes the mapping of residual block and
sigmoid() denotes the activation function of sigmoid. Out-
put is the spatial attention map we need.

Given a tensor from a layer of the network, we design a
channel global attention block for learning channel attention
vector. In detail,wemax-pool thewhole featuremap to obtain
the most representative features in spatial to represent the
channel features and average pool the channel features to
find out the baseline between channels. Finally, we compare
the channel features with the baseline.

Out = sigmoid(res(max(input) − avg(input))), (9)

where input denotes the input feature maps, and max() and
avg() are max-pool and average pool operation individually.

Figure5 illustrates how the U-Net module works, and U-
Netmodule [39] first downsamples the input, then upsamples
and connects the output of low layers to the output of deep
layers which can capture the features from different scales.
We add our attention blocks which consist of spatial and
channel attention mechanism after every layer in the U-Net
module.

3.4 Reconstruction network structure

In the reconstruction network, we aim at optimizing the
super-resolution result of the base network using the parsing
map prior information predicted by the estimation network to
obtain a final super-resolution image. The network architec-
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Fig. 5 U-Net structure armed with our global attention module, which
can help reconstruct more accurate details from different scales. GAM
is set after each layer of U-Net module

ture is shown in Fig6, which consists of preprocessing layer,
mapping layer and reconstruction layer.

In preprocessing layer, feature extraction needs to be per-
formed on the input data. Different from the method of
extracting input image features in the estimation network, we
do not need to extract the correlation information between the
target pixel and surrounding pixels. We tend to use parsing
map prior information to refine the input coarse SR image.
Therefore, we extract features from the parsing map output
of the estimation network and the coarse super-resolution
output of the base network using the convolutional layers of
Conv(1, 32, 11) and Conv(1, 32, 3), respectively, and then
concatenate the data. The process of the layer of preprocess-
ing can be expressed as:

M = Conv(mapest ) ⊗ Conv(I LR
′
), (10)

whereConv() denotes the convolution layer with 1*1 filters,
⊗ denotes concatenated features and M denotes the output
of preprocessing layer.

The preprocessed data will be sent into the mapping
layer for processing, and the high-frequency information

in the I LR
′
will be optimized based on the results of the

estimation network. Finally, the result of optimizing the high-
frequency information is reconstructed by the reconstruction
layer Conv(3, 3, 64) to obtain the final SR image result.

ISR = R(E1(M)), (11)

where E1 and R denote the mapping generated by mapping
layer and reconstruction layer, respectively. I SR is the SR
result of the network.

4 Experiments

In this section, we evaluate and compare the performance of
bicubic, SISRmethods, FSRmethod and our methods on the
face image super-resolution dataset. We will introduce this
section in the following turn, the preparation for training,
the study environment and result evaluation methods, and
the comparison of the results of different methods. Table 1
shows the comparison of different methods.

Fig. 6 Network architecture of the reconstruction network. The pars-
ing map reconstructed by the estimation network and the coarse SR
image reconstructed by the base network are processed by the prepro-

cessing layer, and the output is sent into the mapping layer and finally
reconstructed through the convolutional layer
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Table 1 Comparison of different methods. Our method uses less prior
information than other FSR methods

Methods Prior

Bicubic None

SRCNN None

VDSR None

FSRNet Parsing map, landmark, heatmap

GAMFSR(ours) Parsing map

4.1 Dataset and study environments

For the training work, we select 20000 pictures to train our
model on CelebA-Mask-HD dataset. We select 100 and 50
pictures for testing in CelebA-Mask-HD and Helen datasets,
respectively. For CelebA, we downsample all selected pic-
tures to 128×128 as HR images and then resize them to
16×16 as LR images using the bicubic interpolation method.
For Helen, we crop out the background, keeping the part of
the face image.

Tomake full use of image information, we train our model
inRGBcolor space. InYCbCr color space, theY (luminance)
channel contains themost sensitive information to the human
eyes. Therefore, we use Y channel to evaluate the results of
the methods.

For implementation, our experiments are based on the
environment of Windows 10, Python 3.6 and Pytorch 1.8
[40] with NVIDIARTX 3060. Due to the differences in envi-
ronment, we re-experimented the previous methods on our
platform as much as possible.

All comparison models are trained by 100 epochs, we use
main square error as loss function, andourmodel is optimized
by Adam [41] with the parameters of beta1 = 0.9 and beta2
= 0.99. Learning rate for training work is 2.5e−4, and for
optimization, it is 1e-4.

The peak signal-to-noise ratio (PSNR) and structural sim-
ilarity (SSIM) index are widely used as metrics for image
evaluation. Therefore, these two metrics are introduced as
metrics for the evaluation of performance.

4.2 Implementation details

Table 2 summarizes the primary architecture details of the
proposed framework. For the training details, we adopt the
method of training progressively and final optimization,
which can accelerate the convergence of the network and
find the optimal solution. In order to achieve super-resolution
with a scale factor of 8, that is, a super-resolution of a 16×16
input image to get a result of 128× 128, we need to set three
layers in the base network. The first step is to train the first
layer in the base network to achieve a resolution from 16×16
to 32×32. Since each layer in the base network has the same
network structure, in the second step, the output results and
the parameters of the first layer are loaded into the second
layer and then optimize the parameters to achieve a resolu-
tion improvement from 32 × 32 to 64 × 64. The last step is
to load the parameters of the first two steps into the first two
layers of the base network, and a small learning rate is set for
fine-tuning. Then, the estimation network, the reconstruction
network and the last layer in the base network are trained as
a whole. Each step is trained by 100 epochs.

4.3 Ablation study

Effects ofBaseNetworkWeconduct an experiment to inves-
tigate the effect of the base network. First, we compared the
improved FSRCNN with the original FSRCNN in the task
of single image super-resolution with scale factor 2. Figure7
illustrates the relationship between the training epochs and
PSNR of FSRCNN and its improved version. Figure7 shows
that the proposed improvement method in this paper has a
faster convergence speed, resulting in better training results
with the same training time. Improved FSRCNN can arrive at
PSNR=36.82dB; however, the original FSRCNN is 36.46dB.

Effects of Global AttentionMechanism For the ablation
study,we conduct a set of experiments to investigate the effect
of our proposed GAM attention mechanism. We remove the
attention module we proposed in the network structure, and
this model is called GAMFSR-NG. The PSNR and SSIM
performances on the CelebA-Mask-HQ and Helen datasets
are presented in the table. As given in Table 3, when our net-
work loses the guidance of our attentionmodule, the network
performance degraded severely since its inference ability of

Table 2 Detail and parameters
of the proposed framework

Base network Estimation network Reconstruction network

Refined FSRCNN x 3 Conv (9,64,3)

ResBlock (128,64)*3 Cat (Conv (1,32,11), Conv (1,32,3))

ResBlockWithAtt (128) ResBlock (64)*3

U-Net with GAM depth 3 Conv (3,3,64)

Conv (1,11,128)
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Fig. 7 Quantitative analysis of
epoch. The orange line in the
figure represents the training
curve of the improved
FSRCNN, while the blue line
represents the original
FSRCNN. The experiment is
based on a 2x single image
super-resolution task

Table 3 Results comparison of the methods we proposed

PSNR SSIM

GAMFSR-NA 25.94 0.7559

GAMFSR-RCAN [27] 26.12 0.7675

GAMFSR-CBAM [42] 26.17 0.7686

GAMFSR-CSAM [43] 26.01 0.7576

GAMFSR 26.50 0.7793

The best results are given in bold. NA, no global attention module

the parsing map prior information is weakened. And we also
compared the effectiveness of our global attention module
with other attention modules which achieve great achieve-
ments, such as RCAB, CBAM and CSAM. The results is
also shown in Table 3. From the table, we can see our atten-
tion module GAM gets the best result.

Effects of the prior information We set another experi-
ment to investigate weather prior information has impact on
the performance of the network. On the one hand, we set a
group with no prior information is denoted as GAMFSR-NP,
and on the other hand, we set another group uses landmarks
instead of parsingmap prior information is called GAMFSR-
LM. Quantitative comparison results are shown in Table
4. From the table, we can learn that with the guidance of
the parsing map prior information, the performance of the
network can be improved significantly. However, GAMFSR-
LM does not work better than GAMFSR-NP. The reason is
that the prior estimation network and global attention mod-
ule is designed for parsing map and cannot take advantage
of landmark well.

Table 4 Quantitative results of different models

GAMFSR-NP GAMFSR-LM GAMFSR

PSNR 26.21 26.14 26.50

SSIM 0.7668 0.7674 0.7793

The best results are given in bold. NP, no prior information, LM: land-
marks

Fig. 8 An illustration of the average PSNR values versus the number
of parameters and the computation cost on 128 × 128 images for each
model with a scale factor of ×8 SR

Effects of the proposed network We compare the pro-
posedGAMFSRmethodwith other SRmethods, all of which
are state of the art at the time. It can be observed that our
proposed method achieves the best PSNR and SSIM perfor-
mance on CelebA-Mask-HQ dataset, and it is noteworthy
that our method outperforms FSRNet on SSIM by a large
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Table 5 Results comparison of
different methods work on
CelebA-Mask-HQ

Bicubic SRCNN FSRNet PFSR [44] SwinIR [1] GAMFSR

PSNR 23.20 24.27 25.24 24.15 26.04 26.50

SSIM 0.6749 0.7059 0.7324 0.6958 0.7649 0.7793

The best results are are given in bold

Fig. 9 Qualitative results of our
GAMFSR with other methods,
tested with ×8 SR, please zoom
in for differences

Fig. 10 Qualitative comparison of our GAMFSR with other methods, tested with ×8 SR, please zoom in for differences

margin. Therefore, our method has a strong inference ability.
While preserving the pixel-wise accuracy of the SR image,
the network also makes full use of the prior information pro-
vided by the parsing map to make the reconstructed image
have higher structural similarity. We visualize the SR results
generated by GAMFSR and other SR methods in the figure.
It can be observed that the method we proposed has more
detailed information than other SR methods. This is due to
the precision of our base network for coarse SR results infer-
ence, the accurate prediction of the prior information of the
parsingmap by theGAMattentionmechanism and the recon-
struction ability of the reconstruction network.

Figure8 compares the parameter and computational com-
plexity with other methods. Moreover, compared to other

in-prior SR methods, inferring less prior information in the
process can usually make our network more robust and com-
putationally faster.

To illustrate our method’s superiority in terms of quantita-
tive metrics, we compare our best method (GAMFSR) with
several methods, including FSRNet, end-to-end generative
super-resolution method SRCNN, VDSR and SwinIR [1].
For the fairness of comparison, we train all models on our
platform.

Table 5 shows the quantitative results of comparison
methods test on CelebA-HQ dataset. Because the prior infor-
mation is not considered, the results of traditional methods
such as bicubic, SRCNN and VDSR do not work well. In
contrast, the face prior knowledge guidedmethods and trans-
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Table 6 Results comparison of
different methods work on
Helen

Bicubic SRCNN VDSR FSRNet PFSR SwinIR GAMFSR

PSNR 23.75 24.26 24.83 25.30 24.75 24.94 25.44

SSIM 0.6423 0.6634 0.6878 0.7422 0.7118 0.7130 0.7375

The best results are are given in bold

former methods such as SwinIR has better performance. For
CelebA-Mask-HQ dataset, our best method (GAMFSR) gets
0.46dB higher than the second place method SwinIR on the
metric of PSNR, and for SSIM, it is 0.0144 higher than it. In
general, considering that our method uses far less prior infor-
mation than FSRNet and has better performance. Therefore,
it is obvious that GAMFSR works better than other meth-
ods on both quantitative and qualitative results. Qualitative
comparisons of our method is illustrated in Figs. 9 and 10.

Table 6 shows the quantitative results of comparisonmeth-
ods test on Helen dataset. We carefully analyzed why our
method does not perform well on the Helen dataset. Our
training datasets are all from CelebA-Mask-HQ; however,
the light intensity, color and structure in the Helen dataset
are quite different from that in CelebA-Mask-HQ; therefore,
we assume that our training results are on the Helen dataset
due to the lack of training data with the above characteristics
cause the poor performance.

5 Conclusion

In this paper, we propose a novel network structure
(GAMFSR) for face image super-resolution. We reconstruct
coarse SR results by a designed progressive network and
based on the U-Net module armed with our global attention
mechanism (GAM) which can make the network using less
prior information achieve better performance by enhancing
the expressive power of key components in parsing maps.
Furthermore, we also study the effects of our global atten-
tion mechanism (GAM) on different prior information and
the effects of different attention mechanisms with parsing
map prior information. Experiments show that our method
achieves the effect of improving the results of PSNR and
SSIM. Quantitative and qualitative results of face super-
resolution demonstrate the effectiveness of the method we
proposed.

Data availability The raw/processed data required to reproduce these
findings cannot be shared at this time as the data also form part of an
ongoing study.
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