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Abstract
Recent developments in Information and Communication Technology have facilitated a new concept of Smart City to the
world. The Smart City concept is driven by technology intervention in every aspect of city life, including the most dynamic
and unpredictable transport management. Intelligent transport management system (ITMS) is the most essential component
of a Smart City ecosystem. The primary function is to ensure smooth and accident-free transport on the city roads. ITMS can
prompt drivers of possible traffic jams; ITMS can be used to detect speed violations of vehicles. One of the primary inputs
to ITMS is fed from closed circuit television (CCTV) installations on the roads. The main objective of the paper is to detect
vehicles violating traffic rules especially over-speeding. The detection of over-speeding of a vehicle involves detection of
vehicle, calculation and calibration of the distance traveled by the vehicle both on an image plane and real world. To calibrate
the distance traveled by the vehicle, the geometric plane of the real world is projected onto the image plane. The projection
onto the image plane helps in determining the actual distance traveled by the vehicle in the real world. After calibration of the
distance traveled by the vehicle, speed calculation is performed. The accuracy of the algorithm to speed detection is 90.8%.

Keywords Vehicle detection · Calibration · Plane projection · Speed estimation · Tracking

1 Introduction

The development of ITS has provided many technologies for
transport management, vehicle control, collision avoidance
systems, emergency management services, etc. According to
the reports, each year around 1.3million accidents happen all
over the world and most of them are caused due to the over
speeding of vehicles. Vehicle speed detection plays a very
important role in enforcing speed limits which decrease acci-
dents and traffic jams. If the on-road vehicles keep increasing
at the current rate, it is really difficult to provide required
manual labor at all busy areas to control the traffic [1,2].
Monitoring the speed of the moving vehiclesmanually is not
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feasible everywhere. Automation of speed detection is need
of the hour [3,4]. Using a traffic surveillance video, we can
detect the moving vehicle’s speed. Traditional speed detec-
tion was using radar technology which works on the doppler
effect[5–8]. The errors caused by radar technology such as
cosine error, shadowing and frequency interference limit the
accuracy of the speed detection. Hence, using this traditional
technology is not enough in this current scenario [9]. With
the rapid development in the technology, traffic manage-
ment system demands computerized technology to control
the problem of over speeding [10,11].

A LIDAR device keeps track of the time taken by a light
pulse to hit the vehicle from the LIDAR gun and come back.
Using this data, LIDAR estimates the distance between the
gun and the vehicle. By making various calculations and
comparing them, the speed of a vehicle can be determined
accurately.

A passive camera system is usually less expensive than
the active devices used by the above-mentioned methods.
Imaging hardware available is of less cost and they are of
high performance due to which in recent years, video-based
approaches have been recommended for both vehicle speed
detection and vehicle tracking [12–14].
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Objectives

– The proposed solution has to be highly reliable on vehicle
detection.

– Once the vehicle is detected, distance of the vehicle is
estimated by projection method in the image plane.

2 Literature survey

Wu et al. [15] describe a newmethod for real-time automatic
vehicle speed monitoring using a video camera that is based
on digital image processing. It begins by presenting a sim-
plified method for accurately mapping the coordinates in the
image domain into the real-world domain, which is based on
geometric optics.

The second section focuses on detecting vehicles in digital
image frames in a video stream.The solution requires a single
video camera and an onboard processing computer to operate
and simultaneously detect vehicle speeds in multiple lanes
with high accuracy. The algorithm requires that the camera
is set up directly above the target road section (at least 5
meters above the road to assure satisfactory accuracy) with
its optical axis tilting a certain angle downward from the
highway forward direction. The calibration is done directly
on the video frames based on the position of an easy-to-get
vanishing point and a vehicle’s known length and width and
its information (upper edge position and lower edge position)
in a sample image. The results are reported with a < 4% error.

Feature extraction is an important factor in detection of
vehicles. Several works are referred for the feature extrac-
tion process and have been discussed in this section. Authors,
Zhang et al. [16], proposed amethod for feature selection that
is superior than the spares-basedmethod using l2−l1 regular-
ization and authors [17] extended work of feature selection,
by selecting features using reconstructed data and other
pairwise constraints. The features are selected in unsuper-
vised manner to minimize selection error, to preserve graph
and side information’s. Authors considered aforementioned
parameters in feature selection and obtained robust solutions
using robust loss function that interpolates between l1 and
l2 norms. Further, feature selection is also made by using
regression model and generalized uncorrelated constraints
[18] by adopting the σ form regularization for interpolating
between F-form and l2 − l1 norms.

Vehicle length detection is an important parameter in
determining speed. Various methods are reported in the liter-
ature. Ki et al. [19] proposed a system tomeasure speed using
a double loop detector. The authors proposed a use of neu-
ral networks with a back-propagation algorithm to improve
the accuracy of inductive loop detectors. The neural network
classifies five types of vehicles based on inputs of variation

rate of frequency and occupancy time. The algorithm has an
efficacy of 91.7%.

Jing-zhong et al. [20] proposed a system to find the speed
of the vehicle by comparingvideo frames.Theproposed tech-
nique uses background differences in images. Pixel-based
comparison is done on the selected background image with
the image of a moving vehicle. The background difference
will be calibrated for the speed of the vehicle. This method
is influenced by the quality of images.

Rahmin et al. [21] proposed to detect the speed of a vehicle
using a camera feed. The algorithm involves an extraction of
the object(vehicle) using the frame difference technique. The
object detected is mapped onto a 3D space and vehicle speed
is estimated with an error of ś 1.7km/h. The assumptions
made are that all the camera parameters are known, vehicles
move on flat ground, and they are moving forward. Estima-
tion of the accuracy of vehicle velocity is constrained by the
timing resolution and displacement resolution in pixels on
the images.

Pelegri et al. [22] proposed a system that uses GMRmag-
netic field grade sensors placed on the pavements on the
road. The signals of vehicular movement are captured and
the speed and the length of the vehicle can be captured in
real time. Discrete cross-correlation is used to detect the time
interval t the time difference in the signal between the front
wheel and back wheel crossing the sensors.

Pornpanomchai et al. [23] proposed the vehicle speed esti-
mation system by extracting frames from a video with a
reference point and an ending point. The authors proposed
a system to extract, enhance and detect vehicles in video
frames by using the frame difference technique. The system
reports the usability and effectiveness of the technique with
70s as the time to report the speed of the vehicle. The authors
conclude with the usability of the system based on the length
of the video to be processed, the length of the vehicle and the
stability of the camera to record good and noise-free video.

Pelegri et al. proposed a system that uses GMR which is
a magnetic sensor to detect the object which is the vehicle in
this paper and to monitor the speed of that detected vehicle.
The magnetic perturbation is detected which is caused by
the vehicle by using two GMRs which are located on the
highway. The signals from the sensor are generated when a
vehicle moves above the board of the circuit, and then, they
are sent to a microcontroller to process and then the speed
and length of the vehicle are obtained. This can replace the
ultrasonic sensors which are expensive.

Pornpanomchai et al. [23] proposed the vehicle speed esti-
mation system by applying the image processing technique.
This research contemplates to develop detection of vehicle
speed. This system used IBM/PC which is connected to the
uncalibrated camera. The five components of the system are
image enhancement, acquisition, region of interest segmen-
tation, analysis and speed estimation.
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Authors, Kumar et al. [24], proposed a method to detect,
track and estimate the speed of the vehicle. Detection and
tracking of the vehicle use the parameters such as height,
position and width of the vehicle instead of extracting fea-
tures of a vehicle. The parameters used as a feature extractor
require less computation and memory. The aforementioned
parameters are stored in the database to estimate the speed
of a vehicle.

Authors, Javadi et al. [25], proposed amathematicalmodel
using themovement pattern vector for estimating the speed of
a vehicle. The speed of the vehicle is estimated by using four
intrusion lines and the frame was captured simultaneously
by a camera with 50 fps and a smartphone device with fps of
30. The probability density function is used to improve the
speed of the vehicle with an average error rate of 1.77% in
50fps and 2.17 in 30fps.

The authors, Lu et al. [26], proposed a method to estimate
the speed of the vehicle by considering video sequence and
without extracting the features. The frame difference method
is applied to a region of interest, resulting in projection his-
tograms and the selection of a group of key bins to represent
vehicle motion.

2.1 Problem statement

The LIDAR- and RADAR-based speed estimation requires
the hardware equipment which is not cost-effective and have
the following limitation:

1. Cosine error as mentioned in the manuscript.
2. A false reading is produced when the pulse reflects off for

example a wing mirror, hits a stationary reflective object
and then returns to reflect off the mirror a second time.

3. Radar speed guns do not differentiate between targets in
traffic, and proper operator training is essential for accu-
rate speed enforcement.

Hence, the need to replace them with the systems that are
automated i.e., they give more accurate outputs, less expen-
sive and exclude human intervention when not needed.

“A real-time estimation of vehicle’s speed based on geo-
metric projection method and image processing for better
analysis and understanding of traffic scenes.”

Nowadays, the road accidents are increasing every day.
The rate of fatality is also increasing. One of the major con-
cerned is road accidents which affects many factor, if it is
not under the control. Therefore, the system for the detec-
tion of the speed is introduced to reduce accidents and to
increase road safety. To replace the traditional speed detec-
tionmethodwhich is based onRADAR equipment and speed
guns are not preferred due to the cosine errors. These speed
guns work only when the direction of the gun is on the path

which is direct of traffic. This error is significant and this will
affect the accuracy of the system.

3 Proposedmethod

Background Vehicle detection is said to be the main and
important part of the Intelligent transportation system (ITS)
[20]. Many other approaches which are included for the
detection are radar, video image detection system, infrared
detection, ultrasonic detection, induction line detection,
acoustic array detection and so on. There are various new
vehicle detection techniques from videos that are captured
are discovered [27,28]. Using this vehicle detection, many
other information about the vehicles can be obtained [20,29].

After studying or going through many of the research
papers and journals, it has been observed that existing sys-
tems the technique of detecting vehicle using a static camera
which is placed at some height above the ground [30]. Sim-
ilarly, some other research papers have proposed finding the
speed by first drawing two lines that are virtual and then
calculating the time traveled by each vehicle between these
virtual lines. The proposed system has a low cost and the
accurate speed of the vehicle is obtained using computer
vision than any other system. In this system, some of the
standard datasets which are readily available have been used
[31].

For vehicle detection, vehicle motion analysis is much
needed. Here, when it comes to the detection of the vehicle,
it is focused on motion detection. Moving target detection is
done by a motion detection algorithm. The main algorithm
for motion detection is background subtraction, frame differ-
ence and optical flow method. This paper uses a background
detection algorithm to detect themotion patterns in the video.
Thismethod includes:motion detection, vehicle tracking and
vehicle speed calculation.

Firstly, the video is captured using a static camera which
is placed at some height above the ground for the data input.
Then, the frames are extracted for further processing and
to detection vehicles. The flowchart of the system design is
shown in Fig. 1.

The detailed architecture of the proposed method is as
shown in Fig. 2 wherein the input video is taken first, then
this video is extracted into frames. Each frame is treated as the
image which undergoes pre-processing. To minimize some
of the errors such as bold shadowwhich detects the shadowas
a solid object, pre-processing is used. Pre-processing is per-
formed to enhance the quality of the image at a lowest level
of abstraction which in turn enhances some of the features
of the images extracted for further processing.

The main objectives involved in this proposed system
design and implementation are
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Fig. 1 Flowchart of the proposed method

– Vehicle detection.
– Distance calculation.
– Speed calculation

3.1 Vehicle detection

Vehicle detection plays a major task in the estimation of the
speed of a vehicle. The accuracy of detection helps in achiev-
ing the estimation of speedwith less error rate.Manymethods
exist in detecting the vehicle in the image processing domain,
but when considering the parameters like complexity, read-
ability and accuracy, the background subtraction methods
can achieve better results compared with other traditional
methods.

Several methods already exist with good accuracy like
Gaussian distribution, adaptivemedian,morphological back-
ground estimation and nonparametric background modeling
paradigm. Considering the video in a stationary camera
[32,33], themotion detection algorithm performswell in sep-

Fig. 2 Proposed Architecture for the vehicle speed estimation

arating the foreground image from the background based on
the changes that are taking place in the foreground.

After the detailed study on the background subtraction,
the Gaussian mixture model is considered in the proposed
method. In background subtraction, the background models
are initialized using the first “K ” frames at a pixel level.
Where K denotes the number of the Gaussian models in a
GMM and Xi denotes a particular pixel located on (x, y) in
the i-th frame I as in (1).

X1, ..., XK = I (x, y, i) : 1 ≤ i ≤ K (1)

Each pixel is modeled using K Gaussian mixture. Then,
the probability function of the given pixel at time t is given
by:

P(Xt ) =
k∑

i=1

ωi · η(Xt , μiσ
2
i )

where Xt is denoted as pixel observed at time t , ωi is the
weight related to the i-th Gaussian distribution with mean

123



Image projection method for vehicle speed estimation model in video system Page 5 of 13 7

μi , t and standard deviation σ 2
i i . η is a Gaussian probability

density function given as

η(Xt , μiσ
2
i ) = 1

(2πσ 2
i )1/2

e
− Xt−μ2

2σ2i

in which μi is the mean of pixel value in the i-th image
sequence andσi is the user parameterwith a value set between
10 and 20 randomly. Once the models are initialized, the
foreground and background models are separated using:

B = argminb

(
b∑

k=1

ωk > T

)

where the first B distributions are considered as the back-
ground models if the sum from ω1 to ωb exceeds a threshold
(T ), and the distributions which are left out are considered
to be foreground models.

Let the color model and the depth model be P(ct) and
P(dt) as follows: P(Xt ) = P(ct )P(dt )

Now the background/foreground segmentation with the
probabilistic background models is done. First, the color
model Bc and depth model Bd classify the observed pix-
els ct and dt at time t, respectively. A pixel finds a matched
Gaussianmodel using theEuclidean distance: ‖xt − μi‖ ≥ k

A pixel is classified as one of the following 3 category if
the match is found in respective model.

Category 1: pixel is classified as background, if matched
model is the background model. Category 2: pixel is classi-
fied as foreground, ifmatchedmodel is the foregroundmodel.
Category 3: pixel belongs to foreground, if no match.

In the case of color value ct , once pixels are classified as
background or foreground at a time “t,” the inequality for the
matched Gaussian distribution can be used to compute pixel
value using:

θ · η(ct , μiσ
2
i ) ≥ Maximum pixel value

in which θ is a constant to scale the Gaussian probability
density Function values. Thus, the final BGS (background
subtraction) results R f inal are evaluated if:

– Rc(x, y) ∗ Rd(x, y) > q Maximum pixel value,
– then R f inal(x, y) is foreground,
– else then R f inal(x, y) is background.

3.2 Distance calculation

In the proposed system, to calculate the virtual distance trav-
eled by the vehicle, Kalman filter is used for the tracking
which draws imaginary lines on the output video of the vehi-
cles after detection on the image plane, which is called entry

point detection line and exit point detection line (assuming
any two points with respect to the centroid of the vehicle).
The distance traveled by each vehicle between these two lines
in the video is used to calibrate the actual speed in real-time.

Thesemoving objectswhich are detected are outlinedwith
the bounding box to identify and also determine the centroid
of the detected object. Centroid point is used to determine
the distance traveled by the vehicle that is detected. This
distance is calculated using the Euclidean distance formula.
This distance is further used to estimate the speed of the
detected vehicle. The centroid of each detected vehicle is
tracked using some of the suitable tracking algorithms. The
centroid of each vehicle detected can be calculated using

(xc, yc) =
(

(x1 + x2)

2
,
(y1 + y2)

2

)

where (xc, yc) is the center of the vehicle detected.
The entry frame number and exit frame number are noted

when these detected vehicles coordinate lies within entry
point detection and exit point detection range, respectively.
Tracking the entry and exit frames for each moving vehicle
by storing the frame number, where the centroid of the object
lies in the entry point detection range and exit point detec-
tion range, respectively. The Euclidean distance using the
centroids of the entry frame and exit frame from the entry
point detection and exit point detection lines, respectively,
can be calculated.

3.3 Speed calculation based on geometric
projection

The speed of the vehicle is calculated using the virtual dis-
tance traveled by the vehicle and some other parameters are
included which are shown in Fig. 3. Based on the geomet-
ric projections into the camera plane, if a vehicle is moving
from point “p” to point “y′” with a displacement of y on the
image plane as shown in Fig. 3, then distance traveled by the
vehicle is given by the equation below.

y = t y′

f cos θ − (y′ + p) sin θ
(2)

where “ f ” is the focal length of the camera which is obtained
from camera calibrations and “t” is the distance between the
camera and the vehicle in the direction parallel to the optical
axis. Then, the time interval T for the displacement can be
calculated using the equation below.

T = N ∗ F (3)

where “N” indicates the total number of frames, “F” is the
time required to capture each frame. If the camera exposure
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Fig. 3 Model for speed calculation

time is “T ” for the displacement and the size of the pixel in
the horizontal direction is Sx , then the speed v of the moving
vehicle is given by

v = t y′Sx
T f cos θ

[
1 − sx

f (y′ + p)tanθ ] (4)

where Sx is called CCD pixel size which can be obtained
from internal parameters of the camera and it is given by the
manufacturer’s data sheet.

If f >> Sx and the angle � is less than 45◦. Then, the
speed “v” of a vehicle can be simplified as shown below

v = t y′Sx
T f cos θ

(5)

3.4 Moving object tracking using Kalman filter

We have used a background subtraction algorithm for the
detection of vehicles. Through the background subtraction
algorithm, we get the central points of the detected vehicles.
Due to some of the limitations of background subtraction
algorithm such as occlusion can be seen, positions of the
vehicles which are obtained are wrong sometimes. To avoid
erroneous results and to overcome the limitation, the Kalman
filter tracking method is applied to get more accurate posi-
tions of the vehicles. Kalman filter is a framework for
predicting a process’s state. Prediction and correction are
the two important and main steps in Kalman filtering.

4 Results and discussions

4.1 Implementation details

As described before, the data which is taken as video is
extracted into frames and then each frame is processed
by pre-processing. Pre-processing is used to minimize the
errors such as shadow which is wrongly determined as the
object. We use contrast and brightness adjustment to do pre-
processing. The algorithm is implemented using Opencv
C++ in visual studio. Results of background subtraction
which is used to separate the foreground image from a
background model for each frame and motion estimation to
detect the vehicles are shown in Fig. 4. In Fig. 5, the back-
ground subtraction results of two different video sequences
are shown, i.e., video sequence 1 and video sequence 2. For
each object that is detected, a rectangular bounding box is
given to identify. As discussed earlier, virtual lines are drawn
on the output video of vehicles detected on the image plane to
detect the distance traveled by the vehicles based on the geo-
metric projection method and as a result speed is calculated.
The speed of each vehicle is detected using the equations
which are discussed earlier. The speed of each vehicle is
shown at the output window. Figures 6 and 7 are the results
of vehicle detection, tracking and speed estimation. Various
videos were recorded with prior knowledge of speed running
on the road. The speed estimation results are dependent on
the results of the tracking, wherein each of the vehicles is
tracked with a dedicated tracker. The distance traveled by
each of the vehicles in terms of a pixel is defined by the
tracker. This distance traveled helps in the estimation of the
speed of the corresponding vehicle. Then, the same proce-
dure of storing the frame number and a point. So using these
two points which are noted we will be able to find the virtual
distance traveled by the vehicle. Then, the frame numbers
which are stored are used in the calculation of the time of
displacement of the vehicle. Once the ca-liberated vehicle
distance and time are calculated then speed estimation can
be calculated.

As discussed and depicted in Fig. 4, the results of fore-
ground pixels detection are represented of different videos.
From the results of background subtraction, one can make
out that the salt and pepper noise present should be mini-
mized. The salt and noise present in the results are reduced
by morphological operations which will lower the false pos-
itives.

Figures 6 and 7 are the results of frames of different video
datasets. The speed of each vehicle is calculated and is shown
in Figs. 6 and 7. The speed of a vehicle is calculated by
considering the calibrated distance which will help in the
estimation of speed with high accuracy.
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4.2 Datasets

For experimental purposes, the algorithm was run on sev-
eral video inputs to check the performance. In the paper,
several video sequences represent typical situations that
were not addressed in many other systems for the improve-
ment of the accuracy of the system results. The datasets
which are considered in this paper are with approximately
30fps frame rate. The tested videos were downloaded from
http://i21www.ira.uka.de/image_sequences/ and
https://www.svcl.ucsd.edu/projects/traffic/, and ten video
datasetswere recordedwith prior knowledge of vehicle speed
near a highway.

4.3 Performance evaluation

Few of the parameters are set to measure the quantitative
analysis for performance evaluation of the proposed sys-
tem,which alsomeasures sensitivity, specificity and accuracy
based on the confusion matrix. Mathematically, the quality
metrics is given as:

4.3.1 Sensitivity

It is defined as the ratio of visible objects present in the scene
to the accurately found object by the algorithm. This parame-
ter gives the number of positive specimens accurately found.
Sensitivity is directly proportional to the true positive ele-
ment.

Sensitivity = TP

TP + FN

4.3.2 Specificity

It is defined as the ratio of a static object which is present in
the frame to the accurately identified static object by the pro-
posed algorithm.This parameter gives the number of negative
samples that are correctly identified. Specificity is directly
proportional to the true positive element.

Specificity = TN

TN + FN

4.3.3 Accuracy

The accuracy of the proposed system is denied based on
the performance which includes sensitivity and specificity
parameters of the system.

Accuracy = TP + TN

TP + TN + FN + FP

Fig. 4 Video sequence 1

Fig. 5 Video sequence 2

4.4 Vehicle detection results

In normal situations, all the state-of-the-art algorithm gives
good results, but in other environmental conditions like rain,
fog, snow etc., it is difficult to get accurate and good results.
It may fail either to detect the vehicle or track the vehicle,
and hence, motion calculation of the object leads to varying
results. The proposed algorithm is effective even in a complex
situation such as trivial conditions. The qualitative results
were obtained through the evaluation process of ground truth
image and algorithmoutput files as input; hence, result can be
accurate and average. The testing of an algorithm is done on
different videos in different environmental conditions. The
work is carried out in two phases, the detection of an object
and finding its distance traveled and speed. The proposed
algorithm is run on 3.6GHz processor, we have used Visual
Studio 2019, and the code is written in Opencv C++ and
is tested on different video sequences. The proposed work
can execute with 25–30FPS without any optimization. The
results of the proposed work are discussed in a quantitative
and qualitative way.

Table 1 depicts the results of vehicle detection for different
video datasets. The number of true positives, false negatives
and false positives is noted. As per the results of the pro-
posed systemwith respect to the speed estimation, the results
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Fig. 6 Results of vehicle
detection and speed estimation

Table 1 Results of vehicle detection

Sl. no. Resolution Fps Climate Vehicles
detected (TP)

No. of
vehicles
present

Missed
vehicles (FN)

Falsely
detected
vehicles (FP)

1 320 * 240 10 Sunny (low resolution) 15 15 0 0

2 320 * 240 15 Sunny (low resolution) 35 35 0 2

3 640 * 480 25 Cloudy 29 30 1 2

4 320 * 240 30 Sunny (high resolution video ) 45 45 0 1

5 704 * 480 30 Rainy 24 25 2 2

6 704 * 480 30 Sunny complex (multiple ) 45 45 0 1

are tabulated in Table 2 for the analysis of estimated vehi-
cle speed, actual speed and error between them for different
videos. As per the results, speed of the vehicle is estimated
with a minimum error and is acceptable. Actual speed of
each vehicle was noted while capturing the video and was
tested against the estimated speed and same is plotted for
four videos in the Figs. 8, 9, 10 and 11, respectively.

To compare and analyze the error rate among different
videos and vehicles performance with the proposed method,
graphical representation is made as shown in Fig. 12.

4.5 Computational cost

The proposed method is implemented using Opencv c++ in
visual studio as aforementioned. To evaluate the proposed
method, computational cost of each operation is calculated as
shown in Table 3. The operations included for computational
cost are:

1. Pre-processing.
2. Background subtraction.
3. Distance calculation and speed estimation.
4. Tracking.
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Table 2 Tabular representation of estimated speed, actual speed and error

Car no. Speed
calculated in
Kmph

Actual speed
in Kmph

Error % Car no. Speed
calculated in
Kmph

Actual speed
in Kmph

Error %

Video 1 Video 2

1 56.2293 58 3.05 1 112.5 112 0.44

2 45.6863 47 2.79 2 107.244 115 6.7

3 50.8823 52 2.14 3 102.25 105 2.6

4 86.33 89 3 4 69.98 72 2.80

Videos 3 Video 4

1 98.33 100 1.65 1 104.86 107 2

2 84.65 97 12.7 2 109 112 2.6

3 87.77 78 12.5 3 99.34 102 2.607

4 103.76 105 1.18 4 79 85 7.05

Videos 5 Video 6

1 100.58 103 2.34 1 95.36 98 2.69

2 104.56 105 2.30 2 89.01 90 1.10

3 112.12 113 0.77 3 81.23 85 4.43

4 97.89 99 1.12 4 92.25 95 2.89

Videos 7 Video 8

1 54.89 56 1.98 1 100.12 102 1.84

2 84.26 87 3.14 2 93.38 94 0.65

3 61.39 67 8.37 3 102.23 109 6.21

4 69.58 72 3.36 4 82.56 89 7.23

Fig. 7 Results of vehicle detection and speed estimation of video
sequence 5

In Table 3, the computational cost of each operations is
determined and noted in ms. The overall cost to process one
frame is 86.1ms, which is comparably effective.

4.6 Repeatability and reproducibility

To check the repeatability, experiments are conducted to
obtain independent test results in a short period of time
in the same location, with the same measurement proce-

Fig. 8 Video 1 speed estimation

dure, and the same measuring instrument. Table 4 shows the
experimental results where the video sequence is considered
in different time span on the same vehicle, same location,
with same equipment for estimating speed of a vehicle. The
repeatability achieved with the proposed method is 100%.

To test the reproducibility in estimating the speed of a
vehicle, the proposed method is tested on standard dataset in
different climatic conditions like rainy, complex background,
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Table 3 Computational time for
real-time operations

Sl. no. Real-time
operations

Computational
time (in ms)

1 Pre-processing 0.0163

2 Background subtraction 0.0319

3 Distance calculation and speed estimation 0.0204

4 Tracking 0.0175

Total time 0.0861

Table 4 Repeatability on the
proposed method

Experiment Actual speed Estimated speed Error %

Video sequence 1 @ time t1 50.8823 52 2.14

Video sequence 1 @ time t2 50.8823 52 2.14

Fig. 9 Video 2 speed estimation

Fig. 10 Video 3 speed estimation

highway, city limits and different individuals. Table 5 gives
detection accuracy on different climatic conditions. Experi-
ments conducted on these datasets give us satisfactory results
in detection which is dependency factor for speed accuracy
rate of a vehicle.

Reproducibility =
(
Operation Variation

Total Variation

)
× 100 (6)

Fig. 11 Video 4 speed estimation

Fig. 12 Error rate of each video using the proposed method

4.7 Comparative analysis

For testing, the speed of the moving vehicles is known prior
which acts as the ground truth for our evaluation. Table 2
represents the comparative study of the speed of the vehicle
with the actual and estimated value. Different videos were
considered to check the reliability and accuracy of the vehicle
speed.
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Table 5 Reproducibility of the
proposed method

Operation variation no. Location type Detection accuracy

1 Complex background 91.64

2 Highway 100

3 City limit 89.4

4 Rainy 100

Table 6 The average errors for
different methods

Method [34] Method [35] Method [36] Our method

Average error (%) 6.1 1.9 2.17 3.05

Table 6 depicts the average error of four different vehicle
speed estimation algorithm.

Method [34]: authors proposed a method to estimate the
velocity of the vehicle using an uncalibrated camera.
Detection of vehicle is performed using the background
compensation algorithm to eliminate noise in the back-
ground using horizontal and vertical histograms. The
algorithm has achieved an average compensation error
rate of 6.1%. The proposed method is not using the cam-
era calibration parameters for the estimation of the speed.
Method [35]: authors proposed a method to detect the
speeding of vehicles using the image processing tech-
niques over the input image sequence captured from
the fixed-position video camera. Detection and track-
ing are obtained in the consecutive frames and license
plate region is extracted from the color information. The
authors achieved an error rate of 1.9%. But the authors
stated that the proposedmethod will fail to performwhen
the shadow in the frame increases.
Method [36]: authors proposed a mathematical model
using the movement pattern vector for estimating the
speed of a vehicle. The speed of the vehicle is estimated
by using four intrusion lines and the frame was captured
simultaneously by camera with 50 fps and smartphone
device with fps of 30. Probability density function is used
to improve the speed of the vehicle with an average error
rate of 1.77% in 50 fps and 2.17 in 30 fps considering the
consecutive intrusion line.

It can be seen from the results that our method is almost
accurate to the results obtained without prior considering the
virtual lines as that of other Method [34], Method [35] and
Method [36]. Method [35] and Method [36] present lower
error rate only under high speed conditions and its error rate
increases as the speed slows down.

To visualize the comparison of propose method, graphical
representation is plotted in Fig. 13 on the error rate with
different methods. From the graph, it can be seen that the

Fig. 13 Graphical representation of average error rate

proposed method error rate is low compared to the method
[34]

5 Conclusion

Themethod of estimating speed of the vehicle using geomet-
ric projection based is very accurate compared to other tech-
niques and also promising technology for future applications
in traffic monitoring. It is very powerful and cost-effective
tool when it comes to dealing with traffic management tech-
niques in the real world. The algorithm is robust even in the
real time. The experimental results state that the algorithm
can also compute multiple objects detection. The perfor-
mance parameters were set for proposed algorithm, i.e., the
sensitivity with detection rate of 96%, accuracy of about
90.8% and specificity of about 92.2%. It is a cost-effective
alternative system to the traditional radar system. The future
work of the system, the system can further focus more on
night surveillance, also occlusion handling and there are
some unexpected conditions such as the camera shake can
happen and cause some errors.
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