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Abstract
To design a hybrid deep learning system (hDL-system) for discriminating low-grade from high-grade colorectal cancer (CRC) 
lesions, using immunohistochemically stained biopsy specimens for AIB1 expression. AIB1 has oncogenic function in tumour 
genesis, and it is an important prognostic factor regarding various types of cancers, including CRC. Clinical material consisted 
of biopsy specimens of sixty-seven patients with verified CRC (26 low-grade, 41 high-grade cases). From each patient, we 
digitized images, at × 50 and × 200 lens magnifications. We designed the hDL-system, employing the VGG16 pre-trained 
convolution neural network for generating DL-features, the SVM classifier, and the bootstrap evaluation method for assessing 
the discrimination accuracy between low-grade and high-grade CRC lesions. Furthermore, we compared the hDL-system’s 
discrimination accuracy with that of a supervised machine learning system (sML-system). We designed the sML-system by 
(i) generating sixty-nine (69) textural and colour features from each image, (ii) employing the probabilistic neural network 
(PNN) classifier, and (iii) using the bootstrapping method for evaluating sML-system performance. The system design was 
enabled by employing the CUDA platform for programming in parallel the multiprocessors of the Nvidia graphics processing 
unit card. The hDL-system provided the highest discrimination accuracy of 99.1% using the × 200 lens magnification images 
as compared to the 92.5.% best accuracy achieved by the sML-system, employing both the × 50 and × 200 lens magnifica-
tion images. Our results showed that the hDL-system was superior to the sML-system (i) in discriminating low-grade from 
high-grade CRC-lesions and (ii) by requiring fewer images for its best design, only those at the × 200 lens magnification. The 
sML-system by employing textural and colour features in its design revealed that high-grade CRC lesions are characterized 
by (i) loss in the definition of structures, (ii) coarser texture in larger structures, (iii) hazy formless texture, (iv) lower AIB1 
uptake, (v) lower local correlation and (vi) slower varying image contrast.
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List of medical and technical abbreviations
AIB1	� Amplified in breast cancer 1
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Tree
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CRC​	� Colorectal cancer
DL	� Deep Learning
DSS	� Decision support system
H&E	� Haematoxylin & Eosin
HG_CRC​	� High-grade Colorectal Lesion
IHC	� Immunohistochemistry
KNN	� K-Nearest Neighbour
LG_CRC​	� Low-grade Colorectal Cancer
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hDL-system	� Hybrid Deep Learning System
sML-system	� Supervised Machine Learning 

System

List of feature abbreviations
CLR MedAD_Ch_a_x50	� Median Absolute Deviation of 

colour channel a
CLR MedV_Ch_a _x200	� Min Value of colour channel a
CLR MinV_Ch_b_x500	� Min Value of colour channel b
CLR RV_Ch_a_x500	� Range Values of colour chan-

nel a
CON _x200	� Contrast
DENT_x200	� Difference entropy
DVAR_x200	� Difference variance
ICM1_x200	� Information measure of cor-

relation 1
IDM _x200	� Inverse different moment
Kurt_x500	� Kurtosis
LRE _x200	� Long run emphasis
RLNU_x50	� Run length non-uniformity
RP_x200	� Run percentage
SAV_x200	� Sum average
Skew_x200	� Skewness
dwt2D_MedV_x50	� Median Value of W in diago-

nal direction (where W is the 
2nd level discrete wavelet 
transform):

dwt2H_MedV_x200	� Median Value of W in hori-
zontal direction (where W is 
the 2nd level discrete wavelet 
transform)

1  Introduction

Colorectal cancer (CRC) starts in the colon or rectum of 
the large intestine, it is lethal, and it affects both men and 
women. CRC is the third most frequent cancer, and its early 
detection has been shown to reduce considerably patient 
mortality [1]. CRC diagnosis may be performed by (a) 
various diagnostic methods such as colonoscopy, computed 
tomography (CT), magnetic resonance imaging (MRI), and 
(b) by spectroscopy, molecular, and histopathology exami-
nations [2].

Final diagnosis is mainly based on the outcome of the 
histopathology examination. The latter comprises examining 
under the microscope tissue specimens, resected in colonos-
copy and suitably treated and stained with Haematoxylin and 
Eosin (H&E). Pathologists characterize tissue specimens as 
normal, benign, or malignant. Diagnosis is based on the 
textural, structural, and morphology characteristics of the 
specimen’s glandular tissue. In malignant tissues, cancer-
ous glands appear irregular in shape and size, and with loss 

of complexity. The latter is characterized by luminal bridg-
ing and cribriform change. Also, the epithelial malignant 
cells are characterized by a severe cytologic abnormality 
with nuclear irregularity and loss of polarity, size varia-
tion, increased hyperchromasia and atypical mitotic figures. 
Malignant tissues are categorized by pathologists into stage 
and grade. Regarding CRC lesions, there are five stages and 
four grades. Staging is related to the invasion and meta-
static spread of the tumour to other parts such as to regional 
lymph nodes, liver and lungs. Grading is related to glan-
dular appearance, and it may provide valuable prognostic 
indication regarding tumour aggressiveness and ultimately 
patient survival [3–5]. However, histopathology examina-
tion is influenced by the examining physician’s experience 
and clinical workload, leading to inter- and intra-observer 
variability in diagnosis [6–9]. Due to this diagnostic incon-
sistency, a two-tier CRC classification system has been pro-
posed [5–10], low grade–high grade, for reducing observer 
diagnostic variability while retaining prognostic value.

Furthermore, to deal with inter- and intra-observer vari-
ability, a number of research studies [11–29] have been pub-
lished proposing computer-based decision support systems 
(DSS) for characterizing different types of resected colorec-
tal lesions. Those studies have proposed DSS systems for 
discriminating between normal, benign, and malignant CRC 
tissues, employing digital images from H&E stained biopsy 
specimens. The authors employed various classification 
algorithms such as SVM [18, 20, 21, 23, 24, 26, 28], KNN 
[16, 23, 26], LDA [12, 15, 18, 25], Naïve Bayes [25], deci-
sion trees [25], random forest [8] in the design of the DSS 
systems. They have also employed in the design textural, 
morphological and structural features, which were computed 
from the digital images of the colorectal lesion. DSS classi-
fication accuracies varied depending on the colorectal tissue 
types that those studies were designed to discriminate. A 
recent comprehensive review on deep learning in colon can-
cer is given in [30]. Specifically for histopathology, Shaban 
et al. [31] and Zhou et al. [32] have employed deep learning 
methods for discriminating between normal-low-grade and 
high-grade CRC lesions from public available H&E stained 
histopathology images.

AIB1 (amplified in breast cancer 1) is an immunohisto-
chemical (IHC) dye which is known for its significant prog-
nostic value in various types of cancers, such as in breast, 
bladder, lung, naso-pharynx, CNS, colon, esophagus, liver, 
pancreas, stomach, ovaries [33–42]. Concerning the colon, 
AIB1 staining has been found overexpressed in the nuclei of 
CRC tissues [34–38, 40], as compared to the nuclei of non-
malignant tissues. In the present study, we have employed 
AIB1 stained biopsy material from verified colorectal can-
cer lesions, selected by two expert pathologists (P.R & V.T) 
from the archives of the Department of Pathology, Univer-
sity Hospital of Patras, Greece. The diagnosis of biopsy 
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specimens had been performed by the two physicians on 
H&E stained material.

The contribution of the present study is to design a deci-
sion support system, based on deep learning (DL) methods, 
employing digital images of AIB1 stained biopsy material of 
verified CRC lesions, with the purpose to discriminate with 
high accuracy low-grade CRC (LG_CRC) from high-grade 
CRC (HG_CRC) lesions. Because of the AIB1′s oncogenic 
prognostic value, we considered that the design of the DL-
system would facilitate the discrimination between LG_CRC 
and HG_CRC lesions. To our knowledge, the use of AIB1 
stained material in the design of decision support systems 
for CRC discrimination has not been published before. 
Our work was influenced by how the expert pathologists 
examine biopsy specimens, i.e. first inspecting under the 
microscope images at × 50 magnification and then study-
ing in more detail microscope images at × 200 or higher 
magnification. Accordingly, we designed our deep learning 
system by experimentation with image-ROIs at different 
magnifications from each case, unlike previous studies. We 
designed a hybrid deep learning (hDL) system by employing 
a pre-trained convolution neural network for extracting DL 
features, and we used those features to feed a classifier for 
classifying CRC lesions. Furthermore, we compared the pre-
cision of our hDL-system against the best precision we could 
achieve by a supervised machine learning (sML) system, 
designed by computing a large number of textural and col-
our features and experimenting with various classifiers. The 
design of the sML-system revealed important textural and 
colour properties that change with the severity of the disease 
and differentiate between low-grade and high-grade CRC 
lesions. To deal with the required enormous processing time 
workload, we employed GPU and CUDA technologies for 
parallel processing on the Nvidia’s graphics card processors.

2 � Material and methods

2.1 � Clinical material

Two experienced pathologists collected biopsy material ret-
rospectively from the archives of the Department of Pathol-
ogy of the University Hospital of Patras, Greece. The mate-
rial comprised sixty-seven (67) patients. Twenty-six (26) 
patients had been diagnosed with grade I colorectal cancer, 
twenty-eight (28) patients with grade II, and thirteen (13) 
with grade III. For the purposes of the current research, 
cases were split into two classes, the low-grade CRC (26 
cases of grade I) and the 41 high-grade CRC (28 grade II 
and 13 grade III cases). The pathologists assessed tumour 
grade by employing H&E staining and by examining the 
prepared biopsy material under the microscope. Addition-
ally, the pathologists used IHC staining for estimating the 

AIB1 expression on the biopsy material. The IHC-staining 
was employed in order to relate textural and colour changes 
in the glandular tissue, inflicted by cancer, to the histological 
grade of the tumour. Finally, the pathologists marked regions 
of interest on the substrates of the AIB1 specimens, indic-
ative of the disease’s impact, for further processing. The 
pathologists followed the guidelines of the American Joint 
Committee on Cancer (AJCC) [43] for tumour grading and 
staging and the guidelines of the Declaration of Helsinki and 
of the ethics committee of the University of Patras, Greece.

2.2 � Image acquisition

Original images were digitized at 2592 × 1944x24 bits reso-
lution by means of a Leica DM2500 light microscope fitted 
with a Leica DFC420C colour digital camera and connected 
to a dedicated desktop computer. Images were digitized in 
two magnifications of × 50 and × 200 so as to be used in the 
design of the system. From each original image, a ROI was 
extracted at 512 × 512 resolution containing the gland fol-
lowing the pathologist guidance (Fig. 1).

2.3 � Computer processing

(1)	 Design of the Hybrid Deep Learning system

Fig. 1   Digitized Regions of Interest (ROIs) of Colorectal Cancer 
(CRC), IHC stained for AIB1 expression: Low-grade CRC at a × 50 
and b × 200 lens magnification and high-grade CRC at c × 50 and 
d × 200 lens magnification



	 A. Theodosi et al.

1 3

58  Page 4 of 17

The hybrid DL-system design was based on a hybrid 
model design [44], whereby we used the pre-trained VGG16 
convolution neural network (CNN) [45] for extracting DL-
features from a pooling layer and we used those features 
to design the DL-system for classifying the CRC lesions. 
Figure 2 demonstrates the end-to-end deep learning pipeline.

First, we resized our ROIs to 224 × 224 pixels to com-
ply with the input specifications of the VGG16 network. 
We collected the deep learning features from the fourth 
pooling layer of the CNN network, since at that layer the 
hDL-system provided the highest classification accuracy. 
In more detail, at the fourth CNN pooling layer, each input 
image was reformatted to 512 images of 14 × 14 pixels 
each. The DL-features are the mean RGB pixel values 
of the 512 images, which amounts to a total of 100,352 
(512 × 14 × 14) features values per input image. Thus, 
we formed two class-matrices, one for low-grade and one 
for high-grade lesions. The class-matrix rows referred to 
the samples and the columns the DL-features. Next, we 
reduced the number of DL-features (a) by discarding fea-
tures of low statistical significance differences between 
the two classes and (b) by applying PCA reduction. Then, 
we employed the Recursive Feature Elimination (RFE) 
in conjunction with the Random Forest classifier [46] for 
selecting the best features for classification. According to 
RFE results, two (2) PCA features, (PCA1 and PCA2), 
were the best choice for best classification at 50 × lens 
magnification, four (4) features (PC1, PC8, PC9, PC17) at 
200 × lens magnification, and two (2) PCA features (PCA1 
and PCA2) at mixed (50 × and  200 ×) magnifications. 
Finally, we proceeded with the design of the hybrid DL 
system, by (a) using the DL-emanating PCA features, (b) 

experimenting with different classifiers, and (c) estimating 
the classification performance by means of the 10-epoch 
bootstrap performance evaluation method. The classifiers 
tested are available in the caret (classification and regres-
sion training) package and were the following: Linear Dis-
criminant Analysis (LDA), Classification and Regression 
Tree (CART), k-Nearest Neighbour (kNN), Support Vec-
tor Machines (SVM), and Random Forest (RF) Decision 
Trees. The specifications of the workstation were CPU: 
Intel i7-3770 K, 3.50 GHz, GPU: EVGA GeForce GTX 
980 4 GB, and RAM: 16 GB.

Furthermore, we designed a supervised machine learning 
system, by extracting a large number of textural and colour 
features from the CRC-images and employing a classifier. 
Our purpose was to compare the precision of the hDL-
system against that of the sML-system and, additionally, to 
identify the texture and colour CRC-image properties that 
change with the severity of the disease and differentiate the 
low-grade from the high-grade CRC cases.

(2)	 Design of the supervised machine learning system

To design the sML-system, we considered the following 
computer processing stages: i) extraction from each selected 
ROI of a large number of features that evaluate image prop-
erties, ii) experimentation with existing classifier algorithms 
for choosing a high-performance classifier suitable for our 
data, iii) selection of information rich features to be used in 
the design of a high-performance SML-system, iv) evalua-
tion of sML-system performance for assessing the SML-sys-
tem’s precision to new, "unseen" by the sML-system, data, 
5) employment of GPU parallel processing technologies for 

Fig. 2   Schematic pipeline of the hybrid DL-system design
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rendering plausible the design of a high performance sML-
system. These five steps are analysed below.

(i) Feature extraction. We computed sixty-nine (69) fea-
tures quantifying textural and colour properties of the AIB1 
images [42]. We used the gray-scale version of the digitized 
colour images for the calculation of fifty three (53) textural 
features: Four (4) features (Mean Value,Standard Deviation, 
Skewness, Kurtosis) were computed from the histogram of 
the gray-scale ROI, 14 features (Angular Second Moment, 
Contrast, Inverse Different Moment, Entropy, Correlation, 
Sum Of Squares, Sum Average, Sum Entropy, Sum Vari-
ance, Difference Variance, Difference Entropy, Informa-
tion Measure Of Correlation 1, Information Measure Of 
Correlation 2, Autocorrelation) were computed from the 
co-occurrence matrix [47], 5 features (Short Run Empha-
sis, Long Run Emphasis, Gray Level Non-Uniformity, Run 
Length Non-Uniformity, Run Percentage) were calculated 
from the run length matrix [48], 24 features (Mean Value of 
wavelet transform (W) in horizontal direction, Median Value 
of W in horizontal direction, Max Value of W in horizontal 
direction, Min Value of W in horizontal direction, Range 
Values of W in horizontal direction, Standard Deviation of 
W in horizontal direction, Median Absolute Deviation of W 
in horizontal direction, Mean Absolute Deviation of W in 
horizontal direction, Mean Value of W in diagonal direction, 
Median Value of W in diagonal direction, Max Value of W 
in diagonal direction, Min Value of W in diagonal direction, 
Range Values of W in diagonal direction, Standard Devia-
tion of W in diagonal direction, Median Absolute Deviation 
of W in diagonal direction, Mean Absolute Deviation of W 
in diagonal direction, Mean Value of W in vertical direction, 
Median Value of W in vertical direction, Max Value of W 
in vertical direction, Min Value of W in vertical direction, 
Range Values of W in vertical direction, Standard Devia-
tion of W in vertical direction, Median Absolute Deviation 
of W in vertical direction, Mean Absolute Deviation of W in 
vertical direction) were computed from the 2nd level, two-
dimensional discrete wavelet transform using Daubechies 
wavelets (W), and 6 features (Tamura Coarseness 1, Tamura 
Coarseness 2, Tamura Coarseness 3, Tamura Coarseness 4, 
Tamura Contrast, Tamura Roughness) were from the Tamura 
method [49]. We also employed the colour images of the 
digitized ROIs to calculate 16 colour features (Mean Value 
of colour channel a, Median Value of colour channel a, Max 
Value of colour channel a, Min Value of colour channel a, 
Range Values of colour channel, Standard Deviation of col-
our channel a, Median Absolute Deviation of colour chan-
nel a, Mean Absolute Deviation of colour channel a, Mean 
Value of colour channel b, Median Value of colour channel 
b, Max Value of colour channel b, Min Value of colour chan-
nel b, Range Values of colour channel b, Standard Deviation 
of colour channel b, Median Absolute Deviation of colour 
channel b, Mean Absolute Deviation of colour channel b) 

derived from the L*a*b* version of the RGB colour image. 
Thus, from each ROI we computed 69 features at × 50 mag-
nification and 69 features at × 200 magnification. Finally, 
from each case, we computed the mean of each feature from 
all image ROIs of the case and at both × 50 and × 200 magni-
fications. Thus, we represented each patient with one 69-fea-
tures vector at × 50 magnification and one 69-features vector 
at × 200 magnification. We formed two datasets, one at each 
magnification, and we designed the SML-system with each 
data set separately and in combination. The later resembles 
the way that pathologists examine biopsy material under the 
microscope, first at × 50 then at × 200 and they intergrade 
information to reach final diagnosis. All features in both 
datasets were normalized to zero mean and unit standard 
deviation to avoid bias due to differences in values in differ-
ent features. Normalization was performed by relation (1):

where x is a feature value, mean and sd are the mean and 
standard deviation of all values of the specific feature in both 
classes (LG_CRC and HG_CRC). We normalized the fea-
tures of each dataset (× 50 and × 200) separately. When we 
combined both data sets in the design of the SML-system, 
same features belonging to different magnifications were 
considered as different features.

Finally, we subjected the features used in the best SML-
system design to the Wilcoxon statistical test, for find-
ing differences between the two classes (LG_CRC and 
HG_CRC). This would reveal important information as to 
textural and colour alteration caused by advancing grading 
of the disease.

(ii) Selection of Classification algorithm. The choice 
of a classifier amongst readily available algorithms is a 
crucial task in the design process of the SML-system. 
The latter involves finding the best feature combination 
that will be used in the classifier to design a high preci-
sion SML-system. However, searching amongst a large 
number of features is a highly demanding task in terms of 
computer processing time. Optimal system design com-
prises forming combinations of features and evaluating 
the performance of the classifier in discriminating between 
low- and high-grade CRC lesions, with the aim to find 
the highest classification accuracy with the smallest num-
ber of features. This is an enormous task if one considers 
the number of available features (69 features at magni-
fications × 50, × 200, × 50 +  × 200), the number of cases 
involved (67 patients), the number of possible feature com-
binations, the SML-system evaluation method used (see 
Sect. 4), and the number of classifiers to be examined. 
This influences the choice of a classification algorithm 
in that it has to be characterized by properties such as 

(1)x� =
(x −mean)

sd
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low complexity, fast execution, and high precision with 
the available type of data. We put to the test a number of 
popular classifiers, Bayesian, LDA, KNN, SVM, ANN, 
PNN [50–52]. Most of these classifiers are readily avail-
able in the MATLAB software. We also employed paral-
lel processing methods (see Sect. 5) for speeding up the 
process of optimum SML-system design. Of the classifiers 
tested, the PNN proved most efficient in terms of classifi-
cation accuracy (equally scoring as the SVM), complexity 
(involving no optimization procedures), and processing 
time. The PNN algorithm is described below:

The discriminant function of the PNN, dj(X), of class j 
is given by the following relation:

where

where, x is the pattern vector to be classified, Nj is the num-
ber of patterns in class j, pj,i is the i-th training pattern vector 
of class j, σ (set at σ=0.22) is a smoothing parameter. Nf is 
the number of features employed in the feature vector. The 
input vector x is classified to the class j with the higher dis-
criminant value, dj(x).

(iii) Methods for selection of features. In each one of 
the 3 datasets (× 50, × 200, and × 50- × 200 combined), we 
ranked features following a score criterion that combined 
the Wilcoxon statistical test, which indicates each feature’s 
between-class separation ability, and the feature’s corre-
lation with the rest of the features of the dataset, which 
relies on the principle that least correlated features com-
bined are of higher discriminatory power [51, 52]. From 
the ranked features of each dataset, we picked the top 
30% and we subjected them into the exhaustive search 
procedure, i.e. forming all possible combinations of 2, 3, 
4, etc. features to design the sML-system and evaluating 
each sML-design’s accuracy by the leave-one-out method. 
This process was repeated for each data set and for each 
classifier, employing parallel processing procedures (see 
later section). We followed an “engineering rule of thumb” 
regarding the largest number of features allowed in one 
combination. That rule states that to avoid overfitting and 
thus overestimation of the SML-system’s performance, 
the number of features involved in a single combination 
should not exceed 1/3 of the number of cases in the small-
est class [53]. In our case, the smallest class comprised 26 
cases of low-grade CRC, so the largest number of features 
involved in any combination should not exceed 8 features.

dj(x) = k ×

Nj�
i=1

e
−‖x−pj,i‖

2�2

(2)k =
1

(2�)
Nf

2 × �
Nf × Nj

(iv) sML-system performance evaluation. In assessing the 
design of the SML-system, we used two evaluation methods. 
The leave-one-out (LOO) method and the Bootstrap method 
[54]. According to the LOO method, the sML-system is 
designed by all but one case, and the left out case is used as 
input to be classified by the sML-system. The left-out case 
is re-introduced into the design data set and another case 
is excluded and used to be classified by the SML-system. 
This cycle is repeated until all cases are classified to one of 
two classes (LG_CRC, HG_CRC). Finally, the results are 
presented in a truth table to indicate the number of correctly 
and wrongly classified by the SML-system cases.

According to the bootstrap evaluation method, a subset 
of say 60% of the total number of cases is randomly formed 
with re-substitution, meaning that one case may be included 
in the so formed sample more than once. We used this subset 
to design the sML-system by means of the LOO evaluation 
method and the exhaustive search feature-selection method. 
We next used the best sML-system design, the one providing 
the best discrimination accuracy with the least number of 
features, to classify the cases that were not included in the 
subset. The classification accuracy of the SML-system on 
the left-out cases was noted. This procedure (sample-subset 
formation, sML-system design, classification of left-out 
cases) was repeated for an adequate number of times and the 
average sML-system precision (overall accuracy, sensitivity, 
specificity) of the multiple trials was calculated. This aver-
age precision is indicative of how the sML-system would 
perform when presented with new data at its input, as would 
be the case of testing the performance of the sML-system in 
a clinical environment.

(v) Parallel processing implementation. Taking into con-
sideration the enormous number of calculations and tasks 
involved in the design of the sML-system, (a) we employed 
the inherent parallel processing capabilities of the MATLAB 
software on the 4-core CPU (central processing unit) of the 
desktop computer for experimenting with the choice of the 
optimum classifier algorithm and (b) having chosen the best 
classification algorithm for building the sML-system, we 
transferred the design of the sML-system to the multiproces-
sors (13 multiprocessors of 192 cores each) of the Nvidia 
Tesla K20c Graphics Processing Unit (GPU) card, housed 
in the desktop computer, using the programming environ-
ment of the CUDA (Compute Unified Device Architecture) 
toolkit v4.0 and the C/C +  + programming language. For 
parallel processing, we divided the sML-design into small 
tasks, which were then executed in parallel on the different 
processor cores. One such task was the use of features com-
bination to design the sML-system and then testing its accu-
racy by means of the LOO evaluation method. Regarding the 
CPU-based parallel processing, we used the parfor prop-
erty of MATLAB for parallel processing on the cores of the 
desktop’s CPU. For the GPU-based parallel processing, we 
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loaded each task on a different GPU-thread to be executed 
concurrently with a large number of similar tasks on the 
different cores of the GPU-multiprocessors. Similar sML-
system design has been previously employed by our group 
and is described in detail in [55].

3 � Results

The classification accuracies obtained by the hybrid DL-
system, using different classifiers and the 10-epoch bootstrap 
evaluation method, are shown in Table 1. Classifications 
were obtained with images recorded at lens magnifica-
tions, 50x, 200x, and using mixed 50 × and 200 × images. 
Best classification accuracies were achieved by the SVM 
classifier.

Table 2 shows the classification accuracies achieved 
by employing the patients’ ROIs at × 50 magnification (1st 
row of Table 2). The third and fourth columns indicate the 
accuracies of the sML-system in classifying correctly the 
LG_CRC (specificity) and HG_CRC (sensitivity) cases, 
the fifth column shows the overall accuracy achieved by the 
sML-system in correctly discriminating LG_CRC from HG_
CRC cases and the last column contains the best features 
combination used for the sML-system to accomplish the dis-
crimination. At × 50 magnification, the sML-system classi-
fied correctly 65.4% (17/26) of the LG_CRC cases, 90.2% 
(37/41) of the HG_CRC cases, and discriminated correctly 
80.6% (54/67) between LG_CRC and HG_CRC cases. The 
best features combination comprised 7 features (RLNU_x50, 
dwt2D_MedV_x50, Tamura contrast_x50, Tamura rough-
ness_x50, CLR RV_Ch_a_x50, CLR MedAD_Ch_a_x50, 
CLR MinV_Ch_b_x50). Figure 3 depicts overall discrimi-
nation accuracies at × 50, × 200, and × 50 & × 200 lens mag-
nifications by means of three ROC curves. Regarding the 
accuracy achieved at × 50 lens magnification, the area under 

the curve (AUC) of the red ROC curve was 0.82, which 
measures in-between class separation, and the Cohen–Kappa 
statistic was 0.58, which indicates the validity of the result. 
The cut-off value for the AUC curve was set at 0.5. Fig-
ure 4 shows the variation of the overall accuracy at × 50 lens 
magnification (red/dashed line) with the number of features 
involved in achieving the highest classification accuracy 
at × 50 magnification.

Table 2 also shows the classification accuracies of the 
sML-system in discriminating between LG_CRC and 
HG_CRC cases at × 200 magnification (2nd row of Table 1). 
The sML-system specificity was 80.1% (21/26 cases), its 
sensitivity was 87.8% (36/41) and the overall accuracy was 
85.1% (57/67). The best features combination in achiev-
ing highest overall sML-system accuracy comprised 8 fea-
tures (Skew_x200, CON _x200, IDM _x200, LRE _x200, 
RP_x200, Tamura coarseness 1_x200, Tamura coarseness 
3_x200, Tamura coarseness 4_x200). Figure 3 presents the 
overall discrimination accuracy at the × 200 magnification 
by means of the green ROC curve (AUC = 0.88, Cohen-
Kappa = 0.65). Figure 4 shows (green/dotted line) the vari-
ation of the overall sML-system accuracy with the number 
of features, using × 200 lens magnification images.

Table 2, third row, shows the classification accuracies 
reached by combining features extracted from images 
captured at two lens magnifications, × 50 and × 200. The 
sML-system achieved the highest accuracies employing 
an 8-features combination that comprised one feature from 
the × 50 magnification and seven features from the × 200 
magnification. The best 8-features combination comprised 
the following features: Kurt_x50, SAV_x200, DVAR_x200, 
DENT_x200, ICM1_x200, dwt2H_MedV_x200, Tamura 
coarseness 4_x200, CLR MedV_Ch_a _x200. The sML-
system’s specificity was 92.3% (24/26), its sensitivity was 
92.7% (38/41) and the overall accuracy was 92.5% (62/67). 
The sML-system achieved a similar overall accuracy of 

Table 1   Results of the hybrid 
DL-system employing different 
classifiers, two PCA-features 
and the 10-epoch bootstrap 
method

10 Epochs LDA CART​ KNN SVM RF

Mean SD Mean SD Mean SD Mean SD Mean SD

Lens magnification 50x (DL-features used PC1, PC2)
 Accuracy (%) 92.9 5.7 88.7 3.3 94.7 4.9 95.6 4.4 91.9 3.6
 Sensitivity (%) 89.6 7.9 90.6 6.5 92.3 6.9 93.6 6.2 91.5 6.4
 Specificity (%) 100 0 90.9 5.2 99.3 2.1 99.3 2.1 95.7 4.9

Lens magnification 200X (DL-features used PC1, PC8, PC9, PC17)
 Accuracy (%) 95.8 5.9 95.5 5.8 97.6 3.9 99.1 2.9 95.5 5.8
 Sensitivity (%) 94 7.4 96.7 7 100 0 98.8 3.7 96.7 7
 Specificity (%) 98.7 2.8 96.3 7.9 96.7 5.6 100 0 96.3 7.9

Lens magnification (50x + 200x) mixed images (DL-features used PC1, PC2)
 Accuracy (%) 91.6 5 86.9 6.3 92.2 2.8 94 3 91.7 3.9
 Sensitivity (%) 89.7 7.3 90.2 7.7 91.1 5.5 94.3 4.4 93.3 5.4
 Specificity (%) 98.4 2.2 89.8 8.5 97.4 2.4 96.5 3.6 93.8 4.3
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Table 2   Partial and overall classification accuracies achieved by the sML-system at different camera lens magnifications, × 50 and × 200

Camera Lens Magni-
fication

LG_CRC (%) (spe-
cificities)

HG_CRC (%) (sensi-
tivities)

Overall accuracies (%) Best feature combinations

1  × 50 65.4% (17/26) 90.2% (37/41) 80.6% (54/67) (1) RLNU _x50
(2) dwt2D_MedV_x50
(3) Tamura contrast_x50
(4) Tamura roughness_x50
(5) CLR RV_Ch_a_x50,
(6) CLR MedAD_Ch_a_x50
(7) CLR MinV_Ch_b_x50

2  × 200 80.1% (21/26) 87.8% (36/41) 85.1% (57/67) (1) Skew_x200
(2) CON _x200
(3) IDM _x200
(4) LRE _x200
(5) RP_x200
(6) Tamura coarseness 1_x200
(7) Tamura coarseness 3_x200
(8) Tamura coarseness 4_x200

3  × 50 & × 200 92.3% (24/26) 92.7% (38/41) 92.5% (62/67) (1) Kurt_x50
(2)SAV _x200
(3) DVAR_x200
(4) DENT_x200
(5)ICM1_x200
(6) dwt2H_MedV_x200
(7) Tamura coarseness 4_x200
(8) CLR MedV_Ch_a _x200

Fig. 3   ROC curves depicting 
sML-system discrimination 
accuracies, at different camera 
lens magnifications × 50, × 200, 
and × 50 and × 200 combined
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92.5% with seven features. However, using 8 features, more 
balanced accuracies amongst specificity, sensitivity, and 
overall accuracy were achieved at around 92% (see Fig. 4, 
blue/solid line). In Fig. 3 the blue ROC curve (AUC = 0.97, 
Cohen-Kappa = 0.84) depicts the accuracy reached by using 
features from both magnifications (× 50 and × 200).

All the features used in the best sML-system design 
sustained statistically significant differences between the 
LG_CRC and HG_CRC classes. Figure 5 depicts by means 
of box and whisker plots the distribution of values of each 
feature in the two classes.

Table 3 demonstrates the sML-system’s performance 
employing the ten-fold bootstrap evaluation method, for 
assessing sML-system’s precision when presented to new 
data. Mean overall accuracy achieved was 86.2% and the 
mean specificity and sensitivity were of the same level 
(around 86%) and well balanced.

4 � Discussion

We undertook the task of collecting biopsy material of 
patients with verified colorectal cancer, from the Department 
of Pathology of the University of Patras, with the purpose 
to design a decision support system that would discriminate 
with high accuracy low-grade from high-grade CRC biopsy 
specimens. We used microscopy digitized images captured 

from regions of interest of AIB1 stained biopsy material 
from each patient, as indicated by the pathologists at × 50 
and × 200 camera lens magnifications. We experimented 
with deep learning and with supervised machine learning 
methods. First, we designed a hybrid deep learning system 
by employing a pre-trained VGG16 convolution neural net-
work, which was only used to extract DL-features from each 
CRC-image, and then we used those features to feed a clas-
sifier to assign each image-lesion to either the low-grade or 
high-grade classes. Next, we designed a supervised machine 
learning system, by generating textural and colour features 
from each digitized image-ROI and by employing a classifier 
to classify CRC image-lesions into low-grade or high-grade 
classes.

4.1 � The hybrid deep learning system

The design of the hybrid DL-system resulted in significantly 
increased classification accuracies, as compared to those 
achieved by the sML-system, at different lens magnifica-
tions, employing deep-learning features, the SVM classifier, 
and the bootstrap validation method. We achieved similar 
high accuracies by designing the hybrid DL-system with 
other classifiers, which is indicative of the stability and 
supremacy of hybrid deep learning designs. In a previous 
study by Shaban et al. [31] on CRC-grading using deep 
learning methods, the authors employed H&E histology 

Fig. 4   Variation of sML-system 
precision with number of 
features combinations involved 
in its design, using images 
captured at different camera 
lens magnifications × 50, × 200, 
and × 50 and × 200 combined
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images, labeled as normal, low-grade and high-grade CRC 
lesions. They have compared the classification accuracies of 
four convolutional networks using the threefold cross vali-
dation method. Classification accuracies obtained ranged 
between 91 and 96%. Zhou et al. [32] have proposed the 
Cell Graph Convolutional network for CRC-grading. The 
authors have used H&E stained CRC-histology images 
divided into three classes of normal, low-grade, and high-
grade CRC lesions. They have compared their method with 
other state-of-art methods deep learning methods using the 
threefold evaluation method. They have reported 97% accu-
racy against those of other methods that ranged between 88 
and 96% accuracies. Those accuracies are comparable to 
our hybrid DL-system results, which ranged between 94 and 
99%, depending on the lens-magnification used. However, 
deep learning methods do not employ meaningful features in 
system-designs, as is the case with the sML-systems.

4.2 � The supervised machine learning system

Concerning the design of the sML-system, we tested the 
design using (a) × 50 magnification images, (b) × 200 mag-
nification images, and (c) a combination of × 50 and × 200 
magnification images. At × 50 magnification we found that 
sML-system’s highest accuracy was 80.6%, with low speci-
ficity 65.4% and high sensitivity 90.2%. These accuracies 
were achieved employing the features exhaustive search 
method on 21 (30%) of the highest-ranked features and the 
LOO evaluation method. Low specificity indicates that the 
system is not performing accurately enough with regards 
to low-grade CRC cases. This is undesirable since wrong 
estimation of CRC grading may seriously affect patient 
management. It seems that low resolution images at × 50 
lens magnification do not provide enough discrimina-
tory information regarding low-grade cases. However, we 
adopted sML-system design with images at × 50 magnifica-
tion since it is a procedure that is followed by physicians in 
diagnosis in conjunction with viewing ROIs at higher lens 
magnifications.

Next, we designed the sML-system employing only 
images at × 200 magnification. We found that the best 
design × 200 precision of the sML-system did not differ 
significantly from the accuracy achieved by the × 50 design. 
The overall accuracy of 85.1% with a low specificity of 

80.1% using the exhaustive search and LOO methods is still 
low and, thus, we could not accept it as a reliable design.

Then, we combined the × 50 and × 200 lens magnifica-
tions data, in the same way that the pathologist would first 
get an overview of the images at × 50 magnification and then 
would examine regions of interest at higher magnifications 
such as the × 200 magnification. We employed the first 41 
(30%) highest ranked features, of the features combined 
(× 50 and × 200). A mixture of × 50 and × 200 features was 
found that provided the highest sML-system classification 
accuracy of 92.5%, with balanced specificity (92.3%) and 
sensitivity (92.7%), a ROC AUC of 0.97 and Cohen Kappa 
statistic of 0.84, both indicating good class separation and 
that findings are not accidental. These findings indicate that 
the sML-system’s precision in classifying LG_CRC and 
HG_CRC cases could be relied upon. However, this per-
formance relies on the choice of the ROIs by the physician.

The best features combination that provided the highest 
classification accuracy consisted of one × 50 feature and 
seven × 200 features. Those comprised one 1st order statis-
tics feature (Kurtosis_x50), four co-occurrence matrix fea-
tures (SAV_x200, DVAR_x200, DENT_x200, ICM1_x200), 
one wavelet transform feature (dwt2H_MedV_x200), one 
Tamura feature (Tamura coarseness 4_x200), and one colour 
feature (CLR MedV_Ch_a _x200). Each one of those fea-
tures sustained statistically significant differences between 
the two classes. The mathematical formulation of those fea-
tures is presented in the Appendix.

As shown in Fig. 5, the features-values of Kurtosis_x50, 
dwt2H_MedV_x200, SAV _x200, and Tamura coarseness 
4_x200 were higher in the high-grade CRC cases. Kurtosis 
(Kurt_x50) expresses the shape of the distribution of the 
gray-tones in an image. High kurtosis values indicate thinner 
distributions around the mean gray-tone value and thick tails 
(leptokurtic). Thick tails imply that there are large numbers 
of pixels spreading across the gray-tones spectrum. This is 
probably due to the breakdown of the glandular structure in 
HG_CRC lesions, leading to the loss of definition of struc-
tures in the image. Feature dwt2H_MedV_x200 evaluates 
the discrete wavelet transform along the second level hori-
zontal direction. It gives an estimate of image edges along 
the horizontal direction of the image. Our results showed 
(see Fig. 5vi) that HG_CRC images displayed marginally 
statistically higher edges (p = 0.049). The sum average (SAV 
_x200) feature evaluates the presence of structures with vari-
ation in their grey-tones. The feature attains higher values 
in images containing larger elements of varying gray-tones 
and of coarser texture. Our findings showed that the tex-
ture of the HG_CRC lesions appeared coarser (see Fig. 5ii). 
The Tamura coarseness (Tamura coarseness 4_x200) fea-
ture evaluates image coarseness [43] and, according to our 
findings, HG_CRC lesions had higher values than LG_CRC 
lesions and, thus, appeared coarser (see Fig. 5vii). This is in 

Fig. 5   Features used in the best sML-system design sustaining statis-
tically significant differences between the low-grade and high-grade 
CRC classes (i) Kurtosis at × 50 lens magnification, features at × 200 
lens magnification (ii) sum average, (iii) difference variance, (iv) dif-
ference entropy, (v) information correlation measure 1, (vi) Median 
Value of the 2nd level discrete wavelet transform in the horizontal 
direction, (vii) Tamura coarseness 4, (viii) Median Value of colour 
channel a

◂
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line with the findings of the SAV _x200 feature. The exist-
ence of larger structures in HG_CRC lesions is probably due 
to cell destruction and cell merging in the glandular texture 
of HG_CRC lesions.

We found that the rest four of the best eight features, 
DVAR_x200, DENT_x200, ICM1_x200, and CLR MedV_
Ch_a _x200, displayed lower values at high-grade CRC 
images. The Difference Variance (DVAR_x200) feature 
assesses the variation in image contrast (or local gray-tone 
differences) across the image. The feature attains low val-
ues for equally distributed contrast transitions or image 
gray-level differences. Our findings showed (Fig. 5iii) that 
HG_CRC lesions displayed lower DVAR_x200 values, which 
indicates that gray-tone differences were more evenly dis-
tributed leading to a slowly varying local image contrast. 
The Difference Entropy (DENT_x200) feature, shown in 
Fig. 5iv, assesses the variation in the lack of structural order 
across the image. HG_CRC lesions displayed lower values, 
which is probably due to the merging of cells and to the 
loss of fine structural definition in the glandular texture, 
giving the impression of a hazy and formless texture. The 
Information Measure I (ICM1_x200) feature is related to 
the correlation content of an image and it attains low values 
for highly uncorrelated texture. Our findings (see Fig. 5v) 
showed that HG_CRC lesions attained smaller values. This 
is due to the gland attaining formless texture at high-grades 
and to losing its pixel-to-pixel association (loss of correla-
tion). The Median Value of colour channel a feature (CLR 
MedV_Ch_a _x200), which was calculated from the L*a*b* 
colour transformation of images, evaluates the median value 
of channel a (the red to green colour scale) and is related to 
AIB1 uptake. Our findings showed (see Fig. 5viii) that the 
feature attained lower feature values in the HG_CRC lesions, 
which is the result of lower AIB1 uptake (or staining) due 
to the destruction of AIB1 receptors in high-grade lesions.

Summarizing, we found that LG_CRC lesions may be 
well differentiated from HG_CRC lesions by a combining 
into the sML-system eight (8) features that quantify the 

image properties of intensity, texture, and colour, at two (2) 
different microscope lens magnifications, × 50 and × 200. We 
found that HG_CRC lesions displayed loss of definition of 
structures, coarser texture of larger structures, hazy form-
less texture, lower AIB1 uptake, lower local correlation, and 
slower varying image contrast.

To assess how the system would perform when new, 
“unseen” by the system, data were presented at its input, 
such as those obtained in a clinical environment, we put 
to the test the sML-system by employing the bootstrapping 
cross-validation method. We found that the overall classi-
fication accuracy as well as the sensitivity and the speci-
ficity were 86% (see Table 3), which is about 6% lower to 
the accuracies obtained by the sML-system designed by the 
LOO evaluation method. The drop in classification accura-
cies was expected, and it was due to the bias introduced by 
the LOO method in assessing the sML-system’s precision 
[47].

Previous studies that have designed decision support 
systems, have mainly used H&E stained biopsy material 
for discriminating between normal, benign and malignant 
CRC tissues [11–29]. Regarding the discrimination between 
grades in CRC lesions, in one study by Awan et al. [27], the 
authors have examined the discrimination between low- and 
high-grade CRC lesions. The authors have used images from 
H&E tissue slides and have employed morphology features, 
the SVM classifier and a threefold cross validation method 
to distinguish between normal, low-grade and high-grade 
lesions reaching discrimination precision of 91%. We have 
used a more elaborate and computer processing demand-
ing method of validation, the bootstrapping cross-validation 
method with multiple experimentation, so that to get a good 
representative estimate (86% overall accuracy) on to how our 
sML-system would perform on new, unseen by the system, 
data.

Regarding the use of IHC-staining in the discrimina-
tion of colorectal lesions, Esgiar et al. [56] have used 
images of IHC stained biopsy specimens for cytokeratins 

Table 3   Ten-fold bootstrap 
evaluation method for assessing 
the generalization accuracy of 
the sML-system using ROIs 
at both × 50 and × 200 lens 
magnifications

Runs Overall accuracy (%) Sensitivity (%) Specificity (%) #features

1 92.3 100.0 80.0 7
2 92.3 100.0 80.0 7
3 84.6 75.0 100.0 7
4 76.9 75.0 80.0 5
5 84.6 87.5 80.0 8
6 76.9 75.0 80.0 7
7 76.9 87.5 60.0 6
8 92.3 87.5 100.0 6
9 92.3 87.5 100.0 5
10 92.3 87.5 100.0 7
Mean ± std 86.2 ± 7.0 86.3 ± 9.2 86.0 ± 13.5
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to differentiate normal from cancerous colon mucosa. The 
authors have employed the linear discriminant analysis 
and, alternatively, the KNN classifier, six (6) textural fea-
tures from the co-occurrence matrix, and half the dataset 
were used to design the classifiers and the other data half 
to test the classifiers’ performance. They have achieved an 
overall accuracy of about 90%. In a later study by the same 
group [15], the authors have designed a decision support 
system for discriminating normal mucosa from adenocar-
cinomas. The authors have employed the KNN classifier, 
the fractal dimension, the correlation, and the entropy fea-
tures, and they have achieved about 94% overall accuracy 
by using the LOO evaluation method. In the present study, 
we have used images from AIB1, IHC-stained, biopsy 
material, captured at different lens magnifications similar 
to those used by physicians, to discriminate between LG_
CRC and HG_CRC lesions, we have tested a large number 
of intensity, textural, and colour features, we have experi-
mented with a large number of readily available classi-
fiers, and we have achieved discrimination accuracies of 
92.5%, using the LOO evaluation method and about 86% 
using the bootstrapping evaluation method. The features 
that produced the best classifier design express important 
properties that facilitate the differentiation between the 
two classes, LG_CRC and HG_CRC.

To deal with the sML-system’s design high dimensional-
ity and excessive computer processing time demands, we 
have employed GPU and CUDA technologies for program-
ming the multiprocessors of the Nvidia graphics card to 
execute concurrently similar tasks. This provision rendered 
plausible for us to experiment with different classifiers, to 
fine-tune the classifier of choice (PNN), and to achieve opti-
mal sML-system design by testing a multitude of feature 
combinations. However, it has to be stressed that once the 
optimum sML-system has been designed it can operate on an 
ordinary desktop computer. This allows for the sML-system 
to be easily transferred into different work environments, 
such as histopathology laboratories, using inexpensive com-
puter technology.

In conclusion, we employed digital images of AIB1 
stained colorectal cancer lesions to construct a high-perfor-
mance hybrid deep learning system, based on the pre-trained 
VGG16 convolution neural network, for discriminating 
between low-grade and high-grade CRC lesions with high 
accuracy (99.1%). In addition, we designed a supervised 
machine learning system, using a combination of eight fea-
tures that quantify intensity, texture, and colour image prop-
erties, to discriminate between LG_CRC and HG_CRC with 
and accuracy of 92.5%. Those image properties indicate that 
the HG_CRC lesions are characterized by (i) loss in the defi-
nition of structures, (ii) coarser texture in larger structures, 
(iii) hazy formless texture, (iv) lower AIB1 uptake, (v) lower 
local correlation, and (vi) slower varying image contrast.

Appendix

The mathematical formulations of the eight (8) best-features 
combination of the sML-system design are presented below.

Α.1 Histogram feature

(1)	 Kurtosis (Kurt)

where g(i,j) is the pixel intensity in position (i,j), N the total 
number of pixels, m is the mean value of the g, and std is the 
standard deviation of g.

Α.2 Co‑occurrence matrix based features

(2)	 Sum average (SAV)

where Ng is the number of gray levels in the image, 
i,j = 1,…,Ng, and p(i,j) is the co-occurrence matrix, and px+y 

is px+y(k) =
Ng∑
i=1

Ng∑
j=1

p(i, j), i + j = k, k = 2, 3, ..., 2Ng.

(3)	 Difference variance(DVAR)

w h e r e  p x - y  i s 

px−y(k) =

Ng∑
i=1

Ng∑
j=1

p(i, j), �i − j� = k, k = 2, 3, ...,Ng − 1.

(4)	 Difference entropy (DENT)

(5)	 Information measure of correlation 1 (ICM1)

where HXY = −

Ng−1∑
i=0

Ng−1∑
j=0

p(i, j) log (p(i, j))

Kurt =
1

N

∑
i

∑
j (g(i, j) − m)4

std4

SAV =

2Ng∑
i=2

ipx+y(i)

DVAR =

2Ng∑
i=2

(i − SAV)2px−y(i)

DENT = −

Ng−1∑
i=0

px−y(i) log
(
px−y(i)

)

ICM1 =
HXY − HXY1

max {HX,HY}
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Α.4 Wavelet based feature

(6)	 Median Value of the 2nd level discrete wavelet trans-
form in the horizontal direction (dwt2H_MedV).

The discrete wavelet function of an image f (x, y) of size 
M x N is defined as:

where �(x, y) is a scaling function, with j = 0,1,2…
W

�
 are the coefficients define an approximation of image 

f (x, y) at level (scale) j0.
and W

�
 are the coefficients that add horizontal, vertical 

and diagonal details for levels j ≥ j0.

Α.5 Tamura‑based features

(7)	 Tamura coarseness 4

where m, n are region dimensions and

where k is the best scaling for highest neighborhood average.
The particular feature is the value of the 3rd bin histogram of Sbest.

Α.6 Lab colour transform‑based features

(8)	 Median Value of colour channel a* (CLR MedV_Ch_a)

According to the CIE, the coordinates of the Lab colour 
space are derived by a nonlinear transformation of the three 

HXY1 = −

Ng−1∑
i=0

Ng−1∑
j=0

p(i, j) log
(
px(i)py(j)

)

W
�

�
j0,m, n

�
=

1√
MN

M−1�
x=0

N−1�
y=0

f (x, y)�j0,m,n
(x, y)

Wi
�
(j,m, n) =

1√
MN

M−1�
x=0

N−1�
y=0

f (x, y)� i
j,m,n

(x, y)

i = {H,V ,D}

Fcrs =
1

m × n

m∑
i

n∑
j

Sbest(i, j)

Sbest(i, j) = 2k

primary colours X, Y and Z. The linear transformation of 
RGB space to X, Y and Z is defined as [57]

where Ch_x is the *a channel of L*a*b colour transform.
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