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Abstract
Finger knuckle print (FKP) as a physiological trait with a small image dimension, also a highly distinctive pattern, can be 
used as a reliable biometric identifier. In this paper, a new effective biometric authentication system using FKP texture based 
on relaxed local ternary pattern (RLTP) is presented. To further improve performance, cascading, overlapped patching and 
uniform rotation invariant pattern selection are used. Also to obtain more discriminative dominant patterns, an efficient 
learning framework is integrated with RLTP feature vectors. Identification and verification experiments conducted on the 
standard PolyU FKP dataset show the effectiveness of the proposed scheme.
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1 Introduction

Personal authentication including both identification and 
verification is important in different applications such as 
access to buildings, cars, computers and mobiles. Biom-
etric authentication based on physiological or behavioral 
attributes is much more reliable compared to an ID card or 
a password, by occurring forged identity cards and hacked 
passwords. Various physiological traits such as face, finger-
print, iris and voice have been used. Among these, hand-
based biometric features such as fingerprint, palm print, 
hand geometry and finger knuckle print (FKP) attract con-
siderable attention to be more efficient in terms of accuracy 
and computational complexity [1]. In this paper, we focus on 
identification and verification of a person using FKP images. 
FKP image refers to an inherent skin pattern of outer surface 
around the phalangeal joint of human finger [2], and it is 
used as an efficient biometric trait with invariant, measur-
able, acceptable and permanence properties [3]. As shown in 
Fig. 1a, this characteristic has a small image size compared 
to other features such as palm print and therefore, it takes 
a shorter processing time [4]. Despite its small size, it is 
more reliable due to a more distinctive image compared to 

other methods such as fingerprint. The surface of the finger 
knuckle is extremely rich in lines and creases that are rather 
rounded but unique to individuals [3]. Also, in comparison 
with other hand-based biometric features such as fingerprint 
and palm print, the FKP is hard to be rubbed because the 
inner side of the hand is typically used to hold, read or do 
something else [3].

A biometric-based authentication system typically con-
tains four main modules. The first module is responsible 
for the collection of objects, the second module extracts the 
features, the third module compares the features with the 
models stored in the dataset, and the fourth module deter-
mines whether there is a match or not [5]. Ideally, a biomet-
ric characteristic should be easy to collect and digitize [3]. 
FKP method of acquisition like the one shown in Fig. 1b is 
easy to use because it uses contactless and touch-free imag-
ing techniques that are economical, architecturally simple 
and convenient for large population application. As the fin-
ger knuckle is also slightly bent when pictured, the inherent 
finger knuckle print patterns can be clearly captured and 
therefore, FKP’s distinct features can be better extracted [6].

In this paper, we focus on the second stage to find a com-
pact effective set of features to represent the FKP informa-
tion. This feature extraction step has an important role in a 
FKP-based personal authentication system similar to other 
pattern classification tasks [7]. The features used for FKP 
can be categorized to geometric and texture features. In [3], 
conventional FKP recognition algorithms are grouped into 
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coding methods, subspace methods, texture analysis meth-
ods and other image processing methods. In the proposed 
method in this paper, we use an enhanced texture feature 
extraction method and an efficient dominant pattern selec-
tion approach to improve the performance of FKP-based 
recognition and verification of individuals.

In the rest of this paper, Sect. 2 represents an overview 
of the related works. In Sect. 3, the proposed algorithm is 
reviewed. In Sect. 4, feature extraction stage of the proposed 
algorithm is discussed in more detail. The experimental 
results are provided in Sect. 5. Finally, summary and con-
clusions are presented in Sect. 6.

2  Related works

Woodward and Flynn were the first researchers to use the 
fine characteristics of the finger surface such as skin folds 
and crease patterns for human authentication [8]. Previous 
works used geometric features like length, width and shape 
of the finger [9] [10]. Subject similarity is calculated in [8] 
by capturing 3D range images of three adjacent fingers back 
surface and their curvature-based representation. The char-
acteristics of the image texture which can be derived simul-
taneously from the intensity images of the hands are not used 
in this work. The system developed by Kumar and Ravikanth 
[4] extracts the knuckle texture and finger geometry features 
simultaneously in a peg-free and touchless imaging system 
and authenticates users based on the combination of these 
features. The accuracy of the proposed algorithm is highly 
dependent on knuckle segmentation performance. Further 
precision enhancement is accomplished with a more precise 
segmentation of the knuckle, which can also be obtained 
as a tradeoff in user convenience by using user pegs during 
imaging. Kumar and Zhou [11] proposed a FKP identifica-
tion approach based on finite radon transform for the extrac-
tion of the orientation characteristics; which was previously 
proposed for palm print recognition in [12]. Zhang et al. [6] 
proposed a specially designed acquisition device as shown in 
Fig. 1b to collect FKP images. Unlike the devices proposed 
in [4] and [8], which first take the entire hand image and then 
extract the finger or finger knuckle surface regions, this sys-
tem captures the FKP image directly. So with such a design, 

not only preprocessing steps are simplified considerably, but 
also the size of the imaging system is greatly reduced, which 
improves greatly its applicability. Zhang et al. in this work 
combine orientation and magnitude information extracted by 
Gabor filters for feature extraction. Zhang et al. in another 
research in [13] used the competitive coding method based 
on Gabor filters to extract local orientation information 
image as FKP features. The angular distance is used in the 
matching stage to measure the similarity between two com-
petitive codes. The competitive coding scheme was proposed 
before for palm print recognition in [14]. Zhang et al. in 
another work in [15] used the Fourier transform based on 
band-limited phase-only correlation (BLPOC) to obtain 
global features of FKP images for matching process. Zhang 
et al. in the next work in [2] proposed a new approach for 
extracting and coding of features based on the monogenic 
signal theory. The 3-bit code created in each pixel implic-
itly represents the pixel’s local orientation and phase infor-
mation. Experiments conducted on standard FKP dataset 
show that the proposed system matches twice as fast while 
achieving competitive reliability with state-of-the-art meth-
ods of verification. In another research work, Zhang et al. [7] 
proposed a Riesz transform-based coding scheme for palm 
print and finger knuckle print recognition to extract local 
image features and used the normalized Hamming distance 
to match. Compared to other successful coding approaches, 
this approach achieved similar verification performance, but 
is about three times faster in the extraction of features.

The local binary pattern (LBP) is used recently in very 
pattern recognition applications as a powerful means of 
representing texture also very simple and highly reliable. 
After log Gabor filtering the image, Shariatmadar et al. [16] 
calculate LBP histograms as feature vectors for personal 
identification and identity verification based on FKP. The 
bio-hashing method is used for the matching process. Gao 
et al. [17] discuss the handling of the FKP scaling, rotational 
and translation variant resulting from flexibility in position-
ing the knuckle of the finger during the capturing process. 
These variations are handled using a dictionary learning 
method to reconstruct the captured finger knuckle image. 
Yu Pengfei et al. [18] proposed another approach based on 
LBP to identify individuals using FKP. The experimental 
results show that the method based on LBP outperforms 
the methods based on PCA and LDA. Gao et al. [19] pro-
posed an integration scheme to combine multiple orienta-
tion and texture information through score level fusion in 
order to further enhance FKP validation accuracy. Using 
a multi-level image thresholding scheme, orientation cod-
ing is obtained in the proposed method after Gabor filtering 
on FKP image. Also, for feature extraction, LBP operator 
is applied to each Gabor filtering response. Kumar [20] in 
order to achieve improved performance in personal authen-
tication used minor finger knuckle patterns along with 

Fig. 1  FKP extraction, a a typical FKP image, b FKP image acquisi-
tion device [6]
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major finger knuckle print. Local binary patterns (LBPs), 
improved local binary patterns (ILBPs) and 1D log Gabor 
filters were used to extract texture patterns of finger knuckle 
surface. Kumar et al. in the next work in [21] investigate the 
effective use of minutiae quality in improving knuckle pat-
tern matching efficiency based on the fact that much of the 
law enforcement and forensic analysis of hand biometrics 
relies on the recovery and matching of minutiae patterns. 
Grover et al. [22] present the combination of the adaptive 
fuzzy decision level fusion and the FKP-based authenti-
cation score level fusion to enhance the individual fusion 
methods. Kulkarni et al. [23] use kekre wavelet transform-
based energy coefficients as unique features for matching. 
In Nigam et al. [24], each pixel is represented by its vertical 
and horizontal Gorp code instead of its gray value, which 
is obtained using the gradient of its eight adjacent pixels 
calculated using Scharr kernels x and y directions, respec-
tively. Usha et al. [25] suggest an integrated approach for 
FKP-based personal authentication based on two method-
ologies: angular geometric analysis-based feature extraction 
method (AGFEM) and contourlet transform-based feature 
extraction method (CTFEM). Usha et al. in another research 
work in [26] introduce a new approach based on two meth-
ods, including geometric and texture analysis. For angular 
geometric analysis, the shape-oriented characteristics of the 
finger knuckle print are extracted, while the knuckle texture 
feature analysis is performed using multi-resolution trans-
form known as curvelet transform. Khellat-kihel et al. [27] 
using FKP, fingerprint and finger’s venous network establish 
a multimodal system which uses different resources to obtain 
a reliable recognition system. Considering the much infor-
mation collected from various resources, in this approach 
the selection of the best features is considered as a solution 
to reduce memory space and execution time. Waghode et al. 
[28] use Gabor filter in preprocessing stage to remove noise, 
PCA for extraction of features and LDA for classification. 
Jaswal et al. [29] use gradient ordinal pattern (GOP) and 
star GOP (SGOP) to obtain robust edge information against 
varying illumination and a new deep-matching technique 
in the classification process. The matching algorithm has 
a multistage architecture with n layers like a construction 
similar to deep convolution neural nets. But this architecture 
for feature representation does not learn any NN model. Sid 
et al. [30] propose a biometric system based on FKP using 
a deep learning algorithm called discrete cosine transform 
network (DCTNet) and support vector machine (SVM) clas-
sifier. Proposed DCTNet architecture is composed of convo-
lution layer, binary hashing stage and block-wise histogram 
extraction. Amraoui et al. [31] use compound LBP (CLBP) 
to create a robust feature descriptor that incorporates both 
the sign and inclination information of the differences 
between the center and the neighboring gray values. Usha 
et al. [32] propose a strategy for improved performance by 

simultaneously extracting and incorporating geometric and 
texture features of the finger knuckle by score level fusion on 
the entire dorsal surface of the finger. Completed local ter-
nary pattern (CLTP), 2D log Gabor filter (2DLGF) and Fou-
rier scale invariant feature transform (F-SIFT) were imple-
mented to extract the local texture features of an acquired 
finger back knuckle surface. Gao et al. [33] perform recon-
struction in Gabor filter response to handle variations caused 
in the image acquisition stage and use a score level adaptive 
binary fusion rule to adaptively fuse the matching distances 
before and after reconstruction. Muthukumar et al. [34] pro-
posed a score level fusion FKP recognition technique with 
short and long Gabor wavelet and SVM classification pro-
cess. In [35] by Zhai et al., a batch-normalized CNN with 
deep learning method is proposed. By the proposed CNN, 
more distinctive features can be extracted and satisfying rec-
ognition performance is achieved. Chlaoua et al. [36] apply 
deep learning to create a multimodal biometric system based 
on images of FKP modalities. FKP features are extracted 
by principal component analysis network (PCANet). Joshi 
et al. [37] use images extracted from a preprocessed knuckle 
region of interest (ROI) to train a Siamese convolutional 
neural network for FKP recognition. Network training is 
done based on the Euclidean distance as output to maxi-
mize the dissimilarity between images from different per-
sons or fingers, and minimize the distance between images 
from the same finger. The proposed network contains three 
convolutional layers; each is followed by the ReLu activa-
tion function, batch normalization and dropout. Fei et al. 
[38] suggest a discriminative direction binary feature learn-
ing (DDBFL) method for FKP recognition. In this paper, to 
better describe the direction information of FKP images, a 
direction convolution difference vector (DCDV) is proposed. 
Then, DDBFL method is employed to learn K hash functions 
to map a DCDV into a binary feature vector. Final descrip-
tor for FKP recognition is formed by concatenating block-
wise histograms of the DDBFL codes. Choudhury et al. [39] 
propose a method for personal authentication using a deep 
learning method and the fusion of two biometric attributes, 
fingernail plates and finger knuckles. Kim et al. [40] propose 
a biometric system based on a finger-wrinkle image captured 
by the camera of a smartphone. To improve the recognition 
performance degraded by misalignment and illumination 
variation during image capturing, a deep residual network is 
employed. In [41] by Thapar et al., matching the full dorsal 
fingers, instead of major/minor ROIs alone, is proposed. A 
Siamese-based CNN matching framework, FKIMNet, which 
creates a 128-D features of an image, is used by incorporat-
ing dynamically adaptive margin, hard negative mining and 
data augmentation.

Usha et al. [1], Jaswal et al. [3] and Sadik et al. [5] have 
an overview of the proposed methods of FKP-based authen-
tication system.
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3  Proposed algorithm

Proposed algorithm in this paper is based on texture fea-
ture extraction, and no geometric feature is used. Overall 
architecture of a typical FKP authentication system based 
on texture feature extraction and matching process is pre-
sented in Fig. 2.

Region-of-interest (ROI) extraction is not considered 
in this paper, and this process has been done in the used 
standard dataset for evaluation in this research. Image 
enhancement is needed before the feature extraction stage, 
not only to emboss the essential elements of the visual 
appearance, but also to counter the effect of illumination 
variations, local shadowing and highlights. The preproc-
essing stage, as the method proposed for face recognition 
application in [42], includes gamma correction, difference 
of Gaussian (DoG) filtering and contrast equalization.

Gamma correction is a nonlinear gray-level transfor-
mation that changes gray-level I to Iγ, where � ∈ [0, 1] is 
a predefined parameter. This transformation improves the 
image’s regional dynamic range in dark and shadowed 
regions while compressing it at highlights and bright 
regions. Gaussian difference (DoG) filtering is an easy 
way to achieve band-pass filtering operation. The DoG, 
as the difference between two differently low-pass filtered 
images in Eq. (1), removes high-frequency components 
representing noise, as well as some low-frequency com-
ponents representing the homogeneous areas in the image. 

It is assumed that the frequency components in the pass 
band are associated with the image edges:

The DoG as an operator or convolution kernel is defined 
as follows:

Contrast equalization is the final stage of image 
enhancement chain. This process rescales the image 
intensities in order to obtain a consistent measure of total 
contrast or intensity variation. Using a robust estimator is 
important because the image typically contains extreme 
values produced by highlights, small dark regions, garbage 
at the image borders, etc. For this purpose, a simple and 
rapid approximation based on a two-stage process as fol-
lows is used:

In Eq. (3), a is a constant that reduces the influence of 
large values, τ is a threshold used to truncate large values 
after the first stage of normalization, and the mean is over 
the whole image. By default, values a = 0.1 and τ = 10 are 
used.

The effect of these three mentioned stages is shown on 
a sample FKP image in Fig. 3.

In the classification stage, a feature vector is compared 
to the feature vectors of training patterns and the dominant 
FKP is recognized. In the proposed algorithm, a simple 
classifier of the nearest neighbor with Chi-square distance 
is used in the FKP feature matching stage. Chi-square 
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Fig. 2  Overall architecture of a typical FKP authentication system 
based on texture feature extraction and matching [24]

Fig. 3  (Top) The proposed preprocessing chain block diagram, and 
(bottom) an example of the effect of each stage from left to right: 
the input image, image after applying gamma correction; image after 
applying DoG filtering; image after applying contrast equalization
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distance between two vectors of S and M is calculated 
from Eq. 4:

A strategy to increase recognition accuracy is biometric 
parameter fusion. In the proposed algorithm in this paper, 
no different biometric trait is used, but to achieve better per-
formance, the fusion of the extracted texture features from 
two, three and four fingers is investigated.

As any other pattern classification task, in FKP-based 
authentication systems, feature extraction stage plays a key 
role in improving results. This stage often makes a distinc-
tion between the most recognition systems, including finger 
knuckle print recognition. It can be said that the efficiency 
difference of finger knuckle print recognition algorithms, is 
influenced by the proposed feature extraction scheme. The 
main contribution of this paper is also in the feature extrac-
tion stage which is considered in detail in the next section.

4  Feature extraction

Block diagram of the feature extraction stage for FKP rec-
ognition algorithm proposed in this paper is shown in Fig. 4.

In the proposed method, before the main feature extrac-
tion step, the LBP features are extracted from the input 
image, and a LBP image is achieved. Applying an additional 
stage of feature extraction before applying the main stage of 
feature extraction is called cascading in [43]. This idea is 
proposed in [43] for local Zernike moments feature extrac-
tion in a face recognition application, and it resulted in more 
robust and reliable features. In the next stage, the previous 
generated LBP image is patched. Patching is done in a way 
that the parts are overlapped. Overlapping of parts may lead 
to feature vectors continuity, to the more qualified image 
texture description and thus to the improved results. Then, 
in each generated patch of the previous step, the relaxed 
local ternary pattern (RLTP) features are extracted and their 
histogram is formed as a feature vector for that patch. RLTP, 

(4)X2(S,M) =
∑
i

(
Si −Mi

)2
Si +Mi

based on the concept of uncertain state to encode the small 
pixel differences in traditional local ternary pattern (LTP), 
was proposed in [44] for face recognition application. This 
idea resulted in strong resistance to noise and illumination 
variations compared with traditional LBP and LTP.

To remove noisy and irrelevant features that cause 
the classification process to deviate while increasing the 
dimensions of the feature vectors, feature patterns should 
be refined. The idea of rotation invariant uniform pattern 
proposed in [45] can be used, but one type of predefined pat-
terns of interest is used in this method. In this paper to obtain 
more discriminative patterns of FKP images, a learning 
framework which is formulated into a three-layered model 
in [46] is integrated with RLTP feature vectors of previous 
stage. In the remaining part of this section, two important 
algorithm stages, including RLTP feature extraction and fea-
ture refinement, are investigated in more detail.

4.1  Relaxed local ternary pattern

As a nonparametric descriptor, local binary patterns (LBPs) 
are simple but discriminative features for texture classifica-
tion [47]. LBPP⋅R encodes the pixel differences between the 
center pixel and N neighbors on a neighborhood of radius R. 
This LBP code is obtained by Eq. 5:

In Eq. 5, the gray level of the center pixel is shown with ic 
and gray level of circular neighbors with ip; s(z) is a thresh-
old function defined in Eq. 6:

An example of basic LBP operator is illustrated in Fig. 5.
The basic LBP in Eq.  5 is sensitive to noise due to 

the thresholding precisely based on the center pixel [42]. 
Changes in the encoding pixel differences from 0 to 1 or 
vice versa will result from a small image noise. Sensitivity of 
the local ternary pattern (LTP), introduced in [42], to noise 
is less than LBP. In this method, a small pixel difference is 
coded into a separate state. LTP code is calculated by Eq. 7:

(5)LBPN,R =

N−1∑
p=0

s
(
ip − ic

)
∗ 2p

(6)s(z) =

{
1 if z ≥ 0

0 otherwise

Fig. 4  Block diagram of the proposed feature extraction Fig. 5  Example of the basic LBP operator
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In Eq. 7, s�(z, t) is a threshold function and t is a prede-
fined threshold value. Threshold function is defined in Eq. 8:

LTP histogram dimension formed by LTP features of 
Eq. 7 is too large. For example,  LTP8.2 will result in a histo-
gram of  38 = 6561 bins. For this reason, in [42] LTP code is 
divided into two positive and negative LBP codes:

However, in this process, some information may be 
lost. On the other hand, while there is a strong correlation 
between positive and negative LBP histograms, this pro-
cess may result in much redundant information in both 
histograms.

The relaxed local ternary pattern in [44], by proposing 
the concept of uncertain state to encode the small pixel dif-
ferences, solves many shortcomings of LBP and LTP. In this 
method, the threshold function of the local ternary pattern 
(LTP) is defined as follows:

0 and 1 refer to two certain states for pixel differences 
of strong positive and negative values. These states are less 
affected by noise and are more reliable. State X, as the uncer-
tain or unknown state, is proposed for small pixel difference 
cases. In these cases, noise can easily change the state from 
0 to 1 or vice versa. So a small pixel difference is encoded 
in this method as an uncertain state irrespective of its sign 
and magnitude, instead of strong 0 and 1 states. However, 
these uncertain states should be decided in order to form 
the feature vectors of each image patch. The suggested idea 
in [44] to deduce state X into the strong states encodes it in 
two strong states equally. This idea is based on the fact that 
the small pixel difference is likely to be equally positive and 
negative. With only one uncertain bit, RLTP and LTP gen-
erate two LBP codes. However, in two different histograms 
for LTP, two produced codes are accumulated, whereas in 
one histogram for RLTP, the degree of 0.5 is accumulated 

(7)LTPN,R =

N−1∑
p=0

s�
((
ip − ic

)
, t
)
∗ 3p

(8)s�(z, t) =

⎧
⎪⎨⎪⎩

1 if z ≥ t

0 if �z� < t

−1 if z ≤ −t

(9)
sp� (z, t) =

{
1 if z ≥ t

0 if z < t

sn� (z, t) =

{
1 if z ≤ −t

0 if z > −t

(10)s(z, t) =

⎧⎪⎨⎪⎩

1 if z ≥ t

X if �z� < t

0 if z ≤ −t

in two different histogram bins. The RLTP and LTP codes 
are more significantly different when there is more than one 
uncertain bit. In each pixel from the generated RLTP code, 
with n uncertain states,  2n LBP codes are generated.

The encoding process for two uncertain bits is shown with 
an example in Fig. 6. First, the image patch is encoded as a 
ternary code. Then, the ternary code is encoded into binary 
codes. The bit 0 and bit 5 are encoded in both states of 0 
and 1. In this example, the ternary code results in four LBP 
codes.

For configuring histogram of RLTP codes in an image 
patch, LBP code j is accumulated to the bin j of RLTP his-
togram with amount of Eq. 11:

Therefore, for the example illustrated in Fig. 6, four gen-
erated binary codes contribute 0.25 to the bins 210, 211, 
242 and 243 of the histogram, respectively. Superior perfor-
mance of using RLTP in the face recognition application is 
reported with [44] respect to the LBP and LTP.

4.2  Efficient feature refinement

LBP and other patterns based on LBP, such as RLTP used 
in this paper, result in some forms of low-frequency pat-
terns that rarely occur in the image. Such sparse high-
dimensional data contributes to noisy and ambiguous pat-
terns that may distort the classification process [46]. It is 
therefore necessary to refine feature vectors without great 
loss of information. Using uniform patterns or rotation 
invariant patterns is an idea to get rid of such additional 
patterns [45]. Uniform pattern refers to a binary pattern 
which has two times maximum number of transitions 
from 0 to 1 and vice versa. For example, 01110000 is a 
uniform pattern and 01010011 is a non-uniform pattern. 
This choice is justified by the fact that most local binary 
patterns are uniform in natural images and are dominant 
and therefore, sufficient to represent texture data. Alter-
natively, non-uniform patterns are either noisy or related 
to information that are ineffective in the overall texture 

(11)

Pj =

{
1; if there is no uncertain state in RLTP code
1

2n
; if there is n uncertain state in RLTP code

Fig. 6  Illustration of encoding scheme of relaxed LTP; firstly, the ter-
nary code 11X1001X is obtained from the image and then turns into 
four binary codes [44]
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presentation. So after calculating LBP codes from RLTPs, 
only the uniform patterns are hold and the rest of patterns 
are deleted.

Because rotation invariance is a desirable property for 
texture classification, in the rotation invariant uniform pat-
tern, uniform patterns are circularly shifted to the right 
to achieve their minimum value. Thus, if  LBPN·R code 
obtained from a RLTP code is non-uniform, it is ignored, 
and if it is a uniform code, LBPu

N.R
 is changed to LBPuri

N.R
  as 

defined in Eq. 12 before submitting in histogram:

For example, all of the patterns 01110000, 00011100 and 
00000111, according to Eq. 12, are mapped to minimum 
code 00000111. Applying these two concepts in the extrac-
tion of RLTP patterns of FKP images, strongly reduces the 
dimensions of the feature vectors. For example, instead of 
256 patterns for traditional LBP, LBP8,R , 37 and 9 unique 
binary patterns can occur in uniform LBP, LBPu

8,R
 and uni-

form rotation invariant LBP, LBPuri
8,R

 , respectively,.
In uniform pattern, the basic assumption is that a set of 

predefined patterns are dominant within all patterns and 
are enough to reflect all textural structures. This assump-
tion, however, could not provide robust and discriminative 
descriptions in some textures, particularly for images with 
complex patterns and structures which include irregular 
edges and shapes [46] [48].

In [48], the first several patterns that occur most fre-
quently were chosen as dominant LBP patterns. While not 
using predefined patterns, pattern type information is lost 
in this method due to using only pattern occurrences of 
dominant patterns [46]. In order to compensate for the 
missing data in the dominant LBP features and as an addi-
tion to the dominant LBP features, an additional feature 
set based on the Gabor filter responses is also used in [48].

A method of adaptive extraction of features is developed 
in [46] to learn from original patterns the most discrimina-
tive patterns. In the method of [46], the subset of efficient 
patterns is adaptively learned from the dataset. This learn-
ing model is configured as a three-layer model to estimate 
the efficient subset of patterns from the original patterns by 
simultaneously considering features’ robustness, discrimina-
tive power and representation capability. The performance 
of this model is evaluated in [46] on two publicly available 
texture datasets for texture classification, two medical image 
datasets for protein cellular classification and disease clas-
sification, and a neonatal facial expression dataset (infant 
COPE dataset) for facial expression classification. Experi-
mental results demonstrate that the obtained descriptors lead 
to considerable classification performance. This model is 
used in this paper to integrate with RLTP feature vectors in 
order to extract more efficient FKP texture features.

(12)LBPuri
N,R

= min
{
ROR

(
LBPu

N,R
, n
)
|n = 0, 1,… ,N

}

Suppose a training image set  FKP1,  FKP2, …,  FKPm 
belonging to C classes and nc images in each class c, and 
 FKPc,i is the FKP image i in the class c, where c = 1,2,…,C 
and for each c, i = 1,2,…, nc. The proposed learning model 
contains three layers as illustrated in Fig. 7 to obtain domi-
nant patterns based on three targets including feature robust-
ness, discriminative power and the capability of representa-
tion. Suppose that  RLTPc,i is the RLTP histogram vector 
with pc bins or pattern types extracted from training image 
 FKPc,i.

The robustness of patterns in the feature vector is related 
to occurrences of patterns in the image. Therefore, in the 
first layer, frequently appeared patterns in each input image 
which are more reliable to reflect textural structures are 
selected. On the other hand, patterns rarely occurred in an 
image and sensitive to noise will be ignored. Selecting the 
subset of patterns for each training image which consists of 
the most dominant patterns ensures feature vector robust-
ness. The dominant pattern set of training image  FKPc, i 
denoted as Jc, i ( Jc,i ⊆

[
1, 2,… , pc

]
 ), the minimum set of pat-

tern types which can cover fraction n (0 < n < 1) of all pattern 
occurrences of that image, is calculated from Eq. 13:

In Eq. 13, fc,i,j is the number of occurrences of pattern 
type j in the image FKPc,i and ||Jc,i|| denotes the number of 
elements in set Jc,i.

(13)

Jc,i = argmin
�Jc,i�

�∑
j∈Jc,i

fc,i,j∑pc
k=1

fc,i,k

�
≥ n

for i = 1, 2,… , nc and c = 1, 2,… ,C

Fig. 7  Three-layered algorithm for dominant feature extraction [46]



 M. Anbari, A. M. Fotouhi 

1 3

55 Page 8 of 11

Due to the existence of noise and variations in image illu-
mination, the dominant patterns of images are different, even 
in the same class. Therefore, in layer two in order to identify 
texture images belonging to the same class, dominant pat-
tern types that are largely consistent among all images in the 
class are selected by taking the intersection set of dominant 
pattern sets of all training images in that class. So the dis-
criminative and robust pattern set is constructed as:

Dominant patterns of each class JCc cannot well describe 
textural structures of the whole dataset. Therefore, the union 
of all pattern sets JCc(c = 1, 2,… ,C) denoted as Jglobal is 
constructed in layer three as dominant pattern set to cover 
the information of all classes:

The histogram of pattern types in Jglobal is used as feature 
vector to represent training and test images. Figure 7 illus-
trates all three mentioned stages.

5  Experimental results

5.1  Dataset

To evaluate the proposed algorithm, the largest publicly 
available dataset PolyU FKP in [49] is used, which is col-
lected by the device depicted in Fig. 1. Both raw FKP images 
and their corresponding region of interests (ROIs) were pre-
sent in this dataset. In this research, the set of these ROI 
images were used. The device shown in Fig. 1 to capture 
FKP image is designed in such a way that the ROI in the 
output image is easily accessible and does not change sig-
nificantly in terms of geometric position and dimensions 
in multiple images and so ROI extraction is an easy task 
in this structure. The FKP images were collected from 165 
persons, including 125 males and 40 females. 143 persons 
are 20–30 years old and the others are 30–50 years old. The 
dataset is available in the website of Biometric Research 
Center, The Hong Kong Polytechnic University [49]. The 
images were collected in two separate sessions. In each 

(14)JC
c
= J1 ∩ J2 ∩… J

nc
c = 1, 2,… ,C

(15)Jglobal = JC1 ∪ JC2 ∪… JCC

session, the subject was asked to provide 6 images for each 
of the left index (LI) finger, the left middle (LM) finger, the 
right index (RI) finger and the right middle (RM) finger. 
Therefore, 48 images from 4 fingers were collected from 
each subject. In total, the dataset contains 7,920 images from 
660 different fingers. The original image size is 220 × 110. 
The images have finger artifacts, low contrast, illumination 
variation, reflection and non-rigid deformations and so are 
very suitable for evaluating different algorithms perfor-
mance. The algorithm is run by MATLAB, Core i5, 2.6 GHz 
CPU and 4 GB memory RAM in Windows 8.1.

5.2  Identification results

In this experiment, the user identity is unknown. The 
acquired biometric information from the input user is com-
pared to the templates corresponding to all users in dataset, 
and the most similar template is considered as the unknown 
identity. In order to see the effect of any of the ideas used in 
the proposed algorithm, in different rows of Table 1, identi-
fication accuracy is observed by adding different ideas while 
using an unchanged method of preprocessing and classifica-
tion in all states. In each row of the table, the accuracy of 
the proposed algorithm is provided for identification based 
on a single finger, two fingers, three fingers and four fingers. 
As there are the images of four different fingers LI, LM, RI 
and RM in the used dataset, in each column, the average 
performance of the proposed algorithm on all possible states 
is reported.

In the first row of Table 1, the identification results 
using original LBP feature vector, setting R = 2 and P = 8, 
can be seen. In the second row, the identification rates are 
seen based on the RLTP feature vector by patching size of 
16 × 16, radius 2 and 8 points. As it is seen, applying RLTP 
instead of LBP improves the identification rates on the aver-
age %37.9 with respect to the original LBP. In the third row, 
the identification results with cascading LBP and RLTP 
features are observed. This approach leads to an improve-
ment in the identification rates by %42.8 compared to using 
original LBP in the first row and %3.4 compared to RLTP 
without cascading in the second row. In the fourth row, the 
ideas of the third row are observed by adding pixels over-
lapping in the patching. This idea causes an improvement 

Table 1  Identification results of 
proposed algorithm by adding 
proposed ideas in each row (%)

Single finger Two fingers Three fingers Four fingers

LBP 41.21 68.54 83.33 91.41
RLTP 80.75 91.73 95.55 96.96
Cascading 85.34 94.76 97.82 99.09
Overlapping 88.60 96.34 98.58 99.49
Rotation invariant uniform 56.03 77.85 88.42 93.23
Three-layered model 90.09 96.79 98.83 100
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in identification results by %1.7 compared to the previous 
state. In the fifth row of the table, the proposed algorithm 
results have been shown by using the idea of rotation invari-
ant uniform in RLTP feature extraction. The results show 
that dominant pattern extraction based on this idea does not 
work very well and the identification results are better than 
original LBP, but worse than other states. However, it should 
be noted that the length of the feature vectors and therefore 
the running time of the overall algorithm have been reduced 
considerably. In the sixth row, the identification rates are 
reported by adding the idea of dominant pattern extrac-
tion based on three-layered model. The results of this row 
demonstrate the use of this idea, while causing reduction in 
the computational complexity, leads to an improvement in 
results by %0.7 on average.

In order to consider the effect of different parameters of 
the proposed algorithm, the identification results based on 
four fingers with variation of the radius and the points of 
neighborhood of LBP in cascading process, are shown in 
Fig. 8. As it is observed, the best accuracy is achieved with 
the radius of two and the neighborhood of eight points. In 
Fig. 9, the identification results with variation of the radius 
and the points of neighborhood in RLTP extraction have 
been shown. The best accuracy is achieved again in the 
radius of two and the neighborhood of eight points.

The results of identification performance of some of the 
state-of-the-art algorithms and the proposed algorithm are 
reported in Table 2. For our proposed algorithm, the average 
identification rate of the algorithm in single-, two-, three- 
and four-finger states has been used. Comparing the results 
in Table 2 presents the better performance of the proposed 
algorithm with respect to the traditional methods in the six 
first rows of the table and comparable results with respect to 
the new enhanced methods based on NN and deep learning 
in the six next rows in the table, while these methods have 
more complicated multistage architecture and because of 
having many layers, they require more complex and time-
consuming training process.

5.3  Verification results

Identity verification requires comparing the input pattern 
with the corresponding patterns of the claimed identity.

The results of some of the state-of-the-art algorithms and 
the proposed algorithm are reported in Table 3. Comparing 
the results demonstrates the better performance of the pro-
posed algorithm.

6  Conclusion and future work

This paper presented a new approach for personal authen-
tication using the finger knuckle print. Knuckle print as a 
unique and steady biological trait among the individuals, 
requires contactless inexpensive collecting equipment and 
low processing time. In the proposed method, RLTP feature 
vectors are extracted from overlapped patched LBP image 
of original image. Then, by using an efficient three-layered 

Fig. 8  The variation effect of the radius and points of neighborhood 
of LBP in cascading process on the identification accuracy

Fig. 9  The effect of variation of the radius and points of neighbor-
hood in RLTP on identification rate

Table 2  Identification performance of different methods

Algorithm Identifica-
tion rate 
(%)

Competitive code [13] 76.26
MoriCode [19] 74.79
ImCompCode [6] 84.05
ImCompCode&MagCode [6] 87.43
FKP unimodal system + SVM [27] 91.51
FKP unimodal system + KNN [27] 92.77
GOP + Deep matching [29] 99.1
Batch-normalized CNN [35] 90.05
AlexNet [35] 85.6
Siamese NN [37] 99.24
DDBFL [38] 92.21
FKIMNet [41] 94.02
Proposed algorithm 96.43
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model, dominant features are extracted. Experimental 
results on standard dataset in identification and verifica-
tion applications prove the success of the proposed method. 
The proposed algorithm, because of using low-resolution 
small images, binary patterns and dominant patterns, is fast 
enough and can be used in real time. Also, the proposed 
algorithm based on the importance of speed and conveni-
ence or importance of accuracy can be used from single- to 
four-finger states.

In the future research, we plan to apply ROI extraction 
stage in our algorithm and consider the sensitivity of our 
algorithm to ROI variations and quality.
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