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Abstract

Chromosome analysis is an important approach to detecting genetic diseases. However, the process of identifying chromo-
somes in metaphase images can be challenging and time-consuming. Therefore, it is important to use automatic methods for
detecting chromosomes to aid diagnosis. This work proposes a study of deep learning approaches for classification and detec-
tion of chromosome in metaphase images. Furthermore, we propose a method for detecting chromosomes, which includes
new stages for preprocessing and reducing false positives and false negatives. The proposed method is evaluated using 74
chromosome images in the metaphase stage, which were obtained from the CRCN-NE database, resulting in 2174 chromo-
some regions. We undertake three types of evaluation: segmentation; classification of cropped regions of chromosomes; and
detection of chromosomes in the original images. For the segmentation analysis, we evaluated the Otsu, adaptive, fuzzy and
fuzzy-adaptive methods. For classification and detection, we evaluated the following state-of-the-art algorithms: VGG16,
VGG19, Inception v3, MobileNet, Xception, Sharma and MiniVGG. The classification results showed that the proposed
approach, using segmented images, obtained better results than using RGB images. Furthermore, when analyzing deep learn-
ing approaches, the VGG16 algorithm obtained the best results, using fine tuning, with a sensitivity of 0.98, specificity of 0.99
and AUC of 0.955. The results also showed that the proposed negative reduction method increased sensitivity by 18%, while
maintaining the specificity value. Deep learning methods have been proved to be efficient at detecting chromosomes, but
preprocessing and post-processing are important to avoid false negatives. Therefore, using binary images and adding stages
for reducing false positives and false negatives are necessary in order to increase the quality of the images of the chromosomes
detected.
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1 Introduction

Chromosomes are present in each of the nucleus cells of all
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Fig.1 Images from chromosomes in the metaphase stage

To make a diagnosis, a cytogeneticist needs to analyze hun-
dreds of images and select those with chromosomes in the
metaphase stage for later analysis [4]. Next, cytogeneticists
analyze each image which shows chromosomes, which they
count, and then they identify each one. This analysis, which is
usually performed manually in many hospitals, is a laborious
procedure, and very time-consuming [5]. Furthermore, this
process usually results in divergences between the diagnosis
of the same image [6,7]. Also, the skill and experience of
the cytogeneticist is a relevant aspect of the correctly analyz-
ing chromosomes [1]. That happens because some images,
obtained by using microscopes, are usually of a poor quality,
which makes the manual process inaccurate [8]. In Fig. 1,
note the difference in quality obtained from different slides,
using the same microscope.

According to Matta et al. [9], 3—4 days are needed to pre-
pare the samples and produce slides, and at least 5 days to
evaluate each individual. Besides the time needed to ana-
lyze a single individual, chromosomes present several types
of structure, e.g., they may overlap, be curved, or have some
abnormality. Other factors that challenge the process of chro-
mosomic analysis include chromosomes that do not have a
rigid structure and may overlap or be connected to others [ 10].
Many studies have been developed that allow chromosomes
to be analyzed automatically. However, the segmentation
stage and automatic classification of chromosomes is still
an open problem [5]. Consequently, many cytogenetic labo-
ratories still conduct analysis manually, and as the demand
is frequently very high, this process is slow and susceptible
to errors.

Developing an automatic solution for classifying and
detecting chromosomes has two primary impacts: (i) pro-
cessing and analyzing chromosome images take less time
to do (ii) it aids the cytogeneticist by reducing misdiagno-
sis. The aim of the proposed work is to provide a method to
detect chromosomes in a noisy environment, which can help
to identify chromosome anomalies. The task of automatically
counting chromosomes can speed up the process of detect-
ing anomalies, such as Down syndrome, which produces an
extra copy of chromosome 21, resulting in 47 chromosomes.
Turner’s syndrome, on the other hand, arises from the absence
of an X chromosome, meaning only 45 chromosomes are
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present. Furthermore, the detection method can be used to
find structural chromosomal abnormalities..

This paper analyzes several solutions for segmenting
and classifying chromosomes and proposes an approach for
detecting and reducing false positives and false negatives in
the image. Thus, this method provides a solution that can
be used by cytogeneticists to give a faster and more accu-
rate diagnosis. Our main contributions can be summarized
as follows:

e Construction of a public labeled database of chromo-
somes in metaphase images.

e A study of segmentation methods for segmenting chro-
mosomes.

e An analysis of CNN architectures to classify chromo-
somes.

e A novel approach to detecting chromosomes, with pro-
posals for reducing false positives and false negatives.

This paper is structured as follows: Sect. 2 discusses
related studies in the area, Sect. 3 describes the methodol-
ogy we used in this work, Sect. 4 presents the results of the
analysis, Sect. 5 discusses the results obtained and Sect. 6
draws some conclusions and indicates some future lines of
research.

2 Related work

According to Wang et al. [11], since 1980, several research
groups have been developing solutions to improve chro-
mosome analysis from images by separating overlapped
chromosomes and classifying them in order to detect anoma-
lies.

Arora and Dhir [5] conducted a survey of the main seg-
mentation algorithms applied to chromosome images. Arora
and Dhir analyzed six algorithms that proposed solutions
to the segmentation problem in metaphase chromosomes.
Based on 12 characteristics, they found that the method pro-
posed by Uttamatanin et al. [12] is the one that is most
recommended for segmenting chromosomes.

One of the most cited works on chromosome segmen-
tation is MetaSel [12], which has an accuracy of 90% for
chromosome classification. Uttamatanin et al. [12] segment
groups of chromosomes by subdividing them in four main
groups, based on their shapes. The first group consists of
individual chromosomes with a well-defined shape, whereas
the second group has a curved structure. The third group is
categorized by overlapped chromosomes, and the last group
is defined as non-chromosomes. Their study provides a soft-
ware that is available for download and test. The algorithm
proposed by Uttamatanin et al. [12] is based on the Otsu tech-
nique [13]. It achieves high accuracy for the first and second
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group, this being 99.42% and 90.67%, respectively. In some
cases, chromosomes from the second group are classified
as the third group, because of the similarity between edges
and some residual objects. In their study, chromosomes are
not segmented individually, but as groups of chromosomes.
Therefore, the cytogeneticist still has to spend time verifying
the results and counting and identifying chromosomes.

Gagula-Palalic and Can [14] use competitive neural net-
work teams (CNNTs) along with the nearest neighbor
technique (NNT). The perceptrons of NNT are trained to
identify two classes of chromosomes, with the training done
in pairs. Next, the algorithm defines to which pair the chromo-
some belongs. The experiments in this study were performed
on the Copenhagen and Saravejo database, which contains
more than 3300 individual chromosomes, and achieved an
accuracy rate of 95.7% with CNNTs, and a rate of 98.27%
with CNNTs + NNT.

Andrade et al. [15] proposed a hybrid segmentation tech-
nique based on fuzzy and adaptive methods, applied to
chromosome images. It is compared with state-of-the-art
approaches, and their approach obtained better segmentation
results, with sensitivity and specificity values of 91% and
92%, respectively. However, their approach is only used for
segmentation and no classification task using the segmented
images are evaluated.

Recent papers have used deep learning approaches, using
convolutional neural networks (CNN) to classify chromo-
somes. Qin et al. [16] use two CNN architectures to perform
classification: the first architecture being a Global Net (G-
Net) and the second a Local Net (L-Net). The G-Net extracts
the global characteristics so as to find the regions where the
chromosomes are located. With their method, they obtained
97% accuracy, which was more efficient than the techniques
that it was compared to. However, the images used in their
study have neither many noises nor overlapped chromo-
somes.

Sharma et al. [17] use a crowdsourcing platform, called
CrowdFlower, to segment chromosomes. On this platform,
the users annotate the edges of the chromosomes and are
rewarded for doing so. However, some users used incorrect
labeling, usually rectangular shape. To avoid this, Sharma
uses a verification step to filter the best annotations in
order to segment the metaphases. Sharma also proposes a
method to deal with curved and folded chromosomes. Folded
chromosomes are corrected using an algorithm based on
Javan-Roshtkhari and Setarehdan [18]. This post-processing
resulted in an improvement in accuracy from 68.5 to 86.7%.
Sharma also made an interface to cytogeneticists which they
can use to correct the mistakes produced during segmenta-
tion.

Swati et al. [19] use Siamese Networks to classify chro-
mosomes, and using a dataset of 1740 images, obtained
85.6% of accuracy in their best configuration. Comparing

these with state-of-the-art algorithms, Swatti obtained better
results. Although they combined different types of machine
learning techniques to reduce the computational cost, 124 h
for training were needed to find the best architecture. This
can be unfeasible when considering that new data may well
be inserted frequently in order to improve training.

Table 1 shows a comparative summary of the related work.
Most of the works focus either on segmentation or classifi-
cation types of chromosomes. This works in focused chro-
mosome detection on images with many non-chromosome
elements. It differs from the literature because it combines
segmentation with deep learning methods to provide chro-
mosome regions with high sensitivity and specificity.

There are different approaches for identifying chromo-
somes, and they generate different types of images, with
distinct challenges [20]. Most of the works in the literature
use a method called G-banding, where the chromosomes
appear as a succession of dark and light bands [21], as
illustrated in Fig. 2a. This type of image is easier to seg-
ment, once there are no noises in the images. In this paper,
images are slightly different from those described in related
works, mainly because these images are obtained by using
a cheaper method, which is used by many laboratories. In
this methodology, healthy samples of images with chro-
mosomes in metaphase stage are submitted to radiation at
various levels. After that, a drop of Giemsa pigment impreg-
nates chromosome regions and other noises [9]. The type of
image used in this work is shown in Fig. 2b. The problems
found in these images have similarities in terms of chromo-
somes shape, overlapped, curved, but the images from our
dataset have a larger amount of noise than those found in
the literature. Therefore, the task of detecting chromosomes
is more challenging and requires additional steps. Based on
this, in our work, there is a preprocessing step to reduce these
noises and a post-processing step to decrease false positives
and false negatives. We also evaluated different segmenta-
tion and classification models from the literature applied to
this kind of image, besides providing our dataset for public
access.

3 Materials and methods
3.1 Analyzed approaches

In this paper, we evaluate deep learning models to classify
chromosome images in the metaphase stage using two dif-
ferent approaches: using colored images as input and using
binary images obtained from a segmentation step. For train-
ing the model, we compare the use of several state-of-the-art
CNN architectures. Finally, we conduct two types of classi-
fication analysis.
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Limitations
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Results

Dataset

Table 1 Comparative summary of related work

Method
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Fig.2 aImages from Bioimlab dataset [4], b images used in this work
(22]

3.1.1 CNN applied to colored regions

This is a classical end-to-end approach, where the input that
the network receives is the region to be classified, and the
output of the network is the class that the input belongs to.
For this analysis, we used the RGB image provided by the
database and identified whether or not the input image is a
chromosome. Figure 3 shows an example of the architecture
of this model. The CNN architecture used in Fig. 3 is just to
illustrate one general CNN approach, but the architecture of
the model will vary depending on the network used.

3.1.2 CNN applied to segmented regions

In this approach, we used segmentation followed by classi-
fication, as illustrated in Fig. 4. To perform segmentation,
we extended the analysis made in our previous work [15].
This work uses the following segmentation algorithms: Otsu,
adaptive thresholding, fuzzy and fuzzy adaptive. We extend
the analysis conducted in the previous study, by increasing
the database and adding a classification analysis. Although
Otsu and adaptive thresholding are classical thresholding
methods, they are still applied by segmentation methods in
state-of-the-art techniques [12,23,24]. In the result Sect. 4,
we analyze the segmentation method that performed best for
chromosome segmentation. Other methods can be applied
for segmentation without impact on the architecture.

3.2 Database

The images used during the experiments were acquired from
the Centro Regional de Ciéncias Nucleares do Nordeste
(CRCN-NE), in the city of Recife, Brazil. The CRCN-NE
provided the dataset with chromosome images for develop-
ing the algorithm, and specialists helped to label all images.
The acquired database has 74 images of chromosomes in the
metaphase stage, including their labeling. The images were
digitized using an optical microscope (Leica DM 500), using
aresolution of 2028 x 1536 pixels. Figure 5 shows examples
of images of chromosomes acquired from the database.
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Fig.3 Example of CNN architecture using colored chromosome region as input
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Fig.4 Example of CNN architecture using segmented chromosome region as input
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Fig.5 Examples of labeled images form CRCN-NE database. a and d original image, b and e zoom area; and ¢ and f labeled chromosomes

Note that the images obtained from this database are quite
complex, with some images with noises, chromosomes over-
lapped, connected or incomplete. These are real cases of
images, where cytogeneticists have to analyze the chromo-
somes in order to count and identify them. This database and
labeling are publicly available on the Zenodo platform [22].

3.3 Methodology

Figure 6 shows a flowchart of the methodology used to train
the models. First, the image regions were cropped into chro-

mosomes and non-chromosomes, based on the annotations of
the CRCN-NE database. After cropping them, preprocessing
is performed to remove noises and resize the images. Finally,
the model is trained with these regions, followed by test and
analysis of results. The details of each step are described
next.

3.3.1 Creation of the cropped database

The CRCN-NE database is divided in 60% for training,
20% for validation and 20% for tests. This resulted in 48
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metaphases images for training, 11 for validation and 15 for
tests. Thereafter, we extracted the regions as being chromo-
some and non-chromosome. To obtain the cropped areas,
it was used the LabelMe online tool [25], using the anno-
tations provided by the specialists. The non-chromosome
regions were generated randomly. Then, it was obtained 2174
cutouts for each class, chromosome and non-chromosome,
in the training stage, and 501 cutouts in the validation stage.
For test, it had 641 cutouts for chromosome and 579 for
non-chromosome. The training, validation and test cropped
regions were extracted from their respective images of train-
ing, validation and test sets. Figure 7 shows the size and
proportion of cropped chromosomes and non-chromosomes
of the database.

The constructed cropped database is also available on the
Zenodo platform [22].

3.3.2 Preprocessing
After constructing the cropped dataset, the following pre-

processing was done: orientation correction, resizing and
padding. The orientation correction for the cropped region
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cal alignment. For this purpose, the image was rotated in the
region whenever the width of an image is greater than its
height.

Resizing is necessary because the CNNs used require as
input squared images and a minimum size for each archi-
tecture. Therefore, we tried two approaches: simple resizing,
and resizing with padding. In simple resizing, the image is
resized to the final dimensions. In the resize with padding, it
preserves the aspect of ratio and fills the squared area with
zeros or replicates the edges. Figure 8 shows simple resizing,
and resizing with padding.

In the experiments, it was used simple resizing, resizing,
padding with black and edge replicate filing, and no padding.
Some models had better results without the use of padding,
while others worked better with padding. The result section
shows the best configuration for each approach.

We also constructed a binary version of the cropped
database, to be used as input to the models, according to the
approach described in Sect. 3.1.2. To generate the regions,
we segmented the original images and cropped the regions
based on the annotations provided.

After creating the cropped database and conducting the
preprocessing step, the model is trained using the training
and validation cropped sets. Next, we evaluate the model by
using the cropped test images in the test stage. Finally, we
analyze the model using the evaluation metrics.
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3.4 Chromosome detection

Chromosomes are detected by generating the candidates, by
segmentation, and using the trained model to classify the can-
didates. Figure 9 shows each step of the proposed approach
to detecting chromosomes.

In the proposed model, segmentation algorithms are used
to generate the candidate regions, which will be classified
as chromosome or non-chromosome. For this task, we pri-
oritized approaches that did not remove any chromosome
region and generated few noise regions. To this purpose, clas-
sical segmentation algorithms were applied: Otsu, adaptive
thresholding, fuzzy and fuzzy adaptive [22] segmentation
algorithms.

After the segmentation process, all the resulting contours
of the image are selected as chromosome candidates. A
bounding box area defines the candidate region. However,
as the segmentation process generates many noise regions,
a filtering stage is required. This stage is based on the size
of the chromosomes of the database, as shown in Fig. 7. We
eliminate all small regions that are smaller than the mini-
mum chromosome width and height found in the database,
that is equal to 5. A filtering related to large areas can also
be applied.

After, the candidate regions are generated and filtered. The
candidates are processed using the same operations as was
done in the training process: orientation alignment, resizing
and padding. Each candidate is used as input to the previ-
ously trained model, and each candidate is predicted to be a
chromosome or non-chromosome. In the classification step,
some false positive and false negatives cases may be found in

Fig. 10 Example of detection initially obtained by the proposed
method: false positives in blue, false negatives in red and true posi-
tives in green

the image. To avoid this problem, this work proposes a false
positive and a false negative reduction step. These steps are
described below.

3.4.1 False positive reduction

After the detection obtained by classifying the candidate
regions, a small number of false positives were generated for
most of the images. Figure 10 shows an example of detec-
tion, where the green areas are the true positives detected,
the red areas are the false negatives, and the blue regions are
the false positives.

Many false positive areas are isolated from other regions
classified as chromosome, as shown in Fig. 10. Based on the
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Fig. 11 Proposed false positive
reduction method: removal of
isolated regions classified as
chromosome
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a high chance that it was labeled incorrectly. Based on this
argument, the proposed method updates the label of these
candidates, that are located far from other candidates identi-
fied as chromosome. This approach is illustrated in Fig. 11.

In Fig. 11, the green triangles represent the candidates
classified as chromosome and the gray squares those clas-
sified as non-chromosomes. For every candidate classified
as chromosome, its neighborhood is checked in a radius r.
If fewer than k candidates are found in the area of radius
r, then the candidate changes its label to non-chromosome.
That would mean that there are no other candidates classified
as chromosome in the neighborhood, and it is probable that
this candidate was mislabeled. Therefore, its label is updated
to non-chromosome. In Fig. 11a, a k value of 1 was defined,
so the chromosome in the red circle has its label changed,
as shown in Fig. 11b. To this task, the values of r and k
defined empirically to 100 and 2, respectively. The false pos-
itive reduction algorithm is described in Algorithm 1.

Algorithm 1: False Positive Reduction Algorithm

Input: X, regions classified as chromosome, maxg;s;
neighborhood maximum distance, min, minimum
number of neighbours € X
1 for x; € X, do

// Calculate the number of neighbours n.
at maximum distance maxgis
2 ne =20
3 | forx; € X. do
4 if (x; # x;) and ||x; — x|l < maxy;s then
5 ne=n¢c+1
6 if n, < min. then
7 L change label of x; to non-chromosome
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Fig. 12 Proposed false negative reduction method: change in the label
of candidates surrounded by others classified as chromosomes

3.4.2 False negative reduction

It is expected that false negatives will be avoided, as all the
chromosomes should be detected in each image. However,
they are frequently present after a simple classification pro-
cess, as represented by the red squares in Fig. 10.

As the chromosomes in the image are usually grouped in
the same region, it is rare to find non-chromosome regions
surrounded by other chromosomes, after the segmentation
stage. Based on this, we verify the neighborhood of each
non-chromosome candidate in a radius r, and if the candidate
is surrounded by k candidates classified as chromosome, it
changes its label to chromosome. This method is illustrated
in Fig. 12.

Itis true that a candidate is not always surrounded by other
chromosome candidates is, in fact, a chromosome. Moreover,
this can lead to generate a false positive being generated in
some cases. However, it was verified that most of the time
it more often corrects candidate labels, thus reducing false
negatives, rather than generating false positives, as will be
shown in Results section. For this task, we used a radius
value of 60 and a k value of 2, defined empirically.

Figure 13 shows all steps of the proposed method, per-
formed on an image of the test database. Figure 13a shows
the original image from the test database. After applying the
segmentation algorithm, it is obtained the image in Fig. 13b
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(a)

(d)

(g)

(c)

(h)

Fig. 13 Example of the proposed chromosome detection steps applied to an image of the database: a original image, b segmented image, ¢
candidates generated, d image after filtering, e classification of candidates, f false positive reduction, g false negative reduction, h final detection

is obtained. The green square is the area shown in Fig. 13c.
The black boxes are the candidates generated from the seg-
mentation step. Next, the filtering process is applied, thus
reducing the small regions, resulting in Fig. 13d. Then, each
candidate is submitted to the trained classifier, thereby gen-
erating the prediction for each candidate, as illustrated in
Fig. 13e. The green areas are the true positive detected, in
which the blue and red are the false positive and false neg-
ative detections. The true negative regions are not shown in
the image. To reduce the false negative regions, each can-
didate classified as chromosome that is isolated from the
others is removed. Therefore, the blue candidate, in Fig. 13f,
has its label changed to non-chromosome, producing a true
negative, and generating the image from Fig. 13g. Finally,
false positive candidates are reduced by changing the label
of regions classified as non-chromosome and that are sur-
rounded by candidates classified as chromosome. With this
method, all the red regions, in Fig. 13g, have their labels
changed, thereby generating the final detection in Fig. 13h.

The false negative reduction algorithm is described in Algo-
rithm 2.

Algorithm 2: False Negative Reduction Algorithm

Input: X regions classified as chromosome, X, regions
classified as non-chromosome, maxg;s; neighborhood
maximum distance, max, maximum number of
neighbours € X,

1 for x; € X,,c do

// Calculate the number of neighbours n.
at maximum distance maxgig
2 ne.=0
3 for x; € X, do
4 if (x; # xj) and ||x; — x;|| < maxg;s, then
5 \\ |_ ne =ne+ 1
6 if n, > max, then
7 |_ change label of x; to chromosome
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3.5 Implemented methods
3.5.1 Models

In order to classify a selected region of the image as
chromosome, this study uses the following deep learning
state-of-the-art methods: VGG16 [26], VGG19 [26], Incep-
tion_v3 [27], MobileNet [28], Xception [29], MiniVGG and
Sharma Model [17]. To initialize the weights of the model, is
used the transfer learning approach [30]. Transfer learning is
a technique to reuse a model trained in a Domain D1, and to
use it in a similar or different Domain D2. The fundamentals
that support transfer learning are that the basic features, such
as edges and curves, are present even in different domains,
so the feature extraction learned from a model can be reused
in another domain. Models trained in large databases, such
as Imagenet [31], which has millions of images, have been
used as a base model to classify images in medical analysis
[32].

When using transfer learning, we have the option to freeze
the model and just train the fully connected (FC) layers, or we
can fine-tune the previous layers to adjust their weights to the
new database. In this work, both approaches are analyzed ,
using the initial weights from the model trained on Imagenet.
The models in which we apply the transfer learning approach
and train only the FC layers are defined with a’TL’ suffix. For
example, the VGG16 model using this approach is defined
in this document as VGG16_TL.

We also conduct transfer learning with fine tuning on the
first layers. In this approach, only the first layer is frozen and
all the consequent ones are trained. For the models using this
fine-tuning approach, we use the "FT” suffix. For example,
the VGG16 model, using this approach, is defined in this
document as VGG16_FT.

These models are also evaluated training all layers, with-
out transfer learning and fine-tuning. However, they were not
able to learn well, their accuracy being around 50%. These
architecture models may be too complex for the size of CRCN
database, and it might therefore be that they do not learn the
features properly.

The CNNs described also are compared with simpler mod-
els, which we designed for this problem. The first model,
defined as MiniVGG, is a sequence of blocks of Convolu-
tion (CONV), Batch Normalization (BN), Dropout (DO),
Max Pooling (MP), and Softmax (SM) layers. The MiniVGG
is a simpler version of the VGG model, consisting of two
blocks of CONV—BN—CONV—BN—MP— DO layers,
followed by FC —BN—DO—SM layers. The size of the
filters was defined as 32 for the first block and 64 for the
second block, with dropout values of 0.25 and filter size of 3
for both blocks. The FC layer has 512 nodes and the dropout
value of 0.5.
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The model used by Sharma et al. [17] is also implemented,
which is named the Sharma model in this work.

We also compared the deep models with a simple classifier.
For this purpose, we used Zernike moments [33] to extract the
features, and a multilayer perceptron (MLP). For the MLP,
we used 256 neurons in the hidden layer and we added a
dropout layer with value 0.2. The MLP was trained using
Adam optimizer, with learning rate 0.001, for 50 epochs. The
best parameters used for the MLP were found empirically.

The algorithms implemented in this study were developed
using Python language, Keras [34] and the OpenCV library
[35]. The algorithms were executed using a computer with
an i7 processor and 8GB RAM memory.

3.6 Metrics

The metrics used to evaluate the results are divided into seg-
mentation and classification metrics.

3.6.1 Segmentation

To perform the analysis, we implemented the following
metrics used in the literature to analyze medical images: Sen-
sibility, Specificity, the Jaccard Index, Matthews coefficient
correlation and positive prediction value. These metrics are
calculated from the true positive (TP), true negative (TN),
false positive (FP) and false negative (FN) rates found in
the segmented images. Next, each metric to be analyzed is
described.

Sensibility (SE) represents the effectiveness of the algo-
rithm at correctly classifying the pixels from the object in the
image. The sensibility can be described by means of Eq. 1:

TP

E=_—— 1
TP +FN )

Specificity (SP) represents the effectiveness of the algo-
rithm at correctly classifying the pixels from the background
in the image. The specificity can be described by means of
Eq. 2:

TN

P=— )
FP + TN

The Jaccard index (J) represents the similarity index
between a segmented image and its respective ground truth.
The Jaccard index is calculated by means of Eq. 3:

TP

J= —— 3)
TP + FN + FP

The Matthews Correlation Coefficient (MCC) is consid-
ered a useful metric to evaluate the similarity between binary
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classifications [36]. This metric shows if the prediction values
are being random or not. Values closest to 0 are considered a
random result. Value -1 indicates a total divergence between
the images, while value 1 shows total similarity. The metric
MCC is calculated by means of Eq. 4:

B TP x TN — FP x FN
~ /(TP + EP)(TP + FN)(IN + FP)(IN + FN)

MCC

“

The value of the positive prediction value (PPV) shows
the total number of pixels classified as an object, divided by
the total number of pixels of the object, as shown in Eq. 5:

TP

PPV = ——
TP + FP

&)

3.6.2 Classification

To evaluate the classification and detection of the models,
we use, besides SE and SP, the metrics for accuracy (ACC),
F1-score (F1), average precision (AP) and area under curve
(AUC).

Accuracy is a common metric used for classification,
where it considers the fraction of TP and TN, under the total
sum of the samples (positive and negative). In resume, it is the
number of correct classifications divided by the total number
of samples. The accuracy equation is defined by Eq. 6

TP + TN

ACC =
TP + TN + FP + FN

(6)

The F1-score calculates the harmonic mean between pre-
cision and recall, where recall is the same as the SE metric.
A high precision value means that the system does not pro-
duce a large number of false alarms, while high recall means
that most of the subjects are being detected. Since both mea-
sures are important, we also consider the harmonic mean, as
described in Equation

Precision - Recall

Fl=2. — , @)
Precision + Recall
.. TP
Precision = —— (8)
TP + FP

The Average Precision (AP) metric summarizes the
weighted increase in precision with each change in recall
for different values of thresholds.

The AUC metric evaluates the area under the receiver
operating characteristic curve, which measures the trade-off
between the false positive rate and the true positive rate.

Table 2 Parameters of the segmentation algorithms

Method Parameter Range Optimal

Adaptive Wsize 5-19 19
Method Gaussian, Mean Mean
C 3,5,7 3

Fuzzy Wsize 5,79,11 11
Threshold 0.1,0.2,0.3 0.1

FA Wsize 5,7,9,11 7
Wfuzzy 5,7,9,11 7
Wadap 3,5,7 3
Tfuzzy 0.1,0.2 0.1

4 Results

The algorithms evaluation is evaluated using the 74 images
from the database, with the models described in Sect. 3.5.1.
First, the segmentation methods are evaluated to find the best
model to use by the CNN with the segmentation approach,
described in Sect. 3.1.2, and also to generate the candidates in
the detection stage. Next, the models to classify the cropped
dataset are evaluated in the proposed detection approach.

4.1 Segmentation algorithm analysis

The following segmentation algorithms are applied to CRCN-
NE database: Otsu, adaptive thresholding, fuzzy and fuzzy-
adaptive (FA). Table 2 shows the parameters explored for
each technique, followed by the best configuration found for
1t.

The first column shows the segmentation method, the sec-
ond column shows the parameters of each method, the third
column shows the range of values explored for each param-
eter, and the last column shows the best value obtained.

Figure 14 shows the segmentation results of each tech-
nique, for an image of the database. Figure 14a shows the
original image, while Fig. 14b shows the ground truth image.
Figure 14d—f shows the segmentation results of the Otsu,
fuzzy, fuzzy-adaptive and adaptive techniques, respectively.
Note that all techniques generate significant noise in the
image. At this stage, we are interested in not missing any
chromosome region, while having the least noise possible.

The results obtained by computing the segmentation met-
rics described in Sect. 3.6.1 are showed in Fig. 15. The
results are the metrics average to all images of the database.
Note from Fig. 15 that the fuzzy adaptive technique obtained
higher values for Jaccard, MCC and PPV metrics, while had
high values of SE and SP. Next, note the results from Otsu and
adaptive techniques are close for most metrics. Therefore,
based on these results, we would tend to use FA segmenta-
tion in the detection approach. However, despite these results,
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Fig. 14 Segmentation results: a Original Image, b Ground Truth, ¢ Otsu, d Fuzzy, e Fuzzy-adaptive, and f Adaptive

Fig. 15 Results of metrics for

| |
. 1r 0.960.960.970.96 0o Otsu
the segmentation methods e
g 0.92 0.9 00 Adaptive
0.82 0o Fuzzy
E 0.8} 0 0 Fuzzy-Adaptive
s 0.66
> 0.64 0.630 62 -
& 06 B
= 0.48 052088 45051 45 22
0.46 (.45 . v v
0'4 I ’_‘ ’_‘ ()'35 I ’_‘ ’_‘ ]
T T \’—‘ 1 1
SE SP Jaccard MCC PPV

(a) (b)

Fig. 16 Comparison of segmentation between the fuzzy-adaptive and adaptive methods: a Original Image, b region zoom, ¢ ground truth, d

Fuzzy-adaptive segmentation, e Adaptive segmentation

are identified some problems in FA and Otsu segmentation,
that led us to use the adaptive method.

The problem we found in the FA technique is that the chro-
mosomes are very close to each other in segmentation, and
in some images it is hard separate them without removing
small chromosome areas. Figure 16 illustrates the problem.
The first column of Fig. 16a shows the original image, and
the green rectangle shows the zoom region, that is shown
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in Fig. 16b, followed by its ground truth, in Fig. 16c. Fig-
ure 16d shows the segmented region using FA, and Fig. 16e
shows the results of the adaptive method. As presented in
Fig. 16d, the FA segmentation sometimes produces regions
with connected chromosomes, making the classification task
harder. The same problem does not happen using the method
adaptive thresholding.
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(a) (b)

Fig.17 Comparison of segmentation between the Otsu and adaptive methods: a Original Image, b region zoom, ¢ ground truth, d Otsu segmentation,

e Adaptive segmentation

Table 3 Parameters space of input image

Table 4 Best preprocessing configurations for each model

Parameters Values Architecture Color system Size Padding
Image size 48x48, 64 x64, VGG16_FT Bin 64 No
96x96, 128 x 128, 192x192; VGG16_TL Bin 64 No
Padding Yes, No VGGI19_FT Bin 64 Yes
Color system RGB, Binary VGGI19_TL Bin 64 Yes
Inception_v3_FT Bin 192 No
Inception_v3_TL Bin 192 No
Looking at Otsu segmentation, it can also generate unde-  MobileNet FT Bin 128 No
sirable scenarios, as shown in Fig. 17. Figure 17a shows the =~ MobileNet_TL Bin 128 No
original image, Fig. 17b shows the zoom region, and Fig. 17c ~ Xception_FT Bin 128 No
shows its ground truth. Figures 17d, e show the segmentation ~ Xception_TL Bin 128 No
results of the Otsu and adaptive methods, respectively. Note  Sharma Bin 64 Yes
from Fig. 17d that Otsu segmentation can generate incorrect MiniVGG Bin 64 No
segmentation, thus missing the individual chromosomes of  Zernike+MLP RGB 64 No

the regions. This occurs in some images of the database yet
while using the adaptive method this problem was not found.

Based on these observations, the segmentation made by
the adaptive thresholding algorithm does not lose chromo-
some areas. The only problem of adaptive method is the
amount of noise generated in the image, but this is solved in
the classification stage. Therefore, the adaptive method was
selected as segmentation method for the following analysis.

4.2 Classification analysis

The classification algorithms were applied to the cropped
database. For this analysis, are compared some recent deep
learning techniques, described in Sect. 3.5.1: VGG16_TL,
VGG16_FT, VGGI19_TL, VGGI19_FT, Inception_v3_TL,
Inception_v3_FT, MobileNet_TL, MobileNet_FT, Xcep-
tion_TL, Xception_FT, Sharma and miniVGG.

Different parameters values of the input image were used
to perform the classification, as shown in Table 3:

The architectures based on VGG, Inception, MobileNet
and Xception require a minimum size of input image of 64 x
64, 192x 192, 128x 128 and 128x 128, respectively. Was
evaluated higher input sizes for VGG, but as the chromosome
region is small, when resizing, it loses quality, which impacts

the final classification. The padding preprocessing operation
on input images was evaluated, and also, using colored and
segmented images, as described in Sect. 3.1. The best con-
figurations for each technique are described in Table 4.

All models were executed using the Adam optimizer, with
a learning rate of 0.001, using 50 epochs and a batch size
value of 32. For this analysis, the models were trained on
the cropped training and validation datasets and tested on the
cropped testing dataset. Each architecture was executed 10
times, and average metrics were calculated.

The results of accuracy obtained for each technique are
shown in Table 5, where the highest value obtained is repre-
sented by the bold value. From Table 5, note that all models
obtained better results using the binary approach, using the
segmented chromosome regions. The best models were the
ones based on VGG architecture. The results based on VGG
architecture have a similar accuracy, there being no sig-
nificant statistical difference between them. The accuracy
of other approaches, such as the Inception, MobileNet and
Xception, was lower, probably because they required a big-
ger input size image, which impacted the accuracy. There
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Table 5 Classification results

Architecture Accuracy (%)

RGB Binary
VGG16_FT 89.71£1.16 92.9440.43
VGGI16_TL 87.98+1.14 92.4740.69
VGGI19_FT 88.41+0.97 93.19+0.32
VGGI19_TL 87.8940.83 92.8140.66
Inception_v3_FT 51.28+1.76 71.54+2.54
Inception_v3_TL 50.70+1.88 72.1642.65
MobileNet_FT 52.214+5.61 80.394+2.14
MobileNet_TL 54.701+4.07 79.01+9.53
Xception_FT 53.024+4.16 77.87+9.15
Xception_TL 56.93+7.88 76.57+9.45
Sharma 59.50+19.34 66.11+18.39
MiniVGG 84.2442.04 91.88+0.4
Zernike+MLP 82.45+ 0.44 69.04+ 0.59

Table 6 Results of metrics SE, SP, F1 and AP, for chromosome detec-
tion

Architecture Metrics
SE SP F1 AP

VGG16_FT 0.983 0.989 0.914 0.954
VGG16_TL 0.982 0.990 0.910 0.952
VGG19_FT 0.983 0.987 0.910 0.946
VGG19_TL 0.980 0.986 0.897 0.948
Inception_v3 0.766 0.949 0.607 0.626
Inception_v3_TL 0.860 0.945 0.677 0.682
MobileNet_FT 0.797 0.968 0.618 0.683
MobileNet_TL 0.796 0.961 0.618 0.737
Xception_FT 0.804 0.966 0.613 0.677
Xception_TL 0.695 0.969 0.535 0.675
Sharma 0.282 0.982 0.248 0.310
MiniVGG 0.978 0.979 0.894 0.920
Zernike+MLP 0.433 0.990 0.391 0.752

is not any significant difference between the models defined
as FT and TL, thus indicating that the initial weights of the
first layer are enough to provide a good classification. The
Sharma model, although using a 64 x 64 input image, did not
obtain good results.

4.3 Detection analysis

An analysis to detect chromosomes in the test images was
also conducted. The experiments were performed using the
detection approach described in Fig. 9, for the test images.
Table 6 shows the results using the metrics of SE, SP, F1 and
AP, where the highest values for each metric are showed in
bold.
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As can be seen in Table 6, the VGG16_FT model achieved
the best results for F1 and AP metric, while having the high-
est accuracy. The other models based on VGG16 and VGG19
obtained similar performance. The Sharma model presented
poor results and is therefore not recommended for detec-
tion. Figure 18 shows the results of segmentation of the
VGG16_FT model for some figures of the database. As can
be seen in Fig. 18, the proposed approach, using VGG16_FT,
can detect all the chromosomes and generates few false pos-
itives per image. These results are supported by the high
values of the metrics shown in Table 6.

After the classification, it was analyzed the impact of the
false positive reduction and false negative reduction stages
on the metrics of sensitivity and specificity, to the VGG_FT
Algorithm. The results are shown in Fig. 19 where it can
be seen that when the false positive reduction is applied, it
does not affect the SE metric, because the metric is not based
on false positives. But it increases the SE metric, from 0.98,
which is already high, to 0.99. When applying the FN reduc-
tion, it recovers many misclassified candidates, reducing the
false positives and significantly increasing the SE metric.

Finally, it evaluates the precision-recall curve and the AUC
metrics. To this analysis, it was taken the best execution
results found by each architecture. The results are shown
in Fig. 20. It can be observed that the VGG16_FT model had
better results than the other approaches, having higher AUC
value.

5 Discussion

The segmentation analysis performed in Sect. 4.1 extends
the analysis conducted by Andrade et al. [15], thus adding
more images to the database. Although the metrics used sug-
gested the use of fuzzy-adaptive method as the best method
to perform segmentation, Fig. 16 shows some problems were
found in its segmented images. Similar problems were found
with the Otsu technique, as shown in Fig. 17. These results
show that using classical segmentation metrics, without a
qualitative verification of the images, can lead to bad project
decisions. For example, the Jaccard metric promotes segmen-
tations with high amounts of TP, while having low amounts
of FN and FP. While the Jaccard metric promotes the expan-
sion of the segmented area by having a higher value when
an image has high TP and low EFN values, it controls the
expansion by adding a FP term in the equation, as shown in
Eq. 3. However, the equation does not take into consideration
if there are connected chromosomes in final segmentation,
which is not desirable for chromosome detection. A small
expansion in the segmented area, generating false positives
and connected chromosomes, has a more negative impact
for the classifier than having a medium retraction in the seg-
mented area, thereby generating less TP and more FN, but
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(d)

Fig. 18 Chromosome detection results, for the VGG16_FT model
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Fig. 19 Improvement using FP and FN reduction

still preserving the chromosome structure. However, as there
are more terms promoting expansion (TP and FN), the met-
ric benefits the results that overextend the ground truth area
rather than reducing its area. A similar scenario occurs when
applying the other metrics. The segmentation of adaptive,
on the other hand, avoids cases of connected chromosomes,
which can help to detect chromosomes.

In this study, we also proposed evaluating the classification
using two approaches described in Sect. 3.1, RGB and binary
segmented images. From Tables 4 and 5, are observed that
using a binary image as input provided better results for all
the techniques analyzed. This in an interesting observation,
since most of the methods used in state-of-the-art to classify

—— VGG16_FT (AUC=0.955)

0.49 —— Inception_v3_TL (AUC=0.727)
—— MobileNet_TL (AUC=0.735)
—— Xception_TL (AUC=0.773)

Precision

0.2 1
—— MiniVGG (AUC=0.908)
—— Sharma (AUC=0.677)
0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

Recall

Fig.20 Precision-recall curve

chromosomes use RGB images, as described in Sect. 2. The
better results of binary images may occur because the colored
images from the database have more noise and a slighter
variance, which can affect in the classification process.

Results in classification analysis show that the models
based on VGG architecture obtained the best values, and
achieved 93% for the accuracy metric. One of the aspects
that benefits VGG architecture is that it accepts input images
with smaller sizes, such as 64 x 64. When we resized the
images to bigger sizes, the values obtained were lower. How-
ever, Sharma architecture also used 64 x 64 images as input
and obtained lower values.

When analyzing the detection approach, we found that
VGG16_FT has obtained the highest values for the metrics
SE, SP, F1 and AP, as shown in Table 6. Results presented
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in Fig. 18 show that the proposed approach is able to detect
the chromosomes even when there are cells and noise in the
image. The high values of SE and SP also show that most
chromosomes were detected and few false positives were
generated. We noticed that when the original image did not
have much noise and the chromosomes are clear in the image,
the algorithm achieves the best results, obtaining SE and SP
values of 1.0 in some cases. Therefore, the quality of the
input image can impact the final detection, but, as illustrated,
the method presented can work well even with noisy images.

As the number of images in our dataset is small, the mod-
els trained from scratch had lower performance compared to
the pretrained models. This is expected, because deep learn-
ing model requires a large number of data to be trained.
Even using a simpler model, such as the combination of
Zernike moments and MLP, the pretrained models still had
better results, because they were pretrained with millions
of images, from ImageNet. However, this is an interesting
results, because it shows that the transfer learning can be used
to classify chromosome candidates, even with reduced train-
ing sets. This strategy has not been explored in the literature to
classify chromosomes, but our study shows its potential and
how it can outperforms other models trained from scratch.
Although the transfer learning performed well for the small
training set, results from Table 6 shows that a fine tuning
stage is important to have better results.

Results presented in Fig. 19 show the impact of false
positive and false negative reduction stages, on average,
for the VGG16_FT model. For the false positive reduction
stage, which affects only the specificity metric, the proposed
method contributes to reducing the number of false posi-
tives cases. As most of the databases used in the literature
do not have the presence of noise or cells in the image, no
post-processing steps have been proposed to deal with false
positive reduction. The same can be considered for the false
negative reduction step. Adding this step increased the value
of sensitivity metric by 18%. As reported in Sect. 3.4.2, this
process can add few false positive detections in some images,
but on average, it did not affect the specificity metric.

The last analysis, illustrated in Fig. 20, it shows using
the proposed method, with VGG16_FT CNN architecture,
obtained 0.955 of AUC accuracy, for its best model run, indi-
cating that its use for chromosome detection is recommended
and can help cytogeneticists to analyze chromosome images.

6 Conclusion

This paper is set out to analyze deep learning approaches
in order to classify and detect chromosomes in metaphase
images. For this purpose, we evaluated state-of-the-art deep
learning algorithms, thereby analyzing the processes of seg-
mentation, classification, detection and post-processing. We
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constructed a database of metaphase chromosome images,
with the aid of the CRCN-NE lab, which is available on
the Zenodo platform [22] and consists of 74 labeled images.
From the original labeled images, we also constructed a
cropped database, which has 2174 regions of each class:
chromosome and non-chromosome. Finally, we proposed a
chromosome detection approach, with false positive and false
negative reduction stages, which was evaluated with SE, SP,
F1 and AP metrics.

Results showed that adaptive thresholding obtained bet-
ter results for segmenting chromosome images. It was also
reported that relying only on the metric values can lead to
choosing segmentations with connected chromosomes. Fur-
thermore, we proposed to add a segmentation step before
submitting the image to the classifier, which provided better
results than using RGB images, as most of the approaches in
the literature do.

From the classification analysis, we showed that CNN
models based on VGG architecture, using fine tuning, could
obtain 93.19% accuracy. For detection results, we showed
that the proposed approach could obtain values of 0.983
and 0.989 for the metrics of sensibility and specificity,
respectively, when used VGG16 with fine tuning was used.
Moreover, qualitative results indicate the detection of all
chromosomes in most of the images, while generating few
false positives per image.

In this paper, we also proposed false positive and false
negative post-processing stages, which increase the sensitiv-
ity value by 18%, obtaining final results of 0.98 and 0.99, on
average, for the metrics of sensitivity and specificity.

Future research should include applying solutions for
overlapped chromosomes found and improving the detection
process.
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