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Abstract A model to predict and characterize the impact
of out-of-focus blurring on the range uncertainty associ-
ated with the measurement by a phase-shift 3D scanner is
presented. First, the reduction of the sine wave magnitude
introduced by the projector lenses and the camera lenses is
considered. Then, the noise reduction effects related to the
camera image blurring introduced by the camera lenses are
also included in themodel. Themain results of this study indi-
cate that the uncertainty for a high-resolution system varies
and exhibits a slanted “W” shape, which significantly dif-
fers from the inverse square of the range expected from the
triangulation equation or the slanted “U” shape, which may
be intuitively expected when combining blurring caused by
a limited depth of field and the triangulation equation. We
provide a comprehensive experimental characterization of
a purposely constructed 3D scanner designed to isolate the
performance degradation caused by out-of-focus projection
and acquisition lenses. This scanner is designed to mimic
the characteristics of a high-resolution scanner that can be
employed for demanding quality control applications. In
the tested configurations, the predicted depth-of-fields were
within 16.3% of the corresponding measured values. This
concordance between the theoretical results and experimen-
tal results suggests that the proposed model can be used to
assist the design of phase-shift scanners.
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1 Introduction

Phase-shift 3D scanners are used to perform non-contact
three-dimensional measurements on objects. In order to do
so, they project periodic pattern(s) of light on the object of
interest and record its appearance(s) using a camera. The 3D
positions associated with camera pixels are then calculated
based on their recovered phases and the geometric config-
uration of the system. This approach is employed in many
commercial systems [1–5] and by an extensive range of users
formany practical applications. For instance, this approach is
popular in quality control applications where it can replace
or complement traditional measurement instruments, such
as callipers and tactile coordinate measurement machines. A
considerable amount of research has been dedicated to the
development of the technology for these systems [6–8].How-
ever, the prediction of the expected error of a high-accuracy
system before building a prototype is difficult. This problem
generates larger development costs and suboptimal choices.
Improving the understanding and modelling of the different
error sources in triangulation systems is an important step
towards establishing best practices, standards and measure-
ment traceability.

In this manuscript, we examine a very important determi-
nant of the error in phase-shift systems: the blurring effect of
the camera and projector lenses. This blurring affects both the
range uncertainty of the measurement and the lateral resolu-
tion of the scanner. In the remainder of this manuscript, we
focus on the effect of the blurring on the range uncertainty.
The lateral resolution of triangulation systems is briefly dis-
cussed in Sects. 2.1 and 5.2. The root of the analysis of the
phase uncertainty can be traced to interferometry [9–12].
However, uncertainty models designed for interferometry
systems do not consider the spatially varying blurring effects
inherent to structured-light technology.
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We therefore propose in Sect. 3 a model that predicts
the performance degradation induced by optical blurring in
phase-shift 3D scanners. The model is based on first-order
geometric optics and only requires the values of the param-
eters that are available when selecting the component for
assembling a 3D scanner (i.e. focal length, f -number, stand-
off distance).

In Sect. 4, we also provide a comprehensive experimen-
tal characterization of a purposely constructed 3D scanner
designed to isolate the performance degradation caused
by the out-of-focus projection and acquisition lenses. This
scanner is designed to mimic the characteristics of a high-
resolution and short-range scanner that can be employed in
demanding quality control applications. The data obtained
from the experimental characterization of this scanner cor-
respond to the data predicted by the model.

Weprovide in Sect. 5 two examples of applications that are
enabled by the proposed model. We show that the proposed
model can be integrated into 3D scanner reconfigurable soft-
ware. This type of software enables a user to reconfigure a
scanner to satisfy the requirements of a particular application
or better understand accuracy variations for a given config-
uration. The second application improves the uniformity of
the performance of the 3D scanner across its reconstruction
volume. This type of capability can be useful for non-expert
users and situations in which a given scanner has to match a
given specification.

2 State of the art: characterization of 3D imaging
systems

The different approaches for characterizing 3D imaging sys-
tems can be classified into two different categories. The first
category contains methods that are technologically agnostic.
These approaches consider the 3D scanner as a black box.
Their objective is to provide users with a method for evalu-
ating the fitness of a given scanner for performing a specific
task. They do not attempt to predict how the performance of
a system is affected when some characteristics, such as the
baseline, focal length and standoff distance of the scanner,
are modified. The second category focuses on the evaluation
of a particular type of 3D scanner. They sometimes provide
a low-level characterization of only the sub-systems of a 3D
scanner, which enables engineers to locate performance bot-
tlenecks and make better design choices. These approaches
enable scanners to be used in an optimal manner.

2.1 Technologically agnostic

The characterization of active 3D imaging systems is an
active research field [13–22]. An artefact for the characteriza-
tion of short-range 3D scanners (primarily laser triangulation

and fringe projection) is presented in [23,24]. The main
particularity of this artefact is that it employs geometric
dimensioning and tolerancing (GD&T), which is actively
employed by mechanical engineers in the manufacturing
industry. An automatic methodology to evaluate short-range
3D imaging system is presented in [21]. This comparative
study evaluated eight 3D scanners for robotic applica-
tions. The same methodology was employed in [25]. Some
researchers adopt methods to evaluate the performance of 2D
cameras to 3D sensors by introducing a slanted edgemodula-
tion transfer function, which is similar to the 2D modulation
transfer function (MTF) [13]. Other researchers also investi-
gated the lateral resolution of triangulation systems [26–28].
Other artefacts, quality metrics and methodologies are pre-
sented for short-range scanners in [15–20]. Techniques for
the characterization of medium- to long-range scanners were
also investigated [29–35].

National and international standardization organizations
have beenworking on the characterization of active 3D imag-
ing systems with the objective of producing guidelines and
standards. The document designated E2544 from the Amer-
ican Society for Testing and Materials (ASTM) provides
the definition and description of terms for 3D imaging sys-
tems [36]. The VDI 2634 is a document that addresses the
characterization of optical distance sensors [37]. The two
authoritative texts on the matter of uncertainty and vocab-
ulary related to metrology are the Guide to the Expression
of Uncertainty in Measurement (GUM) and the Interna-
tional Vocabulary of Metrology (VIM) [38,39]. In [40], an
overview of the progress of the development of standards for
3D imaging systems is presented.

2.2 Technology specific

An important sub-system for many laser-based triangula-
tion scanners is the peak detector, which is responsible for
finding the position of a laser spot in the detector image.
Two peak detector comparative studies have been conducted
[41,42]. Some structured-light systems require algorithms
that are similar to those for the peak detector. These algo-
rithms need to detect the position in the image of fringe
transitions; comparative studies of these algorithms have
been conducted [8,43]. The effect of blurring on the per-
formance of a structured-light system based on binary code
has also been explored [44].

The impact of speckle on the performance of laser triangu-
lation scanners has been investigated, and models have been
proposed [45–47]. A dept-of-field model for a laser-based
3D scanner has also been proposed [48,49]. Many analyses
of the impact of noise on phase-shift algorithms have been
conducted [9–12,50]. The phase uncertainty of a phase shift
depends on the different phase offsets, the number of patterns,
and the magnitude of the sine wave and may vary depending
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on the value of the phase [12]. In [51], a specific phase-shift
triangulation scanner is presented, and its range uncertainty
is presented using different aperture diameters. However, no
model includes the combined effects of projector and camera
defocalization.

3 Defocalization model for phase-shift 3D scanners

3.1 Projector and camera-induced attenuation

Assuming a negligible lens thickness, an out-of-focus point
will be imaged as a circular region, which is referred to as
the circle of confusion [52]. The diameter Cp of this circle of
confusion in the object plane of the projector lens is defined
as

Cp(Zp) = Φp
|Zp − Z ′

p|
Z ′
p

(1)

where Φp is the aperture diameter of the projection lens, Zp

is the distance from the object plane to the projector lens,
and Z ′

p is the on-focus distance from the object plane to the
projector lens [52]. Similarly, the circle of confusion in the
object plane of the camera lens is defined as

Cc(Zc) = Φc
|Zc − Z ′

c|
Z ′
c

(2)

where Zc is the distance from the object to the camera lens, Z ′
c

is the corresponding on-focus distance, andΦc is the aperture
of the camera lens [52]. The magnification of the optical
system is the scaling between the size of an object and the
size of its image. The magnification mp associated with the
projector lens is defined as

mp(Zp) = 2 fp
Z ′
p − 2 fp + √

Zp(Zp − 4 fp)
(3)

where fp is the focal length of the projector lens [52]. Using
this magnification, the period ωo(Zp) of the projected sine
wave pattern at distance Zp from the projector can be com-
puted as

ωo(Zp) = ω/mp(Zp) (4)

where ω is the period of the sine wave pattern in the projec-
tor image.When the light is non-coherent, the degradation of
the image induced by blurring can be modelled by the con-
volution of the image with a kernel, whose size depends on
the circle of confusion. Using a thin lens approximation, the
blurring kernel is a disc D defined as

D(x, y) =
{

4
πc2

if x2 + y2 ≤ c2/4

0 otherwise
(5)

where c is the diameter of the circle of confusion [52]. The
images projected by a fringe projection system on the object
plane assume the form

I (x, y) = α(x, y) + β(x, y) cos(2πx/p + θ). (6)

where θ is a non-specified phase offset, p is the period of the
sine wave on the object plane [i.e. p = ω/mp(Zp)], α(x, y)
is the constant illumination for point (x, y), andβ(x, y) is the
sine wave magnitude for point (x, y). The spatially varying
values of α and β are induced by the non-uniformity of the
projector light source, the vignetting of the projector lenses
and the texture on the object. However, wewill assume that α
and β are spatially smooth. More explicitly, we assume that

α(x, y) ≈ α(x ′, y′) and β(x, y) ≈ β(x ′, y′)
when (x − x ′)2 + (y − y′)2 ≤ c2/4. (7)

UsingEqs. 5, 6 and 7, the degraded image Ic can be computed
as

Ic(x, y) = I (x, y) ∗ D(x, y) (8)

=
∫ c/2

−c/2

∫ √
c2/4−x2

−
√

c2/4−x2
α(x + i, y + j)

+ β(x + i, y + j)
4 cos(2π(x + i)/p + θ)

πc2
d jdi (9)

≈ α(x, y) + β(x, y)
∫ c/2

−c/2

∫ √
c2/4−x2

−
√

c2/4−x2

4 cos(2π(x + i)/p + θ)

πc2
d jdi

(10)

= α(x, y) + β(x, y)
2pJ1(cπ/p)

cπ
cos(2πx/p + θ) (11)

where J1 is theBessel function of the first kind.By examining
Eqs. 6 and 11, we can verify that the attenuation factor A
affecting the sine wave can be computed as

A(r) =
(

β(x, y) 2pJ1(cπ/p)
cπ

β(x, y)

)2

=
(
2J1(rπ)

rπ

)2

(12)

where r = c/p. Refer to Fig. 1 for a graphical representa-
tion of A(r). Using Eq.12, the attenuation of the sine wave
for the camera and the projector are A[Cc(Zc)/ωo(Zp)] and
A[Cp(Zp)/ωo(Zp)], respectively. In our experimentations,
the proposed model provides a suitable approximation as
long as the ratios Cc(Zc)/ωo(Zp) and Cp(Zp)/ωo(Zp) are
smaller than 1

2 . This corresponds to a blurring kernel that
is half the sine wave period. To improve the approximation
for a ratio larger than 1

2 , the modelling of the point-spread-
function by a disc in Eq.5 would have to be replaced by a
more physically plausible model.
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Fig. 1 Graphical representation of A(r)

3.2 Camera-induced filtering

A camera pixel integrates the incoming light over its area,
which defines the minimum amount of blurring introduced
by the collection system. When out of focus, the collection
optics blur the incoming light into circles of confusion. The
area in pixel units of the resulting camera-induced blurring
bc, which depends on the distance Zc, is computed as

bc(Zc) = max

(

π

(
cc(Zc)

2sc

)2

, 1

)

(13)

where sc is the size of a camera pixel and cc is the diameter
of the confusion circle in the camera image, defined as

cc(Zc) = fc
Zc − fc

Cc(Zc) (14)

where fc is the focal length of the camera lens and Cc(Zc)

is defined in Eq.2. In our experiment, the blurring induced
by diffraction was modelled using the Airy disc [52]. The
diameter dc of the Airy disc in the camera plane image is
defined as

dc = 2 × 1.22λN (15)

where λ is the wavelength of the light and N is the numer-
ical aperture. For our system, λ = 450µm. The diffraction
introduces some extra filtering, and the area in pixel unit of
this filter is

bd = π

(
dc
2sc

)2

. (16)

When analysing the noise in the range images of high-
resolution fringe projector systems, we observed that the
noise is spatially dependent. The phase uncertainty is reduced
through successive filtering by bc and bd by a factor of

Fγ (Zc) = 1

γ

√
bc(Zc)bd (17)

where γ controls the amount of spatial correlation of the
noise. The value of γ should range between 1 and

√
b(Zc)bd.

The value of γ depends on many factors, including the sur-
face properties of the scanned artefact and the frequency
spectrum of the projector light source. When the noise is
spatially independent, γ = 1. The value of γ is experimen-
tally determined as shown in Sect. 4.

3.3 The complete model

Although the projector-induced blurring always negatively
impacts (by reducing the SNR) the phase uncertainty and the
range uncertainty, the effect of the camera-induced blurring
becomes more complex as the filtering reduces the range
uncertainty and the attenuation of the sine wave increases the
range uncertainty. This result creates a non-intuitive effect on
the range uncertainty. By combining Eqs. 12 and 17 with the
uncertainty model presented in [53], the standard deviation
σ(QW) for 3D point QW can be computed as

σ(QW) = sT(QW)sO(QW)σp (18)

where sT(QW) is the scaling factor derived from the tri-
angulation equation [53], σp is the phase uncertainty and
sO(QW) is the proposed optically induced blurring scaling
factor, which is defined as

sO(QW) = 1

Fγ (Zc)A
(
Cp(Zp)

ωo(Zp)

)
A

(
Cc(Zc)
ωo(Zp)

) (19)

where Qc = (Xc,Yc, Zc)
T and Qp = (Xp, Yp, Zp)

T

are the point QW in the camera and projector reference
frames, respectively. Note that sO(QW) is responsible for
the “W” shape of the uncertainty with the variation of the
range. sT(QW) varies with the range following an inverse-
squared relation. For high-resolution fringe projection sys-
tems, which have a limited depth of field, the inverse-squared
relation can be approximated by a linear relation over the in-
focus region, and sT(QW) is responsible for the slanting of
the “W”-shaped uncertainty curve. Depending on the param-
eters of the collection optics and camera pixel size, the effect
of Fγ (Zc) can be attenuated, and the uncertainty curve can
be made to resemble a slated “U” shape.

4 Experimental characterization

To validate the model using empirical data, a purposely
constructed 3D scanner that isolates the different blurring
sources was developed. A picture of the system is shown in
Fig. 2. The camera and the projection system are indepen-
dently mounted on two translation stages. The translation
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Fig. 2 Picture of the experimental structured-light scanner assembled
for validating the proposed model. A Camera translation stage. B Pro-
jector translation stage. C Optical flat. D Camera with 100-mm lens. E
Projector within its casing. F Light source connected to the projector
using a light guide. G A second camera (that was not used in these
experiments)

stage on which the camera is mounted enables the displace-
ment of the camera along its optical axis. The projector can
also be moved along its optical axis using the second trans-
lation stage. This set-up enables the first optical system to be
kept in focus while varying the focus position of the second
optical system. This set-up enables the performance degra-
dation individually induced by the projector and camera to
be examined. The projection system is based on the design
presented by Drouin et al. [54]. It uses a white LED light
source, and its lens has a focal length of 25mm. A fixed
aperture of 10mm (f -number 1.5) was employed. The cam-
era has a focal length of 100mm. The camera aperture was
set to either f/8, f/11, or f/16 during the experiments. The
standoff distance is 450mm. The pixel size is 8/8µm, and
the camera lens magnification is 1/2 at the on-focus standoff
distance. We used a programmable projector, and thus, the
number of patterns and the period of the patterns can be var-
ied. We report the results for periods of 5, 7 and 10 projector
pixels.

In the remainder of this section, we compare the proposed
model and actual data. First, we examine the attenuation
induced by the camera. Second, the attenuation related to
the projector is examined. Last, we provide a comparison
between the prediction of our model and the results obtained
while scanning gauge blocks of various heightswith the scan-
ner in a fixed calibrated configuration (translation stageswere
not moved).

4.1 Camera-induced attenuation

For this experiment, a coated optical flat is positioned in front
of the scanner. The camera is translated in front of the optical
flat, while the projector remains at the on-focus position with

respect to the optical flat. The axis of translation is aligned
with the optical axis of the camera. Every time the camera
is moved by one millimetre, a scan of the optical flat is per-
formed, and the phase-shift images recovered by the scanner
are analysed. Two types of information are extracted from
the images. First, the magnitude of the sine wave is calcu-
lated for each camera pixel that views the optical flat [55].
By combining the average magnitudes and the translation
stage position of every scan, these experimental results are
compared with the prediction made by the proposed model.
Note that the attenuation induced by the projection optics is
constant during the experiment because its relative position
with respect to the optical flat is not changed. The right side
of Fig. 3 contains the graph of the measured attenuation that
results from the blurring induced by the camera for a period
of five projector pixels (a typical value for this projection
system) and values predicted from the proposed model. This
experiment was conducted using apertures of f /8, f /11 and
f /16, and both the measured values and the predicted ones
are very similar.

When neglecting lens distortion, a projector-camera sys-
tem can be modelled using two-view geometry, and the
surface of the optical flat can be modelled as a plane in the
unwrapped-phase image [56]. The unwrapped-phase image
is simply an imagehaving the size of the camera image,where
each camera pixel is associated with a projector pixel [55].
When considering lens distortions, we expect that the opti-
cal flat surface can be modelled as a low-order polynomial
surface in the unwrapped-phase image and that the residual
of the fit of the polynomial surface can be employed as a
form error.1 The left side of Fig. 3 shows the standard devi-
ations of the form error in pixels and their predicted values.
The predicted and measured attenuations are an excellent
fit. For the predicted form error, a match is obtained for the
regions where the attenuation ranges between 0.49 and 1,
and we slightly underestimate it outside of the regions where
the blurring kernels become too large. A standard devia-
tion of 0.02pixel at the on-focus position corresponds to a
standard deviation of 15 µm in range for our system con-
figuration. Note that Fig. 3 shows the random component of
the range uncertainty. It does not quantify the systematic
errors that can be induced by the blurring. Systematic errors
in a high-resolution 3D imaging system have various causes.
Optically induced blurring is one of these causes. Lens dis-
tortion, aberrations and imperfect mechanical assembly are
a few of the other sources. As separating one source from the
other sources is difficult, they should be handled by the use of
a nonparametric calibration method, such as the method pre-
sented byBumbaca andBlais [57]. This procedure can handle
complex spatially varying systematic errors at the cost of a

1 The form error is a typical quality factor used in mechanical engi-
neering.

123



908 M.-A. Drouin et al.

Fig. 3 Impact of the out-of-focus blurring of the camera on the per-
formance of the scanner for both the model in orange and the real
data in blue. On the left is the standard deviation of the residual error
of the surface fit of the optical flat in the unwrapped-phase image
for different camera positions. The standard deviation is computed

as σp

/(
Fγ (Zc)A

(
Cc(Zc)
ωo(Zp)

))
since the projector blurring is constant

(see Eqs. 18 and 19). On the right is the sine wave attenuation factor

A
(
Cc(Zc)
ωo(Zp)

)
for different positions Zc of the camera (both the orange

and blue curves are overlapping). Note that the in-focus range Zc is
450mm; it corresponds to the position at which the attenuation factor
is one (no attenuation) and to a local maximum for the range uncer-
tainty. The sine wave period is five projector pixels. The f -number of
the camera lens is 8, and γ = 3 for the top row. The f -number of the
camera lens is 11, and γ = 5 for the middle row. The f -number of the
camera lens is 16, and γ = 6 for the bottom row

careful calibration sequence. Section 4.3 presents the results
using a residual 3D error obtained with a calibrated configu-
ration of the scanner and evaluates the presence of systematic
error.

Another aspect of themodel thatwas tested is its capability
to predict the depth of field (DOF) of the scanner. For a laser-
based triangulation system, the DOF is computed using the
Rayleigh criterion and the spot size of the laser [48,49]. The
authors are not aware of a similar criterion for a phase-shift
system.Wedefine theDOFas the interval around the in-focus
position, for which the sine wave magnitude is a minimum

of 0.49 times the in-focus value. For this attenuation, the
maximum deviation between the predicted values and the
measured values is 0.4%. Table 1 contains the measured and
predicted values for sine waves with periods of 5, 7 and 10
pixels. We also provide the depth-of-field intervals for other
attenuation factors.

4.2 Projector-induced attenuation

The projector-induced attenuation can be isolated using a
procedure similar to that for the camera-induced attenuation.
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Table 1 Predicted and measured size of the depth-of-field (DOF) interval of the camera in mm for different sine wave attenuation factors

Attenuation factor Depth of field (mm)

Period 5 Period 7 Period 10

Measured Predicted % Measured Predicted % Measured Predicted %

0.25 38.2 38.4 −0.6 53.3 53.7 −0.7 76.2 76.7 −0.7

0.30 35.7 35.8 −0.2 49.9 50.1 −0.4 71.3 71.6 −0.4

0.36 33.2 33.2 0.05 46.5 46.5 0.0 66.4 66.4 0.0

0.42 30.7 30.6 0.2 42.9 42.8 0.2 61.3 61.2 0.2

0.49 28.0 27.9 0.3 39.2 39.1 0.3 56.1 55.9 0.4

0.56 25.2 25.2 0.1 35.3 35.2 0.2 50.5 50.3 0.4

0.64 22.2 22.2 −0.3 31.1 31.1 −0.1 44.5 44.4 0.1

0.72 18.8 19.0 −1.3 26.4 26.6 −0.9 37.8 38.0 −0.6

0.81 14.8 15.3 −3.9 20.8 21.5 −3.1 29.9 30.7 −2.7

0.90 9.51 10.7 −12.9 13.4 15.0 −12.0 19.3 21.5 −11.2

The DOF is given when the projection sine wave has a period of 5, 7 and 10pixels. The f -number of the camera lens is f /8

The camera is translated to its in-focus position and remains
fixed during the experiment. The projector is translated at
various distances to evaluate the effect of its progressive defo-
calization. The results are shown in Fig. 4. Table 2 contains
both the predicted DOF and measured DOF of the projection
system for different attenuation factors. The model predic-
tions andmeasured values remain similar in front of the focal
plane. However, they start to significantly differ when the
attenuation reaches 0.49 for both the attenuation curve and
the uncertainty curve. For an attenuation of 0.49, the maxi-
mumdeviation between the predicted value and themeasured
value is 14.8%. The differences between the model predic-
tions and the measured values are more important than the
differences in the case of the camera-induced attenuations.
An element that may explain this different behaviour is the
optical assembly of the projection system. This assembly
contains a cylindrical lens [54] forwhich the thin lens approx-
imation may be imperfect.

4.3 Evaluation of the complete model

We examine the performance of the complete system
and compare the predictions with the experimental results
obtained by scanning a series of gauge blocks. Gauge blocks
are interesting because they enable the use of the structured-
light system in a fixed configuration with multiple known
planar surfaces on which to perform measurements. This
set-up makes it feasible to calibrate the system, use predic-
tions in metric space and evaluate the presence of systematic
errors in the measurements. For this test, the baseline of
the system was 140mm, and the standoff distance was
450mm. The in-focus position for the camera and projec-
tor was located between gauge block number two and gauge
block number three. The system was calibrated using a non-

parametric method adapted from Bumbaca and Blais [57],
which enabled the production of 3D measurements in metric
units (Euclidian space) instead of projector pixels (projec-
tive space). The surfaces of the gauge blocks (shown in
Fig. 5) were altered to render them less specular using a
vapour blasting treatment. This process has been extensively
employed for producing artefacts dedicated to the charac-
terization of 3D imaging systems [16,23,24,40]. Table 3
presents the predicted and measured standard deviations of
the different blocks. To compute the predicted uncertainty,
we employed the complete model of Eq.18. We also pro-
vide results for a commercial 3D scanner for comparison
purposes. Based on the manufacturer’s recommendations,
the standoff distance was set to 125mm. The depth of field
was 175mm, and the field of view was varied from 100
to 200mm. According to the manufacturer, the lateral res-
olution varied from 5µm in the front of the volume to
10µm in the back of the working volume. Note that the
predicted value for gauge block number one significantly
differs from the measured value, which is not surprising
because our model overestimates the standard deviation in
this part of the working volume, where the attenuation of the
sine wave is large. For the other gauge blocks, the predicted
values are similar to the measured values. The proposed
model predicts the standard deviation of the uncertainty in a
structured-light scanner caused by the defocalization of the
projector and camera. It does not model the expectation of
the error. The proposed model does not claim to model sys-
tematic error. We measured the height differences between a
pair of gauge blocks with the structured-light system using
commercial industrial inspection software (Polyworks from
InnovMetric). The height differences were compared with
the nominal values for the relevant gauge blocks. The height
differences are computed using multiple 3D points, and
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Fig. 4 Impact of the out-of-focus blurring of the projector on the per-
formance of the scanner for both the model in orange and the real
data in blue. On the left is the standard deviation of the residual error
of the surface fit of the optical flat in the unwrapped-phase image for
different projector positions. The standard deviation is computed as

σp

/(
A

(
Cp(Zp)

ωo(Zp)

))
because the camera blurring is constant (see Eqs. 18

and 19). On the right is the sine wave attenuation factor A
(
Cp(Zp)

ωo(Zp)

)
for

different positions of the projector. Note that the in-focus position at
450mm corresponds to the position at which the attenuation factor is
one (no attenuation). The f -number of the camera lens is 8. The periods
are 5, 7 and 10pixels for the first, second and third rows, respectively

thus, the effect of the standard deviation of the individual
points is reduced, and the measurement biases become the
dominant factor. The height differences are subject to the
effect of varying biases on two surfaces. Table 4 contains
the height difference between successive gauge blocks. The
errors presented in Table 4 seem to indicate that biases for
this system remain below the standard deviation on indi-
vidual points, which was the objective when the system
was calibrated. Although the calibration procedure is non-
parametric, it can benefit from a prior approximation of the
standard deviation of the noise to properly weigh the mea-
surements aggregated in the calibration tables. Therefore,

the proposed model can be integrated into future calibration
procedures.

5 Application examples

In this section, two applications that employ the proposed
model are brieflypresented. Thefirst application is computer-
assisted reconfigurability software for a fringe projection
system that targets an end user. It enables a non-expert to
reconfigure a structured-light system for different volumes
or to better understand the uncertainty variations for a given
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Table 2 Predicted and measured size of the depth-of-field (DOF) interval of the projector in mm for different sine wave attenuation factors

Attenuation factor Depth of field (mm)

Period 5 Period 7 Period 10

Measured Predicted % Measured Predicted % Measured Predicted %

0.25 71.7 60.0 16.3 95.7 83.9 12.3 129.4 119.8 7.4

0.30 66.4 55.9 15.7 88.6 78.3 11.7 121.3 111.8 7.9

0.36 61.4 51.9 15.5 82.2 72.6 11.6 112.7 103.7 8.0

0.42 56.4 47.8 15.1 75.5 66.9 11.3 103.6 95.6 7.7

0.49 51.2 43.6 14.8 68.7 61.1 11.1 94.0 87.2 7.2

0.56 46.1 39.3 14.6 61.8 55.0 11.0 84.3 78.6 6.7

0.64 40.6 34.7 14.4 54.5 48.6 10.8 74.3 69.4 6.5

0.72 34.6 29.7 14.2 46.9 41.6 10.9 63.2 59.4 6.0

0.81 27.9 24.0 14.0 37.8 33.6 11.1 51.1 47.9 6.2

0.90 19.3 16.8 13.3 26.6 23.5 11.7 35.8 33.5 6.4

The DOF is given for the sine wave periods of 5, 7 and 10pixels

Fig. 5 Picture of the set of gauge blocks. Gauge blocks are labelled
from one to eight, with the tallest block labelled as index 1 and the
shortest block labelled as index 8

configuration. The second application is the digital filter-
ing of a phase-shift image, which enables the flattening of
the characteristic performance of the scanner. This flattening

enables non-expert users to produce repeatable results when
performing multiple 3D scans.

5.1 Reconfigurable system

Changing the relative position, orientation and focus of a
projector and camera pair is easy. Therefore, we expect
structured-light scanners to be easily reconfigurable. How-
ever, as demonstrated in the previous section, the uncertainty
can significantly change when the system configuration is
changed. The total reconstruction volume, which is defined
as the intersection of the view pyramid of the projection and
the view pyramid of the camera, is significantly larger than
the usable reconstruction volume. The usable reconstruction
volume is the subset of the total reconstruction volumewhere
the range uncertainty remains below a certain threshold.

The main factor that contributes to the difference between
the total reconstruction volume and the usable reconstruction
volume is optically induced blurring. Thus, with a proper
model, the size of the usable reconstruction volume can be
predicted for a given scanner configuration. For example,
Fig. 6 shows both the total reconstruction and the usable

Table 3 The predicted and measured standard deviation in µm, for a plane fitted on each gauge block

Gauge block

1 2 3 4 5 6 7 8

Height in (mm) 50.80 25.40 12.7 7.62 6.35 5.08 3.18 2.54

Measured Std. Dev. (µm) 22 12 14 16 16 17 18 20

Predicted Std. Dev. (µm) Large value 13 13 15 16 17 21 22

Measured commercial laser Std. Dev. (µm) N/A N/A 13 11 10 10 10 10

The DOF of the commercial system is too small to measure the first and second gauge blocks. The standard deviation predicted by the proposed
model is very large for the first gauge block (refer to the text for an explanation)
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Table 4 Quantitative evaluation
of the performance of both the
proposed system and a
commercial system when
measuring the height difference
between two gauge blocks

Gauge block height difference

2 and 3 3 and 4 4 and 5 5 and 6 6 and 7 7 and 8

Nominal values

Height difference in (mm) 12.70 5.08 1.27 1.27 1.91 0.64

Results from the proposed system

Error (µm) −18 −11 −2 −8 −13 −8

Results from a commercial profile-based system

Error (µm) − −13 − 1 − 3 − 7 − 7

All measurements are in µm. The missing result for the commercial system is due to the limited depth of field
of the system. Note that gauge block 1 was outside of the calibrated volume for both systems

Fig. 6 Visual output of the prototype of reconfigurability software that
used the proposed model. The simulated structured-light scanner is the
scanner employed for performing the experiments described in Sect. 4.3
(refer to the text for a description of the scanner parameters). The camera
and projector are displayed using view pyramids and are labelled Proj
and Cam, respectively. The coordinate system of the scanner is centred
on the camera. On the left, the complete reconstruction volume of the
system is displayed in yellow. The volume is cropped using near and far
planes such that the shape of the volume is squared. The clipping planes

are represented by blue dotted lines. The black dot represents the point
resulting from the interception of both optical axis. The region between
the red dotted lines is the region where the diameter of the circle of
confusion in the camera associated with a point in this region is smaller
than 0.030mm (i.e. cc(Zc) < 0.030mm in Eq.14). On the right, the
usable reconstruction volume (i.e. the volume for which the combined

attenuation of the camera and projector A
(
Cc(Zc)
ωo(Zp)

)
× A

(
Cp(Zp)

ωo(Zp)

)
is

smaller than 49%) is displayed in yellow

reconstruction volumes for the system in our experiments.
Proper modelling of the usable reconstruction volume can
be applied in several ways. It can be employed by expert
users to determine the best scanner configuration for a given
application.

Alternatively, it can be employed by less advanced users
to assess uncertainty at different working distances and can
be integrated in more complex modelling applications to
optimize scanner configurationswhile avoiding interferences
with other equipment (manipulator robots, for instance).

5.2 Performance uniformity

One application for the proposed model is obtaining an
improved uniformity uncertainty curve by digitally filtering
the images using a kernel, whose size is dependent on the

range of a 3D point. The objective is to ensure that the per-
formance of the system is as uniform as possible in the entire
useful reconstruction volume. This uniformity is desirable
for some categories of end users.

Two distinct aspects of a 3D imaging system are affected
by this filtering: the first aspect is the range uncertainty, and
the second aspect is the lateral resolution. The lateral reso-
lution of the system is intuitively defined as the capability
of a system to discriminate between two adjacent structures.
At the on-focus position, the proposed digital filtering will
reduce both the range uncertainty and the lateral resolution.
This depth-dependent filtering enables the reduction of two
types of human errors when non-experts have to perform
multiple scans of different instances of an object.

The first type is related to the lateral resolution. A given
defect can only be detected by a 3D imaging system for
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Fig. 7 The diameter of the optical blurring induced by the optics for
each range position is shown on the left in orange. The diameter of
the digital filter required to flatten the uncertainty curve is shown on
the right side in blue. Note that the in-focus range is 450mm, which
corresponds to the position with the largest digital filter. On the right

is an uncertainty plot similar to the plots presented in Fig. 3. The actual
uncertainty curve is shown in blue, and the curve in orange is the curve
after digital filtering is applied. For each range position, the size of the
digital filter is given by the blue curve on the left side

a small region of its useful reconstruction volume. This
detection becomes critical as a user develops a misplaced
confidence that the scanner will always detect this type of
defect. A defect will not be detected on some of the test
objects due to the positioning of the scanner.

The second type of human error is related to the non-
uniformity of the range uncertainty. At the on-focus region
of the scanner, the uncertainty of the measurement is higher
than the uncertainty in a slightly off-focus region, which can
have an impact when measuring the flatness of an object.
Objects scanned while positioned in the focus region of the
reconstruction volume will have a larger deviation from the
nominal values as compared to objects scanned slightly out-
of-focus. This finding can cause the rejection of samples
based on the improper use of the scanner instead of an actual
manufacturing defect. The left part of Fig. 7 shows the opti-
cal filtering diameter in pixels that occurs when varying the
range. This diameter can be computed based on Eq.17. We
also display the diameter of the digital filter required to flat-
ten the uncertainty curve. On the right side of Fig. 7 is the
actual uncertainty curve and the flattened curve.

6 Conclusion

Wepresented a simple geometricmodel that can be employed
to predict the impact of optically induced blurring on the per-
formance of a structured-light 3D scanner based on phase
shifts. The model predicts the effect of changing the focal
length, aperture, standoff distance and triangulation angle on
the range uncertainty of the measurement for all 3D points
in the reconstruction volume rather than the 3D points that
are in focus. Since the model is based on first-order geomet-
ric optics, it has a simple algebraic formulation that enables
it to be easily integrated into computer-assisted reconfigura-
bility software. The model is composed of three elements,

one takes into account the noise reduction that is induced by
the collection optics being out-of-focus and diffraction blur-
ring. The remaining two elements consider the reduction of
contrast of the sine wave patterns, which increases the range
uncertainty. To validate the model using empirical data, a
purposely constructed 3D scanner was developed to isolate
the different blurring sources. We show a match between the
predicted performance degradations induced by the optical
system and the actual measurement obtained during the char-
acterization of this purposely constructed 3D scanner.

Regarding future studies, we plan to extend the current
study to cover other structured-light coding methods that are
based on the detection of fringe transition. Moreover, we
would like to create a model for predicting the lateral reso-
lution of a system.
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