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Abstract This paper presents a new method to recog-
nize posed and spontaneous expressions through modeling
their spatial patterns. Gender and expression categories are
employed as privileged information to further improve the
recognition. The proposed approach includes three steps.
First, geometric features about facial shape and Action Unit
variations are extracted from the differences between apex
and onset facial images to capture the spatial facial vari-
ation. Second, statistical hypothesis testings are conducted
to explore the differences between posed and spontaneous
expressions using the defined geometric features from three
aspects: all samples, samples given the gender informa-
tion, and samples given expression categories. Third, several
Bayesian networks are built to capture posed and sponta-
neous spatial facial patterns respectively given gender and
expression categories. The statistical analysis results on the
USTC-NVIE and SPOS databases both demonstrate the
effectiveness of the proposed geometric features. The recog-
nition results on the USTC-NVIE database indicate that the
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privileged information of gender and expression can help
model the spatial patterns caused by posed and spontaneous
expressions. The recognition results on both databases out-
perform those of the state of the art.
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1 Introduction

Many areas, including real-life human-robot communica-
tions, security, and healthcare, would benefit from a more
accurate method to determine when a facial expression is
spontaneous versus when it is posed. For example, police can
detect deceptive facial expressions for lie detection. Doctors
can make a good diagnosis by recognizing patients’ genuine
pain. Robots can infer users’ true emotions by differentiat-
ing their posed and spontaneous expressions. Spontaneous
expressions reflect one’s true emotion, while posed expres-
sions disguise one’s true emotion. Till now, only a few works
have reported to recognize posed and spontaneous expres-
sions, in spite of its wide application prospects. Most of
them only consider one specific expression, such as smile or
pain. Only two works [1,2] take all six basic expressions (i.e.
happiness, disgust, fear, surprise, sadness, and anger) into
account to distinguish posed and spontaneous expressions.
The current works recognize posed and spontaneous expres-
sions using different classifiers. Few works explicitly model
the spatial and temporal patterns embedded in posed and
spontaneous expressions. Furthermore, no reported studies
consider gender differences between posed and spontaneous
facial expressions, although previous research indicates that
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gender differences in facial expression manifestations exist
[3,4].

In this paper, we propose a novel method to model sponta-
neous and posed muscle variations using Bayesian networks
(BN). We adopt gender and expression categories as priv-
ileged information, which is defined as information that is
available only during training but not testing [5,6], to bet-
ter capture the different spatial facial patterns embedded in
posed and spontaneous facial expressions. First, we define
19 geometric features related to AU variations between apex
and onset facial images to capture spatial facial variation.
Second, we conduct statistical analyses to investigate the
effectiveness of these geometric features in differentiating
posed and spontaneous expressions from three aspects: all
samples without the gender and expression information, sam-
ples with the gender information, and samples with expres-
sion categories. Third, several BNs are constructed to capture
spatial patterns embedded in posed and spontaneous expres-
sions respectively without and with gender and expression
categories. The hypothesis testing results on the USTC-NVIE
and SPOS databases both demonstrate the effectiveness of the
proposed features. The recognition results on both USTC-
NVIE and SPOS databases show that the proposed meth-
ods outperform the state of the art methods. The experiential
results further show that the privileged information of gen-
der and expression can improve modeling the spatial patterns
caused by posed and spontaneous expressions.

The outline of this paper is as follows: the related work of
posed vs. spontaneous expressions analysis and recognition
is described in Sect. 2; our approach of posed and sponta-
neous expression recognition using gender and expression
as privileged information is described in Sect. 3; the exper-
iments and results are revealed in Sect. 4; conclusion and
future work are drew in Sect. 5.

2 Related work

Present nonverbal behavior research has shown that spon-
taneous facial expressions differ from posed ones in both
spatial and temporal patterns. Spatial patterns mainly refer
to the muscle movements. For example, a spontaneous smile
involves contractions of both the zygomatic major and the
orbicularis oculi, while a posed smile only involves the zygo-
matic major, without the orbicularis oculi [7]. The asymmetry
of zygomatic major actions (AU 12) occurs more frequently
in posed smiles than in spontaneous smiles [8]. Ekman et al.
claimed that the absence of muscle movements is a good indi-
cator to whether an expression is posed or spontaneous, since
it is difficult to make voluntarily [9,10]. Temporal patterns
involve the total duration, trajectory, amplitude, and speed of
onset and offset. For example, posed expressions are usually
longer than spontaneous expressions [10], the trajectory of

spontaneous expressions appears often smoother than that of
posed expressions [10], and the onset of a posed expression
is more abrupt than that of a spontaneous expression in most
cases [11].

Inspired by the observations from nonverbal behavior
research, researchers have begun to pay attention to posed and
spontaneous recognition. Just as most nonverbal behavior
research investigates only posed versus spontaneous smiles,
most computer vision research also focuses on one expres-
sion, such as smile or pain. Cohn and Schmidt [12] are the
first to distinguish posed and spontaneous expressions using
machine learning method. They extracted amplitude, dura-
tion, and the ratio of amplitude to duration as the features,
and adopted a linear discriminant as the classifier to recognize
posed and spontaneous smile. Valstar [13] proposed to dis-
tinguish posed and spontaneous smile by fusing head, face,
and shoulder modalities. They [14] also studied posed and
spontaneous brow actions using velocity, duration, and the
order of occurrence. Littlewort et al. [15] proposed to clas-
sify real vs. faked pain by detecting 20 facial action units and
then putting them into a classifier. Dibeklioglu et al. [16] pro-
posed to distinguish posed and spontaneous smile using the
dynamics of eyelid, check, and lip corner movement. Seck-
ington [7] proposed to use dynamic Bayesian network to
model the temporal dynamics of expressions, and recognize
posed and spontaneous smile.

To the best of our knowledge, only two works clas-
sify posed vs. spontaneous expressions for any expressions
instead of classifying a specific expression. Pfister et al. [2]
proposed a spatiotemporal local texture descriptor (CLBP-
TOP) and a generic facial expression recognition framework
to differentiate posed from spontaneous expressions from
both visible and infrared images using SPOS database. Zhang
et al. [1] investigated the performance of a machine vision
system for discriminating posed vs. spontaneous versions of
six basic expressions using SIFT and FAP features on the
NVIE database.

Almost all the above research regards posed and sponta-
neous expression recognition as a binary classification prob-
lem. Few works explicitly model the spatial and temporal
patterns. In this paper, we propose a new method to use BN to
model the muscle variation of posed and spontaneous expres-
sions. Furthermore, although there are two works recogniz-
ing posed and spontaneous expressions for several expres-
sion categories, instead of one specific expression, they have
not investigated the effect of gender and expression cate-
gories on distinguishing posed and spontaneous expressions.
Since previous research indicates that gender differences in
facial expression manifestations exist, and different expres-
sions have different spatial patterns [3,4]. Gender and expres-
sion categories may provide additional information for posed
vs. spontaneous expression analyses and recognition. Thus,
in this paper, we regard gender and expression categories as
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the privileged information, and build models for posed and
spontaneous expressions given gender and expression cate-
gories respectively using BN during training. During testing,
the sample is assigned a label whose model has the max-
imum likelihood. Unlike the work in [4], which recognizes
expression using gender as a middle-level representation, our
paper employs gender and expression categories as privileged
information to help construct a better posed vs. spontaneous
expression classifier. The work in [4] first recognizes gender,
and then recognizes expression. It sequentially combines dif-
ferent tasks. One issue with this sequential approach is that
the error with gender recognition will propagate to subse-
quent expression recognition. While in our work, as privi-
leged information, gender and expression categories are only
available during training, we do not need estimate them dur-
ing testing.

Compared with the related work, our contributions are:

1. We extend current posed and spontaneous expression
classification methods from single expression category
to multiple expression categories.

2. We incorporate gender and expression category as privi-
leged information into posed and spontaneous expression
classification.

3. We are among the first to explicitly model posed and
spontaneous expressions by spatial facial patterns.

3 The proposed method

The framework of our proposed approach is shown in Fig. 1,
including feature extraction, statistical analyzes for hypoth-
esis testing, and posed or spontaneous expression modeling
by BNs which include gender and expression categories as
privileged information. The details are described as follows.

3.1 Data preprocessing and feature extraction

First, 29 feature points, as shown in Fig. 2, are automatically
detected on the onset and apex expression frames using the
algorithm introduced in [17]. The onset frame is the begin-
ning of the onset phase, which is similar to the neutral frame
here, and the apex frame is the most exaggerated expression
frame during the apex phase. The centers of the eyes are
determined as the 28th and 29th points. For geometric nor-
malization, we rotate the face image to make the inter-ocular
line horizontal and of fixed length, and change the positions
of other facial points accordingly. Then, the facial region
is resized to 100 × 100 using bicubic interpolation [18] and
Anti-aliasing filter [19]. Through the face alignment and nor-
malization, the facial features are robust to different subjects
and to moderate face pose variation. After that, 19 geometric

Fig. 1 The framework of our proposed method

Fig. 2 The distribution of feature points

features as discussed below are defined to capture the spatial
facial pattern [20].

Since the eye brows and the mouth are salient facial sub-
regions to expression, the displacement ratios of the lip in
height, the corners of the mouth in width, and the height of
the left and right eyebrows are defined according to Eqs. (1),
(2), (3), and (4).

HMouth =
∑23

i=21 Ai (y) − ∑27
i=25 Ai (y)

∑23
i=21 Oi (y) − ∑27

i=25 Oi (y)
(1)

WMouth = A20(x) − A24(x)

O20(x) − O24(x)
(2)

LBrow = A2(y) − A28(y)

O2(y) − O28(y)
(3)
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Table 1 AU-related geometric
features Facial region Name Geometric feature Related AU

Brow Brow1 � (P9, P7, P3) + � (P11, P13, P4) AU1

Brow2 (P4, P11) + (P3, P9) AU1, AU2, AU4

Brow3 (P2, P10)y + (P5, P14)y AU1, AU2, AU4

Brow4 (P3, P4) AU4

Brow5 ((P9, P15) + (P11, P17))/2 AU4

Brow6 � (P7, P9, P8) + � (P13, P11, P12) AU4

Lid Lid1 (P8, P10)y + (P12, P14)y AU5

Lid2 � (P7, P10, P9) + � (P13, P14, P11) AU5

Lip Lip1 (P22, P9)y + (P22, P11)y AU10

Lip2 |(P11, P24) − (P9, P20)| AU10

Lip3 (P22, (P18 + P19)/2) AU10, AU16

LipCorner LipCorner1 (P11, P24) AU12, AU15, AU20

LipCorner2 (P9, P20) AU12, AU15, AU20

LipCorner3 (P12, P14) + (P8, P10) AU12, AU15, AU20

Chin Chin1 (P26, (P18 + P19)/2) AU17

RBrow = A5(y) − A29(y)

O5(y) − O29(y)
(4)

where (Ai (x), Ai (y)) and (Oi (x), Oi (y)) are the coordinates
of the i th feature point in the apex and onset frame, respec-
tively.

In addition, we define 15 AU-related geometric fea-
tures [21] and calculate their differences between the apex
and onset frames to represent the variations of facial AUs.
The relations between these features and AUs are listed
in Table 1, where Pi(i = 1, 2, . . . , 27) represents the i th
feature point. Supposing P9 is A, P7 is B, and P3 is C,
then � (P9, P7, P3) stands for the angle degree of � ABC ;
(P4, P11) stands for the Euclidean distance between the 4th
and 11th points; (P2, P10)y stands for the distance between
the 2nd and 10th points on the y axis.

3.2 Feature selection through statistical analysis

Given the 19 geometric features defined above, we con-
ducted statistical tests to investigate the differences between
posed and spontaneous expressions using the extracted fea-
tures under three conditions: all samples without gender and
expression information, samples with the gender informa-
tion, and samples with expression categories.

In this section, the null hypothesis (H0) is that the median
difference between posed and spontaneous facial expressions
for each feature is zero. The alternative hypothesis (H1) is that
the median difference between posed and spontaneous facial
expressions for each feature is not zero [22]. In statistical
significance testing, the p value is the probability that the
null hypothesis is true [23]. We may reject H0 when the p
value is less than the significant level. Such a result indicates
that the observed result would be highly unlikely under H0.

If the posed and spontaneous samples are in pairs, which
means that the samples are in the same expression category
of the same subject, a Wilcoxon signed-rank test is used
to analyze the differences between posed and spontaneous
facial expressions for each feature. Wilcoxon signed-rank
test is a nonparametric method and can be used to assess
whether the population means of the paired samples’ rank
differ. In this case, the subject effect can be reduced. Other-
wise a Kolmogorov–Smirnov test is adopted, which is one of
the most useful and general nonparametric methods for com-
paring the distributions of two samples. Both tests belong to
nonparametric tests, which are suitable for continuous vari-
ables and do not require the normality assumption, and the
difference between the two tests is whether the samples are
in pairs [24].

3.3 Posed and spontaneous expression modeling using
Bayesian network

A Bayesian Network is adopted to capture the spatial pat-
terns embedded in posed or spontaneous expression. A BN
is a directed acyclic graph (DAG) that represents a joint prob-
ability distribution among a set of variables. In our work, each
node of the BN is a geometric feature, and the links and their
conditional probabilities capture the probabilistic dependen-
cies among the selected features. Figure 3 shows the BN
models using 15 selected significant features in Table 4 with
gender as prior knowledge.

The BN learning consists of structure learning and para-
meter learning, respectively. The structure consists of the
directed links among the nodes, while the parameters are the
conditional probabilities of each node given its parents. The
structure learning is to find a structure G that maximizes a
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Fig. 3 Learned BN,
representing probabilistic
dependencies among features

score function. In this work, we employ the Bayesian Infor-
mation Criterion (BIC) score function which is defined as
follows:

Score(G) = max
θ

log(p(DL|G, θ)) − DimG

2
logm (5)

where the first term is the log-likelihood function of para-
meters θ with respect to data DL and structure G, repre-
senting the fitness of the network to the data. And p rep-
resents the joint probability of data under BN model. The
second term is a penalty relating to the complexity of the
network, DimG is the number of independent parameters,
and m indicates the number of samples in data. The K2 algo-
rithm [25] is adopted to learn the BN structure. After the
BN structure is constructed, parameters can be learned from
the training data. Because complete training data are pro-
vided in this work, Maximum Likelihood Estimation (MLE)
method is used to estimate the parameters. The algorithms of
BN structure and parameter learning are well implemented
in Bayes Net Toolbox (BNT) [26]. In our experiment, we
employed the BNT directly. Since we do not have any prior
knowledge about the order of the extracted features, the

order of the BN nodes is determined randomly. The upper
bound on the number of parents is 2, and we assume that the
variables in BN follow Gaussian distribution. We randomly
determined the order a few times, and the BN structures
which produce the best recognition performance are shown
in Fig. 3.

In this work, gender and expression categories are regarded
as privileged information, thus n × 2 × 2 models �c, c =
1, . . . , n × 2 × 2 are established during training, where n is
the number of expression categories, the first 2 means gen-
der categories, and the last 2 indicates posed and spontaneous
models. After training, the learned BNs capture the muscle
spatial movement pattern for posed and spontaneous expres-
sions respectively given gender and expression categories.

During testing, the samples are classified into posed or
spontaneous expressions according to

c� = arg maxc∈[1,n]
P(ET |�c)

Complexity(Mc)

= arg maxc∈[1,n]
∏19

i=1 Pc(Fi |pa(Fi ))

Complexity(Mc)
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Fig. 4 Image samples from
USTC-NVIE and SPOS
databases. In both a and b,
images of the first row are the
posed apex samples, and those
of the second row are the
spontaneous apex samples. Each
row contains images from six
different emotion categories, i.e.
happiness, disgust, fear,
surprise, anger, and sadness,
respectively. Each column
contains facial images of the
same subject (a)

(b)

∝ arg maxc∈[1,n]
19∑

i=1

log(Pc(Fi |pa(Fi )))

−log(Complexity(Mc)) (6)

where ET represents the features of a sample, P(ET |�c)

denotes the likelihood of the sample given the cth model,
Fi is the i th node in the BN, and pa(Fi ) denotes the
parent nodes of Fi , and Mc stands for cth model and
Complexity(Mc) represents the complexity of Mc. Since dif-
ferent models may have different spatial structures, the model
likelihood P(ET |�c) will be divided by the model complex-
ity for balance. We use the total number of the links as the
model complexity.

4 Experiments and analyses

4.1 Experimental conditions

Till now, there are several databases available for posed
and spontaneous expressions recognition, i.e., BBC Smile
Dataset [27], MAHNOB-Laughter database [28], UvA-
NEMO smile database [16], SPOS database [2], and USTC-
NVIE database [29]. Among them, the BBC, MAHNOB-
Laughter and UvA-NEMO databases only contain posed and
spontaneous expressions for smiles, while the USTC-NVIE

and SPOS databases consist posed and spontaneous expres-
sion for six basic expression categories. Thus, these two data-
bases are adopted in our experiments.

The USTC-NVIE database [29] is a natural visible and
thermal infrared facial expression database, which contains
both spontaneous and posed expressions with six basic cate-
gories (i.e. happiness, disgust, fear, surprise, anger, and sad-
ness) of more than 100 subjects. The onset and apex frames
are provided for both posed and spontaneous subsets. The
SPOS database [2] is a visible and near-infrared expression
database, including both posed and spontaneous expressions
with six basic categories from seven subjects (four males
and three females). The image sequences in this database
start from onset frame and end with apex frame. Figure 4
provides image samples from these two databases.

For USTC-NVIE database, both the apex and onset frames
of all posed and spontaneous expression samples, which
come in pairs from the same subject, are selected. In this
procedure, we discarded spontaneous samples whose max-
imum evaluation value on the six expression categories is
zero, since there is no expression in these samples.

According to the rule, we finally select 1,028 samples,
including 514 posed and 514 spontaneous expression sam-
ples from 55 male and 25 female subjects. The distribution
of posed and spontaneous expression samples is shown in
Table 2.
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Table 2 The distribution of samples on USTC-NVIE database

Happiness Disgust Fear Surprise Anger Sadness

Posed 104 93 68 78 91 80

Spontaneous 104 93 68 78 91 80

Table 3 The distribution of samples on SPOS database

Happiness Disgust Fear Surprise Anger Sadness

Posed 14 14 14 14 14 14

Spontaneous 66 23 32 11 13 5

Given the databases, we first conduct statistical analyses
to explore the differences of the proposed 19 geometric fea-
tures between posed and spontaneous expressions from three
aspects: all samples without gender and expression informa-
tion, samples with the gender information, and samples with
expression categories.

We then construct 6 × 2 × 2 BN models to recognize
posed and spontaneous expressions using posed and sponta-
neous samples for each expression and each gender respec-
tively, denoted as “PS_gender_exp model”. Our experimen-
tal results are obtained by applying a ten-fold cross validation
method on all samples according to the subjects. To demon-
strate the effectiveness of gender and expression categories
as privileged information, we conducted three other experi-
ments. The first one builds 2 BN models, which is denoted as
“PS model”, using posed and spontaneous samples without
the gender and expression labels, respectively. The second
one builds 4 BN models, which is denoted as “PS_gender
model”, using male posed, male spontaneous, female posed,
and female spontaneous samples, respectively. The third one
builds 12 BN models, which is denoted as “PS_exp model”,
using posed and spontaneous samples for each expression,
respectively.

For SPOS database, the first and the last frames of all the
posed and spontaneous samples are selected, including 84
posed expression samples and 150 spontaneous expression
samples, as shown in Table 3. Since SPOS database con-
sists of images from only seven subjects, and it does not
include all six expression images for certain subjects, we did
not select samples in pairs from SPOS database as we did
on USTC-NVIE database. Furthermore, the subject number
and the sample number of each expression in SPOS database
are not large enough to do hypothesis test given gender and
expression categories, so we only conduct statistical analy-
sis to explore the difference between posed and spontaneous
expressions for all samples. Due to the same reason, only
two BN models are built for recognizing posed and sponta-
neous expressions. To compare with [2], leave-one-subject-
out cross-validation is used.

4.2 Statistic feature analysis

From Table 2, we find that the numbers of the six expressions
are different, and so do the genders. To avoid the influence of
imbalance sample distribution under gender and six expres-
sions on the statistical analysis results, we select samples
randomly from a larger number of samples to ensure data bal-
ance and conduct the statistical analysis experiments. Thus,
68*6*2 = 816 and 25*2*6*2 = 600 samples are obtained
from the NVIE database for the statistic tests with expres-
sion categories and gender information, respectively.

The statistical tests results are summarized in Table 4.
We set the significant value to 0.05. If the result is less than
the significant value, there is a significant difference. The
“Percentage” row stands for the proportion of the number of
features with significant differences to that of all the features.
From Table 4, we can find as follows:

First, most geometric features have significant differences
between posed and spontaneous expressions on both USTC-
NVIE and SPOS databases. The ratios of the significant fea-
tures to all the features are 73.68 and 68.42 %, respectively.
This demonstrates the effectiveness and the generalization
ability of our defined features.

Second, for the NVIE database, most features in brow
regions are significant given male and female, which con-
firms the effectiveness of these features for both male and
female. The lip features are effective to recognize posed vs.
spontaneous expressions for male, while the lip corner fea-
tures are effective for female. Therefore, the significant fea-
tures for male and female are different, which confirm the
gender difference in expressions.

Third, for the NVIE database, the distributions of fea-
tures with significant difference for six expressions are differ-
ent. For example, both WMouth and HMouth are significant
given happiness and surprise, but only WMouth is significant
for the remaining four expressions. The ratios of features with
significant difference for six expressions range from 42.11
to 73.68 %. It indicates the effect of expression categories on
posed vs. spontaneous expression manifestation.

Fourth, the change of mouth width (i.e. WMouth) and the
movements of the lip corner (i.e. LipCorner1, LipCorner2,
LipCorner3) show significant differences for distinguishing
posed and spontaneous expressions for both NIVE and SPOS
databases. This is consistent with [10,12,30]. Just as in [14],
we conclude that the movements of brows-related AUs are
helpful for differentiating between posed and spontaneous
expressions, since the features Brow4 and Brow5 are with
significant difference for both databases.

Last, the features with significant differences for the
NIVE database are not the exactly same as those for the
SPOS database. The reason may be the database bias, since
the setup conditions of the two databases are not exactly
same.
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Table 4 Statistical analysis results of geometric features on USTC-NVIE and SPOS database

Feature USTC-NVIE SPOS

P–S P–S-gender P–S-expression P–S

Male Female Happiness Disgust Fear Surprise Anger Sadness

HMouth 2e−04* 0.002* 0.148 3e−04* 0.255 0.603 6e−04* 0.992 0.075 0.020*

WMouth 3e−54* 1e−15* 1e−14* 7e−12* 3e−07* 2e−07* 6e−08* 1e−10* 1e−04* 6e−05*

LBrow 4e−14* 1e−05* 0.006* 0.214 3e−06* 9e−04* 0.116 0.003* 0.142 0.475

RBrow 3e−15* 2e−12* 3e−04* 0.049* 4e−09* 1e−04* 0.069 1e−06* 0.004* 0.274

Brow1 8e−22* 8e−08* 0.002* 0.399 3e−10* 0.009* 0.612 1e−08* 4e−05* 0.555

Brow2 1e−53* 4e−17* 5e−13* 9e−07* 1e−12* 1e−05* 5e−04* 8e−12* 1e−09* 0.055

Brow3 2e−20* 4e−09* 3e−04* 0.036* 2e−10* 0.016* 0.316 6e−05* 0.016* 0.054

Brow4 1e−14* 9e−05* 2e−05* 1e−07* 0.537 0.001* 1e−06* 0.310 9e−04* 0.049*

Brow5 2e−30* 3e−10* 1e−11* 4e−08* 4e−04* 6e−04* 0.012* 3e−08* 0.005* 0.002*

Brow6 0.602 0.395 0.506 0.638 5e−04* 0.052 0.013* 0.835 0.010* 9e−04*

Lid1 4e−08* 0.008* 0.027* 0.026* 0.173 1e−05* 1e−06* 0.026* 0.607 9e−04*

Lid2 0.170 0.038* 0.868 0.032* 0.353 0.005* 0.005* 0.992 4e−04* 0.310

Lip1 0.867 0.070 0.075 0.047* 0.902 0.372 0.395 0.188 0.120 0.032*

Lip2 0.533 0.440 0.225 0.263 0.174 0.907 0.985 0.013* 0.616 0.050*

Lip3 0.660 0.228 0.145 0.217 0.625 0.353 0.402 0.147 0.603 0.017*

LipCorner1 8e−06* 0.400 3e−04* 1e−05* 0.058 0.010* 0.835 0.582 0.545 0.009*

LipCorner2 0.014* 0.648 0.002* 0.009* 0.474 0.084 0.893 0.956 0.660 3e−04*

LipCorner3 1e−08* 0.003* 0.036* 0.021* 0.145 8e−06* 1e−06* 0.032* 0.616 0.001*

Chin1 0.004* 0.004* 0.976 0.018* 0.096 0.830 0.002* 0.156 0.199 3e−04*

Percentage 73.86 68.42 63.16 73.68 42.11 63.16 52.63 52.63 47.37 68.42

“*” indicates a significant difference

Given gender or expression, the features with significant
difference are different. It means the spatial patterns of posed
and spontaneous expression are different while using gender
and emotion category as prior knowledge. Therefore, in the
following sections, given gender or expressions, we used all
19 features or the selected significant features separately to
learn BN models. Specifically, “PS model” uses the signif-
icant features in column 2 in Table 4; “PS_gender model”
uses the union of the significant features in columns 3 and
4 in Table 4; “PS_exp model” uses the union of significant
features in columns 5–10; “PS_gender_exp model” adopts
the union of the significant features from column 3 to 10 in
Table 4.

4.3 Experimental results of posed vs. spontaneous
expression recognition

After statistic feature analyses and selection, we construct
24 BNs for each expression and each gender. Four of the
learned BN structures which can achieve best recognition
performance are shown in Fig. 3.

The structure of a Bayesian network captures the depen-
dences among variables. One way of ascertaining the impor-
tance of different variables is to use node complexity. Node

Table 5 Average node complexity for both posed and spontaneous
expressions from Fig. 3

Feature Average

Posed Spontaneous

1. HMouth 2.5 3

2. WMouth 3 1

3. LBrow 3 3

4. RBrow 3 3

5. Brow1 2 2

6. Brow2 7 4.5

7. Brow3 5.5 6.5

8. Brow4 4 4

9. Brow5 4 4

11. Lid1 5.5 4.5

12. Lid2 4 2

16. LipCorner1 7.5 5

17. LipCorner2 3.5 3.5

18. LipCorner3 3.5 2.5

19. Chin1 4 3.5

complexity is measured by the number of links connected
to a node. It is expected that the more complex a node, the
more important it is for the model. Based on this measure, we
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Table 6 P vs. S recognition
results on USTC-NVIE database
without feature selection

P represents posed expression
S represents spontaneous
expression

Model PS PS_gender PS_exp PS_gender_exp

P S P S P S P S

P 448 66 448 66 458 56 460 54

S 20 494 14 500 17 497 28 496

Accuracy (%) 91.63 92.22 92.90 93.00

F1-score 0.9124 0.9180 0.9262 0.9173

Table 7 P vs. S recognition
results on USTC-NVIE database
with feature selection

P represents posed expression
S represents spontaneous
expression

Model PS PS_gender PS_exp PS_gender_exp

P S P S P S P S

P 448 66 456 58 459 55 464 50

S 16 498 13 501 14 500 15 499

Accuracy (%) 92.02 93.09 93.29 93.68

F1-score 0.9162 0.9278 0.9301 0.9345

list the average link number for both posed and spontaneous
models in Table 5.

From the table, in terms of average node complexity
for both posed and spontaneous expressions, we can divide
features into three categories: high, low, and medium. The
features that rank consistently higher than others include
brown2, brown3, Lid1, Lipcorner1, and Chin1. These fea-
tures together encode most of the relationships in the BN
models and hence are most important to distinguish the posed
and spontaneous expressions. On the other hand, certain fea-
tures like brown1 and Wmouth rank consistently low. Their
contributions to expression recognition are hence marginal
because of limited feature relationships they capture. The
remaining relationships in the models are contributed by the
remaining 8 features and hence have moderate contributions
to distinguish posed and spontaneous expressions.

Given the BNs, we can then perform expression recogni-
tion. Since we randomly determined the order of BN nodes
a few times, the averaged recognition results are adopted in
this section. The recognition results on USTC-NVIE data-
base without feature selection and with feature selection are
shown in Tables 6 and 7. Comparing Tables 6 and 7, we can
find that for all the BN models, not only accuracy but also
F1-score with feature selection is higher than those without
feature selection. It further confirms that the spatial pattern
embedded in posed and spontaneous expressions varies with
gender and expressions. Compared the results of PS model
with those of the remaining models, we can find that the
gender and expression categories existing in training set can
help model the muscle variation in posed and spontaneous
expression, since both accuracy and F1 score of PS_gender,
PS_exp, PS_gender_exp models are higher that those of PS
model. The improvement by considering expression cate-

Table 8 P vs. S recognition results on SPOS database with and without
feature selection

Model Without feature selection With feature selection

P S P S

P 55 29 61 23

S 34 116 36 114

Accuracy (%) 73.08 74.79

F1-score 0.6358 0.6740

P represents posed expression
S represents spontaneous expression

gories is larger than that by considering gender information.
This further confirms that the expression difference is larger
than gender difference, which is consistent with the statisti-
cal results in Sect. 4.2. Our proposed model PS_gender_ exp
achieves the best performance, demonstrating that our pro-
posed multiple BN models can capture the spatial patterns
effectively.

Experimental results on the SPOS database are shown in
Table 8. From Table 8, we can find that both the accuracy
and F1-score increase after feature selection, demonstrating
the effectiveness of selected significant features. The results
are acceptable, but not as good as those on the USTC-NIVE
database. Since the number of samples from USTC-NVIE
database vastly exceeds that from SPOS database, it is rea-
sonable that the accurate rate and F1-score obtained on SPOS
Database are a little lower than that on the NVIE database.

4.4 Comparison with related work

To further demonstrate the effectiveness of our proposed
method further, we compare our work with the only two
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Table 9 Comparison with [1] on USTC-NVIE database

Accuracy (%) Happiness Disgust Fear Surprise Anger Sadness Average

PS 93.27 93.01 91.32 92.31 89.56 90.63 91.68

PS_gender 94.23 91.94 91.18 94.87 91.76 91.87 92.65

PS_exp 94.23 94.84 91.76 95.00 90.11 91.25 92.87

PS_gender_exp 95.37 93.76 92.21 95.51 92.68 91.88 93.60

Zhang et al. [1] 80.5 76.1 79.7 83.4 77.2 79.7 79.43

works, which classify posed and spontaneous expressions
for six expressions, i.e Zhang’s [1] and Pfister’s [2] works.
In addition, we conducted experiments using linear support
vector machine (SVM) as a baseline.

Zhang et al. used both geometric and appearance features
to recognize posed and spontaneous expression for six basic
expressions on USTC-NIVE database. They selected 3,572
posed and 1,472 spontaneous images, after removing the
images whose face or facial point cannot be detected cor-
rectly. Since they did not explicitly state which images were
selected, it is hard for us to select the same images as theirs.
Therefore, we can only compare the experimental results as
a reference.

To compare with their work [1], we calculate the posed
and spontaneous expression recognition rate for each basic
expression using “PS”, “PS_gender”, “PS_exp”, and
“PS_gender_exp” models. The results of our work and the
best results of [1] are shown in Table 9.

From this table, we can find that our proposed four mod-
els outperform Zhang et al.’s although we only use geometric
features and the number of samples is smaller than Zhang et
al.’s. This further demonstrates that our proposed BN models
systematically capture the spatial patterns embodied in posed
and spontaneous expressions. Even though the average per-
formance is improved with the use of the gender and expres-
sion information, the gender and expression information can-
not consistently improve the performance for all expressions.
For some expressions, they cannot contribute any additional
information to distinguish posed and spontaneous expres-
sions. For example, the result of disgust expression from
“PS_gender_ exp” is worse than “PS”, “PS_gender”, and
“PS_exp”. This demonstrates that gender and expression cat-
egory’s impact on posed–spontaneous classification varies
with expression.

Pfister et al.’s paper [2] proposed the spatiotemporal
local texture descriptor, CLBP-TOP, to distinguish posed and
spontaneous expression from both visible and near-infrared
image sequences on their constructed database, SPOS. Here,
we only compare our work with their work on visible images,
as shown in Table 10. From this table, we can find that the
accuracy of our method is 2 % higher than Pfister et al.’s.
Their proposed CLBP-TOP texture features were extracted
from facial expression sequence, while our geometric fea-

Table 10 Comparison with [2] on SPOS database

Method Ours Pfister et al. [2]

Accuracy (%) 74.79 72.0

Table 11 P vs. S recognition results on both databases using linear
SVM as classifier

Model USTC-NVIE database SPOS database

P S P S

P 438 76 46 38

S 73 441 21 129

Accuracy (%) 85.51 74.79

F1-score 0.8546 0.6093

P represents posed expression
S represents spontaneous expression

tures are extracted from the apex frames and onset frames. It
indicates that we achieve better results using less information,
demonstrating once again that our proposed BN model cap-
tured the pattern embodied in posed and spontaneous expres-
sion successfully.

Since the data and features used in our paper are not the
exactly same as those in Zhang’s [1] and Pfister’s [2] works,
it is difficult to make the comparison completely fair. We
try to demonstrate that under unfavorable conditions, our
method still performs better. For example, compared with [1]
and [2], our method still outperforms them even they used
more powerful features. It also suggests that the improvement
comes from the method instead of from the features. Also,
compared with [1], our experiments use less data yet has
better performance. It further suggests that the superiority of
our proposed method results from the technique instead of
from data.

For posed and spontaneous expression recognition using
linear SVM, the same cross-validation as that for our pro-
posed method is used, i.e. tenfold-subject cross-validation
on the NVIE database, and leave-one-subject-out cross-
validation on the SPOS database. Model selection is adopted
to select the learning parameters of SVM. Table 11 lists the
recognition results using linear SVM on both databases.

From Table 11, we can see that the accuracy on the USTC-
NVIE database is 85.51 %, lower than that of our method,
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93.00 %. The accuracy on the SPOS database is the same as
that of our method. However, the F1-score of our method
is 0.6740, which is higher than that of linear SVM. It fur-
ther demonstrates that our proposed BN model captured the
pattern embodied in posed and spontaneous expression suc-
cessfully.

The above comparison demonstrates that the performance
of our approach is better than the state of the art. The most
important reason that contributes the superior performance of
our method to the existing methods is the use of the Bayesian
network to systematically capture the relationships among
the spatial movements of different facial landmark points. It is
our belief that the relationships among the spatial movements
of different parts of the face are more important than any
appearance-based image features in characterizing the differ-
ences between posed and spontaneous expressions. Further-
more, with the use of additional information from gender and
expression category, the performance of our method is further
improved. This explains why our method outperforms [1,2]
in spite of their use of more powerful features and classifiers.

5 Conclusion and future work

In this paper, we propose a new method to recognize posed
and spontaneous expressions by explicitly capturing the dif-
ferent facial spatial patterns between posed and spontaneous
expressions using BN. Meanwhile, we employ gender and
expression categories as privileged information, to better
capture the facial spatial variation with respect to differ-
ent gender and expression and further improve the recog-
nition performance. First, we propose 19 geometric features
related to AU variations between apex and onset facial images
to represent spatial patterns. Second, we conduct statisti-
cal analyses to investigate their differences between posed
and spontaneous expressions using the defined features from
three aspects: all samples without expression and gender
labels, samples with the gender information, and samples
with expression categories. Third, we build several BNs to
explore spatial patterns embedded in posed and spontaneous
expressions from four aspects: all samples, samples given
the gender information, samples given expression categories,
and samples given both gender and expression categories.

The statistical analysis results on the USTC-NVIE and
SPOS databases both demonstrate the effectiveness of the
proposed features. The recognition results demonstrate that
the proposed method outperforms the state of the art on both
databases. Furthermore, results on the USTC-NVIE database
indicate that the privileged information of gender and expres-
sion can improve the recognition performance of posed vs.
spontaneous expression.

Although significant performances are achieved by explic-
itly modeling the geometric patterns between posed and

spontaneous expressions, it is still unknown the influence
of temporal patterns embedded in posed and spontaneous
expressions using similar modeling approach. Therefore, in
future, we will model the temporal patterns embedded in
posed and spontaneous expressions to recognize posed and
spontaneous expressions.
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