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Abstract Lane detection is a significant component of
driver assistance systems. Highway-based lane departure
warning solutions are in the market since the mid-1990s.
However, improving and generalizing vision-based lane
detection remains to be a challenging task until recently.
Among various lane detection methods developed, strong
lane models, based on the global assumption of lane shape,
have shown robustness in detection results, but are lack of
flexibility to various shapes of lane. On the contrary, weak
lane models will be adaptable to different shapes, as well as
to maintain robustness. Using a typical weak lane model, par-
ticle filtering of lane boundary points has been proved to be
a robust way to localize lanes. Positions of boundary points
are directly used as the tracked states in the current research.
This paper introduces a new weak lane model with this par-
ticle filter-based approach. This new model parameterizes
the relationship between points of left and right lane bound-
aries, and can be used to detect all types of lanes. Further-
more, a modified version of an Euclidean distance transform
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is applied on an edge map to provide information for bound-
ary point detection. In comparison to an edge map, properties
of this distance transform support improved lane detection,
including a novel initialization and tracking method. This
paper fully explains how the application of this distance trans-
form greatly facilitates lane detection and tracking. Two lane
tracking methods are also discussed while focusing on effi-
ciency and robustness, respectively. Finally, the paper reports
about experiments on lane detection and tracking, and com-
parisons with other methods.

Keywords Lane detection · Driver assistance ·
Particle filter · Euclidean distance transform

1 Introduction

Lane detection plays a significant role in driver assistance
systems. Typically, lane detection is used for localizing lane
boundaries in the given road images, and can help to esti-
mate the geometry of the road ahead, as well as the lateral
position of the ego-vehicle on the road. Lane detection is
used in intelligent cruise control systems, for lane departure
warning, road modeling, and so on.

Lane detection and tracking have been widely studied for
driving on a highway [7,17] or an urban road [22], for sin-
gle [7,25] or multiple [2,18] lanes, with [4] or without [26]
marks, based on region (texture [31] or color [9]) or edge [21]
features. Various shape models have been applied to describe
borders of a lane, such as piecewise linear segments [21],
clothoids [7,17], parabola [12], hyperbola [27,16], splines
[25,26], or snakes [26,30]. Several lane detectors have
been implemented and named in literatures, such as GOLD
[4], SCARF [9], RALPH [23], MANIAC [11], and LANA
[15,16]. For more complete and detailed reviews of lane

123

http://dx.doi.org/10.1007/s00138-010-0307-7


722 J. Ruyi et al.

models and lane detection methods, please refer to [7,4,19,
14], especially the work in [19], which provides an up-to-date
table listing driving conditions, lane detector models and dif-
ficulties. Generally, it is a challenging task to robustly detect
lanes in various situations. Reasons for this difficulty are, for
example, as follows:

– difficulties caused by various conditions of illumination
and poor quality of lane markings,

– violation of some commonly used assumptions, such as
constant road width, parallelity of left and right lane
boundaries, or the use of other simplified geometric road
models (e.g., parabolic boundaries),

– difficulties caused by surrounding objects, such as trees
on the roadside, occlusions caused by pedestrians or other
vehicles on the road, and

– missing information in the real world about the actual
lanes or roads (such as no lane marks, or unpaved roads).

For reasons as above, it is stated by Sehestedt [22] that weak
models (i.e., with no assumption about the global shape of
a lane) are more preferable than strong models, which use
several parameters to model the global geometry of a lane.
This paper introduces a new weak lane model for lane detec-
tion and tracking. Instead of modeling global road geome-
try, this new model only constrains relations between points
on left and right lane boundaries. Tracking based on these
points in the bird’s-eye image by a particle filter provides
lane detection results. Furthermore, a modified version of
standard Euclidean distance transform (EDT) is applied on
the edge map of a bird’s-eye image, inverse perspectively
mapped from the input image. Utilizing the beneficial prop-
erties of this distance transform for lane detection, this paper
specifies an innovative initialization method. Furthermore,
the distance transform also provides more information (such
as the centerline of a lane) when compared with generally
used edge maps.

This paper is organized as follows: Sect. 2 describes a
new lane model. Lane detection using this new lane model,
including low-level image processing as well as particle fil-
ter framework, is introduced in Sect. 3. Two lane tracking
methods focusing on efficiency or robustness are discussed
in Sect. 4. Experimental results and comparison of meth-
ods are given in Sect. 5. Finally, conclusions are provided in
Sect. 6.

2 A new lane model

The lane model used in the paper is illustrated in Fig. 1;
the 3D view also contains the xy-coordinate system in the
ground manifold. In this paper we assume a ground plane.

(a)

(b) (c)

Fig. 1 Lane model as used in this paper. a 3D lane view; boundaries
are drawn in bold. b Perspective 2D lane view in the input image.
c Bird’s-eye image of the lane. Slope angles β1 and β2 are shown in the
3D view and the bird’s-eye image; the zenith angle α in the 3D and the
projective view. See text for further explanations

(Wedel [28] proposes cubic B-splines for modeling the
ground manifold.)

Five parameters xc, yc, α, β1, and β2 are used to model
opposite points PL and PR , located on the left and right
lane boundaries, respectively. PC = (xc, yc) is the centerline
point of a lane in the ground plane. α is the zenith angle above
PC , defined by an upward straight line segment between PC

and the zenith PZ of fixed length H , and a line incident with
PZ and either PL or PR . As the height H is fixed, the width
of a lane W at points PL and PR can be easily calculated as

W = 2H · tan(α) (1)

β1 and β2 are the slope angles between short line segments L1

and L2 and a vertical line in the ground plane; the two short
line segments L1 and L2 are defined by a fixed length and
local approximations to edges at lane boundaries (e.g., calcu-
lated during point tracking). Ideally, L1 and L2 should coin-
cide with tangents on lane boundaries at points PL and PR ;
in such an ideal case, β1 and β2 would be the angles between
tangential directions of lane boundaries at those points and
a vertical line. By applying this model, a lane is identified
by two lane boundaries, and points are tracked along those
boundaries in the bird’s-eye image. Note that as constraints
of lane marks between left and right lane boundaries are fully
parameterized and utilized, the model is applicable only to
two-boundary lane detection situation.

This model does not use any assumption about global lane
geometry, and applies to all kinds of lanes. For example, this
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Fig. 2 The overall work flow of lane detection. a Input image. b Bird’s-eye image. c Edge map. d Distance transform. e Initialization. f Lane
detection results, shown in the bird’s-eye image. g Lane detection results, shown in the input image

also allows us to detect a lane with varying width, even in
a single image. As β1 and β2 are calculated separately, a
lane may also have an unparallel left and right boundaries.
Lane detection and tracking methods, using this model, are
discussed in Sects. 3 and 4.

3 Lane detection using a particle filter

For lane detection using a weak model in a single image,
particle filter is a good solution to track points along lane
boundaries and has been tested by Sehestedt [22]; As simply
coordinates of boundary points were used as the state vector
to be tracked by Sehestedt [22], it will result into a count-
able state space, and model no internal relationship between
boundary points. Below we show that our lane model pro-
vides a more preferable tracking state for particle filter, and
models explicitly the internal relationship of left and right
lane boundary points. Furthermore, a novel initialization
method is adopted based on a distance transform applied
to the bird’s-eye edge map. The whole procedure of lane
detection is illustrated in Fig. 2 by an example.

The algorithm starts with mapping the perspective input
image into a bird’s-eye view, using a homography defined by
four vertices of a rectangle in the bird’s-eye view. An edge
detection method, as introduced in [4] for lane detection, is
then adopted to detect lane-mark-like edges in the bird’s-
eye image. After binarization of the resulting edge map and
denoising of the isolated edge points or small blobs, a
row orientation distance transform (RODT) is applied; see
Sect. 3.1.3 for a specification of this transform. The result-
ing distance map allows us to design a novel initialization
method for finding the initial boundary points. These points
are used to initialize the parameters of the particle filter, for
tracking further boundary points through the whole image;
Also, the RODT map facilitates lane detection and track-

ing very much based on its advantageous properties. After
smoothing boundary pairs using sliding mean, and mapping
back into the input image, a lane is finally detected.

3.1 Low-level image processing

Low-level image processing is composed of three steps:
bird’s-eye mapping, edge detection and denoising, and dis-
tance transform.

3.1.1 Bird’s-eye mapping

As in [14], a four-point correspondence is used for the map-
ping from an input image into a bird’s-eye image. The map-
ping is achieved by selecting four points when calibrating
the camera, and using the locally planar ground manifold
assumption. One benefit of the bird’s-eye image is that the
used distance scale can be adjusted by selecting different sets
of four corresponding points (i.e., by scaling the “length” of
the rectangle). This is proved to be useful for detecting dis-
continuous lane marks as well as for further forward looking
situations. Also, lane marks in the bird’s-eye image have a
constant width, which will be utilized for edge detection. See
Fig. 3 for an example.

3.1.2 Edge detection and noise removal

We recall an edge detection method as introduced in [4].
Vertical edges with black–white–black pattern are detected
in the bird’s-eye image by a specially designed simple algo-
rithm. Every pixel in the bird’s-eye image, with value b(x, y),
is compared to values b(x −m, y) and b(x +m, y) of its hori-
zontal left and right neighbors at a distance m ≥ 1 as follows:

B+m(x, y) = b(x, y) − b(x + m, y)
(2)

B−m(x, y) = b(x, y) − b(x − m, y)
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Fig. 3 a Input Image. b and
c are bird’s-eye images based on
different distance definitions.
Four-point correspondence
(points shown in yellow) is
established by calibration; the
driving direction is indicated by
the arrows

Fig. 4 Edge detection.
a Bird’s-eye image. b Edge
detection using Canny operator.
c Edge detection following [4]

and finally, using a threshold T , the edge map value will be

r(x, y) =
{

1, if B+m, B−m > 0, B+m + B−m ≥ T
0, otherwise

(3)

This edge detection method has the following properties.
First, m can be adjusted to fit various width of lane marks.
Second, pixels within a lane mark are all labeled as being edge
pixels, which is different from gradient-based edge opera-
tors (e.g. Canny, Sobel). This greatly improves the robust-
ness in detecting points of lane marks. Third, shadows on the
road surface do not influence edge detection at lane marks.
In the presence of shadows, the brightness of lane marks
may be affected, but generally it will still maintain superi-
ority relationship with their horizontal neighbors. Thus, the
edge detection method can be used under different illumina-
tion conditions. Finally, horizontal edges (unlikely to be lane
marks) are not detected. For an example of edge detection,
see Fig. 4. In our experiment, we set m = 5, T = 30.

The edge detection as introduced above may generate
some isolated small blobs (including single point) besides the
edges of real lane marks. These noisy blobs will greatly affect
the result of the following distance transform (see Fig. 6, dis-
tance transform will be discussed in Sect. 3.1.3). In order to
remove such noise, a specified operation is applied. The gen-
eral idea is first to find the isolated blobs, and then set them
to zero (non-edge). Two small square windows (inner and
outer) are used (see Fig. 5) with the same center. And the
outer window is larger in width with a gap of 1 pixel than the
inner window. The isolated blobs can be detected by mov-
ing at the same time these two windows through the whole
edge map, and comparing the sums of edge values within
them. Two equal sums means that the gap between two win-
dows contains no edge points, and the edge blobs in the inner
window are detected as isolated and set to zero. In our exper-
iment, we set the width of outer window to 10 pixels, con-
sidering the minimum size of possible lane mark blobs. For

Fig. 5 Detection of the isolated blobs in the binarized edge map.
The square inner window and outer window with a gap of 1 pixel
(w2 −w1 = 2) move at the same time through the edge map. When the
gap between the inner and outer window contains no edge, an isolated
blob is detected in the inner window

computational efficiency, an integral image of the edge map
is used to calculate the sums inside small windows.

3.1.3 Distance transform

Distance transform applied to a binary edge map I labels
each pixel with distance to the nearest edge pixel. For all
pixels p of I , distance transform determines

dt (p) = minu{d(p, qu) : I (qu) = 0 ∧ 1 ≤ u ≤ U } (4)

where d(p, qu) denotes a metric, and u lists all U pixels in
the image I . The values for dt (p) depend on the chosen met-
ric. Edges are obviously labeled by value 0, and shown as
black in the generated distance map.

Among various distance transform, Euclidean distance
transform (EDT) is a common choice. The original EDT
uses Euclidean metric for measuring the distance between
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Fig. 6 Effect of isolated noisy point in edge map for distance trans-
form. a Noisy edge map with an isolated edge point in the middle of
lane. b Denoised edge map. c RODT of (a). (d) RODT of (b)

pixels. We substitute d(p, qu) in Eq. 4 by the Euclidean
metric de(p, qu) as follows:

de(p, q) =
√

(x1 − x2)2 + (y1 − y2)2 (5)

for points p = (x1, y1) and q = (x2, y2). For more details
of distance transform and EDT, please refer to [24].
Felzenszwalb [8] proved that a 2D EDT can be calculated
by two 1D EDTs, and this greatly improves the computa-
tional efficiency. A modified EDT was proposed in [29],
called Orientation Distance Transform (ODT). This divides
the Euclidean distance into two contributing components in
row and column direction. (Note that the use of a four- or
eight-distance transform would not lead to the same row and
column components; however, practically there should not
be a big difference with respect to the given context.) The
row part of ODT, named RODT in this paper, labels each
pixel with a distance value to the nearest edge point in row
direction. Moreover, RODT is signed, with a positive value

indicating that the nearest edge point lies to the right, and a
negative value if it is to the left.

The RODT of an edge map offers various benefits. Gen-
erally, as a distance transform, every pixel in RODT map
indicates where is its nearest edge point. Thus, more infor-
mation about a lane (e.g. information of the centerline or road
boundary, to be indicated in Sect. 3) is provided by distance
transform when compared with edge map. For example, a
(non-edge) pixel on the centerline of a lane will have a local
maximum in distance to lane boundaries. This information
is of great usefulness to find or go towards edge points, and
will be fully utilized in lane detection and tracking methods
introduced in the following sections.

Moreover, compared with EDT, RODT brings several
advantageous properties in lane detection situation. First, the
initialization of lane detection becomes much easier (to be
discussed in Sect. 3.2). Second, discontinuous lane marks
will make almost no difference from continuous ones in
RODT, but not true in EDT, as illustrated in Fig. 7. This
also provides algorithms the ability to find the approaching
lanes in advance.

Distance transform is sensitive to some isolated points or
blobs in lane detection situation. As indicated in Fig. 6, an
edge point in the middle of a lane will greatly change the dis-
tance value for the surrounding pixels. So a denoising method
on the edge map as introduced in Sect. 3.1.2 is necessary, and
proves to be useful.

3.2 Lane detection initialization

The aim of initialization is to find an initial value (e.g., the
x-coordinate of points PL and PR in a selected image row)
for the specified model. In [22], a clustered particle filter is
used to find a start point on a lane boundary. In distinction to
this, we fully utilize the distance map to find the first left and
right boundary points. In a pre-defined start row yc0 (near to

Fig. 7 EDT and RODT on
discontinuous lane marks.
a Road image. b Bird’s-eye
view. c Binarized edge map after
noise removal. d RODT. e EDT.
d, e have been contrast adjusted
for better visibility. Note RODT
shows no gap for the
discontinuous lane marks inside
the rectangle, while EDT still
contains some gap
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Left boundary 
edge pixel

Right boundary
eldge point

0 -1 01d-d

Search result

Fig. 8 Illustration of the search procedure in the start row of the dis-
tance map. Note that the distance values are signed, as described in
Sect. 3.1.3

the bottom) of the bird’s-eye image, a search is conducted,
starting at the middle of the row, for a pixel which has a
positive distance value but a negative distance value at its
left neighbor (see Fig. 8). When such a pixel is found, the
left and right boundary points in the start row are instantly
known using distance values of the found pixel and of its left
neighbor. If there’s some noisy edge points in the middle of
a lane, which effects the distance value for searching the ini-
tial boundary points, then some useful assumptions can be
used to complete this procedure. One of such assumptions
can be the prior knowledge of the approximate width of a
lane. Actually from experiment, we find that the detection
result will converge to the correct lane boundary even with
a moderately wrong initial position, due to particle filter as
well as RODT.

For the initial state X0(xc0 , α0, β10 , β20) of the particle fil-
ter, xc0 and α0 are initialized using the detected left and right
start points, while β10 and β20 are simply set to zero. More-
over, the initial width of lane W0 can be easily calculated,
and will be used in particle filter later.

3.3 Particle filter for lane detection

Particle filter is widely used for lane detection and track-
ing, such as in [22,27]. This section discusses particle fil-
tering with our new lane model. The state vector X =
(xc, α, β1, β2)

T to be tracked is defined by the parameters
of the lane model, without yc, as yc will be calculated incre-
mentally by applying a fixed step � (e.g. 10 pixels), starting
at the start row in the bird’s-eye image. For the application
of a particle filter, two models [10] are discussed in the fol-
lowing.

3.3.1 The dynamic model

In the diffusion step of particle filtering, new particles are
drawn from the conditional state density function from the
former steps according to a dynamic model:

Xi
n ∼ p(Xn|Xi

n−1, ω
i
n−1) (6)

In our situation, a linear dynamic model is available as:

Xi
n = A · Xi

n−1 + wn (7)

where matrix A4×4 is the deterministic part of the dynamic
model, and standard normal vector wn is the stochastic com-
ponent. We simply take A as being the identity matrix,
because of the assumed smoothness of lane boundaries.

3.3.2 The observation model

In the measurement step, each particle is assigned a weight
according to some measured features z in the observation
model:

ωi
n = p(zn|Xn = Xi

n) (8)

In our situation, the observation model incorporates infor-
mation from RODT and smoothness to gain the robustness
of the algorithm.

Based on RODT information, it is reasonable to assume
that points on lane boundaries will have small distance val-
ues, while those on the centerline of a lane will have large
ones. In terms of our lane model, points (xcn , ycn ) will have
large distance values, and L1 and L2 will coincide with short
lines of pixels which all only have small distance values (The
length of L1 and L2 are 20 pixels in our experiment).

Tracking step n is identified by ycn = (yc0 + n · �),
n = 0, 1, . . . , N . Here, N is determined by the forward-
looking distance, and is 40 in our experiment after calibra-
tion. We calculate the lateral position of the left boundary
points of the lane from the particle filter, with Xi

n(xi
cn

, αi
n,

β i
1n

, β i
2n

) for the i th particle.
From now, PL and PR only represent the lateral position

of boundary points, for simplicity. The left position is calcu-
lated as:

Pi
L = xi

cn
− H · tan αi

n (9)

Next, the sum of distance values along line segment L1 is:

Si
L1

=
L1/2∑

j=−L1/2

∣∣∣d (
Pi

L + j · sin β i
1n

, ycn + j · cos β i
2n

)∣∣∣
(10)

Here, d(·, ·) is the signed distance value from RODT. Si
L2

can
be calculated in an analogous way. And the distance value for
the centerline point (xi

cn
, ycn ) is simply d(xi

cn
, ycn ). Finally,

for the observation model from RODT, we can calculate from
Si

L1
,Si

L2
and d(xi

cn
, ycn ) separately. But from experiment, it

is found that more robustness can be achieved using the fol-
lowing model, as sometimes lack of lane marks or noisy edge
points in the middle of a lane can make the distance value all
very large or small:

ωi
rodt = b1 exp

(
−c1 · Si

L1
+ Si

L2

|d(xi
cn

, ycn )|

)
(11)
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where constants b1, c1 > 0, and are determined by the impor-
tance ratio between ωi

rodt and ωi
smooth (see Eq. 12). In our

experiment, they are set to b1 = 1, c1 = 5.
Additionally, the smoothness of lane width and angle

parameters from the lane model is used to improve robust-
ness. Assuming Gaussian distribution of lane width dur-
ing lane detection in one image, with mean W0 (from ini-
tialization) and standard deviation aW0 (a = 0.1 in our
experiment), and Gaussian distribution of the tracked angles
(αn, β1n , β2n ) of lane model , with mean (αn−1, β1n−1 , β2n−1 ),
and a predefined same standard deviation (σ, σ, σ ) (σ = 0.1
in our experiment), we have

ωi
smooth = 1

aW0
√

2π
exp

(
− (W i − W0)

2

2a2W 2
0

)

· 1

σ
√

2π
exp

(
− (αi

n − αn−1)
2

2σ 2

)

· 1

σ
√

2π
exp

(
− (β i

1n
− β1n−1)

2

2σ 2

)

· 1

σ
√

2π
exp

(
− (β i

2n
− β2n−1)

2

2σ 2

)
(12)

The final observation model is given by the factors

ωi
n = ωi

rodt · ωi
smooth (13)

With the models as introduced above, the complete parti-
cle filter adopted to detect lane marks inside a frame is shown
in Algorithm 1.

States:Xn = {xcn, αn, β1n, β2n},n = 0, 1, . . . , N ;1
Initialization: Randomly generate M particles2

{Xi
0, i = 1, . . . , M}, with X0 determined as Sect. 3.2;

for n = 1 : N do3

-Diffusion: draw Xi
n ∼ p(Xn |Xi

n−1, ω
i
n−1) according to the4

dynamic model in Eq. 7;
-Measurement: assign each particle a weight ωi

n according to5
the observation model by Eq. 11,12,13;
-Particle with the largest weight is selected:6

Xn = arg max
Xi

n

{ωi
n, i = 1, . . . , M}

end7

Algorithm 1: Particle filtering of lane marks in a frame

3.4 Post-processing

While using a weak lane model, we don’t have a global shape
for the detected lane, but pairs of left and right lane boundary
points from the tracked state. A sliding mean is applied to
smooth the detected boundary points as

P ′
Ln

= P ′
Ln−1

+ T ((PLn − PLn−s )/s, d0) (14)

where function T (d, d0) is

T (d, d0) =
{

d0 if |d| > d0

d if |d| ≤ d0
(15)

We use values s = 2, d0 = 10 in our experiment.
Projection of the smoothed point pairs from the bird’s-eye

view to the input image, a two-boundary lane is detected.

4 Lane tracking

Lane tracking uses information from the previous results to
facilitate the current detection. Generally, there are two aims
to utilize the previous information: one is to improve com-
putational efficiency of the current detection from a priori
knowledge; another is for robustness, as there is more infor-
mation available by combining the current with the previous.
Efficiency and robustness sometimes cannot be achieved at
the same time, and they might be biased due to the given
application context. Generally, lane detection in some sit-
uations (such as on a highway) will be relatively easier as
compared to others (such as on an urban road), depending
on road conditions and quality of lane marks. Difficulties as
discussed in Sect. 1 mainly happen when detecting a lane in
some challenging situation. In conclusion, when performing
lane tracking, we will pay more attention to computational
efficiency for less challenging situations, but emphasis more
on robustness for complex road situations. For these reasons,
this section introduces two lane tracking methods: efficient
lane tracking and robust lane tracking.

4.1 Efficient lane tracking

Efficient lane tracking method is fit to situations charac-
terized by good road conditions and good quality of lane
marks (such as driving on a highway). It simply uses previ-
ously detected lane boundary points, adjusts them by the ego-
vehicle’s motion model, and then refines them according to
the distance values from RODT on the current bird’s-eye edge
map. It should be noted that neither kalman filter nor particle
filter is used for the tracking purpose.

When a lane is detected as in Sect. 3, it is reasonably rep-
resented by two sequences {PLn : n = 0, 1, . . . , N } and
{PRn : n = 0, 1, . . . , N } of points on its left and right lane
boundaries in the bird’s-eye image (or similarly mapped to
the original image).

Tracking a lane through an image sequence is then simpli-
fied as tracking these two point sequences. Sequences {P(t)

Ln
}

and {P(t)
Rn

}, detected in frame t , are already partly driven
through by the ego-vehicle at time t + 1. The length of
this already driven part is determined by the ego-vehicle’s
motion. The detection process of {P(t+1)

Ln
} and {P(t+1)

Rn
} at
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Lane detection 

in frame t

  Adjustment of

{PLi, PRi, i=0,...,N-k}
     Detection of

{PLi, PRi, i=N-k+1,...,N}

t=t+1

         Refinement of

{PLi, PRi, i=0,...,N} by value 

of RODT

 
Frame t+1

 Birds-eye view 

mapping and dis-

tance transform

Fig. 9 Efficient lane tracking scheme

time t + 1 is composed of three steps: adjustment caused
by the driven distance and the variation in yaw angle, new
points detection, and refinement specification according to
the values of RODT in the bird’s-eye edge map.

Because of the driven distance between frames t and t +1,
it holds (in principle) that

P(t+1)
Ln

= P(t)
L(n+k)

, P(t+1)
Rn

= P(t)
R(n+k)

(16)

Here, n = 0, 1, . . . , N −k, and k is determined by the driven
distance between time t and t + 1, and is usually a small
number. Information from various navigation sensors (e.g.,
odometry, GPS, speedometer and so on) can be applicable to
obtain k. In practice, if no sensor data is available at all, then
we can simply set k to 1 or 2, as further steps in the tracking
will adjust the final results. Furthermore, points

{P(t+1)
Ln

, P(t+1)
Rn

: n = 0, 1, . . . , N − k} (17)

are obtained by adding some translation (according to n)
caused by the variation in driving direction between t and
t + 1.

For the detection of new points {P(t+1)
Ln

, P(t+1)
Rn

: n =
N − k + 1, . . . , N } note that k is small and we also assume
smoothness of lane boundaries. Thus, we simply start as fol-
lows for n = N − k + 1, . . . , N :

P(t+1)
Ln

= P(t+1)
Ln−1

, P(t+1)
Rn

= P(t+1)
Rn−1

(18)

For further refinement, those predictions {P(t+1)
Ln

} and

{P(t+1)
Rn

} from the previous results at frame t are likely to
be already located near the true points on the boundaries, as
the variation of a lane is usually minor between two subse-
quent frames. The adjustment

P(t+1)
Ln

= P(t+1)
Ln

+ d(P(t+1)
Ln

, ycn ), n = 0, 1, . . . , N

(19)
P(t+1)

Rn
= P(t+1)

Rn
+ d(P(t+1)

Rn
, ycn ), n = 0, 1, . . . , N

of all N +1 points is finally achieved by information available
from values of RODT of the current bird’s-eye edge map.

The described efficient lane tracking scheme is summa-
rized in Fig. 9. The main feature of this method is its great
computational efficiency. Experiments proved that the com-
putation time needed for those three steps of efficient lane

     Lane detected 
{PLn, PRn, i=0,1,...,N}

     Adjustment of
{PLn, PRn, n=0,1,...,N-k}

     Detection of
{PLn, PRn, n=N-k+1,...,N}

Initialization
   (PL0, PR0)

     Particle filter
  {PLn, PRn, n=1,...,N}

Lane detection

Prediction from 
the former frame

Prediction from the 
former point current 
frame (        ,         )

Comparison by maximum likelihood

1
Ln

2
Ln

3
Ln

1
Rn

2
Rn

3
RnP(      ,        )P

  Detection from 
the current frame
   (         ,         )P PP P

t=t+1

 Refinement by RODT
{PLn, PRn, n=0,1,...,N}

Efficient tracking

frame t

Fig. 10 Robust lane tracking scheme

tracking is almost ignorable. Thanks to a minor variation
between neighboring frames and the RODT, lane tracking
results in highway-like situations are very much acceptable
except for rarely occurring outliers, always caused by some
noisy non-boundary edge points (see experimental results as
shown in Fig. 13).

4.2 Robust lane tracking

Urban roads differ from highways by an increased com-
plexity of environments possibly of relevance for accurate
lane detection. In such situations, robustness is of dominant
importance. A scheme for robust lane tracking is illustrated
in Fig. 10. This process is also composed of three main steps:
first, a similar process as what we do in efficient lane track-
ing; The only difference is that instead of using Eq. 19, we
use the following:

P(t+1)
Ln

= P(t+1)
Ln

+T (d(P(t+1)
Ln

, ycn ), d0), n =0, 1, . . . , N

P(t+1)
Rn

= P(t+1)
Rn

+T (d(P(t+1)
Rn

, ycn ), d0), n =0, 1, . . . , N

(20)

where function T (d, d0) is as Eq. 15. This modification pre-
vents the boundary points from diverging caused by imper-
fect road conditions. Second, lane detection as described in
Sect. 3 with initialization from the first step. Also, a different
W0 is used, which is the mean width of the lane detected at
frame t . Third, comparison of three possible pairs of lane
boundary points using maximum likelihood. Note that the
first step will be done once for all for time t + 1 from t ,

123



Lane detection and tracking using a new lane model and distance transform 729

but the last two steps will do iteratively in lane detection for
every tracking step n in particle filter frame. As the first two
steps have already been discussed in Sect. 4.1, as well as
lane detection already in Sect. 3, only the third step, the
comparison procedure, remains to be described in this
section.

As a result of the first step, we have {PLn : n =
0, 1, . . . , N } and {PRn : n = 0, 1, . . . , N } for frame t + 1
(derived from point sequences for frame t). We group them
into pairs

(
P1

Ln
, P1

Rn

)
(21)

for the following process. In lane detection, when a pair of
points is detected by the particle filter on the left and right
boundaries at the nth tracking step, we index this pair as

(
P2

Ln
, P2

Rn

)
(22)

Finally, the third pair

(
P3

Ln
, P3

Rn

)
(23)

consists of the point pair as detected on left and right lane
boundary at the (n − 1)th step (i.e., for which we decided in
the previous comparison step).

The selection of these three pairs of points has a physi-
cal meaning. The first pair (P1

Ln
, P1

Rn
) is a prediction from

the previous frame. The second pair (P2
Ln

, P2
Rn

) combines
the detected points from particle filter in the current frame.
The third pair (P3

Ln
, P3

Rn
) is a smooth prediction in the cur-

rent frame from the result of (n − 1)th step. As these pairs
carry information from different sources, their comparison,
guided by maximum likelihood, will tell us which one best
represents the points on the current lane boundaries.

Maximum likelihood estimation is used to judge the
quality of the three pairs of points. A likelihood function
p(z|Pk

Ln
, Pk

Rn
), with z for observed features, denotes the

probability of observing a lane boundary point by the kth

pair of points, for k = 1, 2, 3. The maximum likelihood esti-
mation is written as follows:

P∗ = arg max
k=1,2,3

p(z|Pk
Ln

, Pk
Rn

) (24)

The determination of the likelihood function uses informa-
tion about the similarity of the width pwidth of the lane, as
well as values prodt of the distance transform.

Similarly as in lane detection, the width of lane for frame
t + 1 follows Gaussian distribution with mean W (the mean
width of lane in frame t) and variance aW (a takes the same
value as in lane detection), then we have (k = 1, 2, 3)

pk
width = 1

aW
√

2π
exp

(
− (Pk

Rn
− Pk

Ln
− W )2

2a2W 2

)
(25)

Also, the values of the RODT at the points of those pairs
are used to evaluate the possibility of finding lane boundaries
as (k = 1, 2, 3):

pk
rodt = b2 exp(−c2 · (d(Pk

Rn
) + d(Pk

Ln
))2) (26)

where constants b2, c2 > 0, and are determined by the
importance ratio between pwidth and prodt . We set them to
b2 = 1, c2 = 0.001 in our experiment.

The final value of the likelihood function is calculated by

p(z|Pk
Ln

, Pk
Rn

) = pk
width · pk

rodt , k = 1, 2, 3 (27)

The comparison of p(z|P1
Ln

, P1
Rn

), p(z|P2
Ln

, P2
Rn

), and

p(z|P3
Ln

, P3
Rn

) will select one pair with the largest likelihood
value as being the final detection result at the nth step of the
lane detection procedure.

5 Experiments

Experiments were conducted on images and sequences
recorded with our test vehicle “HAKA1” of the .enped-
a.. project, as well as on Caltech lane dataset from [1] for
comparison. The camera in “HAKA1” is installed behind
the windscreen, and pointing forward. So the optic axis is
parallel with the ground plane. Images sampled from the
camera are in gray scale, with a size of 640*480. As we
don’t need the internal and external parameters of the cam-
era for lane detection, the only thing to do in calibration
is to find the homograph matrix for bird’s-eye mapping as
introduced in Sect. 3.1.1. As the distortion caused by lens is
almost ignorable, no rectification of images is needed in our
experiment.

When running the algorithm on the testing sequences,
we uses several prior knowledge of lanes. First, we confine
the width of lanes to be within some range in bird’s-
eye view. In this experiment, the range is 200–400 pix-
els, which is very wide. Also, we assume that the left
boundary of lane will be in the left part of the bird’s-
eye image, while the right boundary in the right part.
This simple assumption is used to deal with lane-cross-
ing situation. When situations as out of range in width or
wrong place of lane boundaries are happened in lane track-
ing, a simple re-initialization of lane detection is applied
for the following frames. Second, there are many situa-
tions with no or very less lane marks on road, where lane
detection is meaningless. Mean distance value of the lane
boundary pairs in bird’s-eye view is calculated to illus-
trate the quality of the lane detected. The value above
a threshold (here 30) triggers a re-initialization as well.
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Fig. 11 Experimental results
for lane detection. a Input
images. b Lanes detected in the
bird’s-eye image. Note that the
middle (red) lines are the
centerlines of a lane. c Lanes
detected in input images

Finally, we take robust lane tracking as the default lane detec-
tion method for a sequence. Also, we provide experiment
results of using efficient lane tracking on highways. Note that
the constants used in the following experiment are assigned
the same values, as stated in the context once the constants
are introduced.

5.1 General experiment

Six sequences (150 frames each) from both highway and
urban roads are used to test the vitality of our lane detection
method. Different scenarios are considered. Frames from
every sequence are shown in Fig. 11 for a general idea of
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Fig. 12 Three typical failures
of lane detection caused by
misleading lane marks (first
row), noisy edges (second row),
as well as wrong initialization
(third row)

Fig. 13 Experimental results using efficient (the first row) and robust (the second row) lane tracking on a sequence with high-way like (relatively
good) road situation. Note that results by efficient method have outliers (marked by a rectangle) sometimes, while almost perfect by robust method

road conditions. Typically, the first four sequences are on
highways, but under various environment and driving con-
ditions. The vehicle vibrates up and down (changes in pitch
angle) in the second sequence, which causes the width of lane
in bird’s-eye view changes a lot. In the third sequence, the
vehicle drives over a construction site; In the fourth sequence,
the front view is blocked by a car. The last two sequences are
on challenging urban environments with curved and straight
road (more urban road situations will be shown in Caltech
lane dataset later). Among all these sequences, there are
various illumination conditions, bright or dark, as well as
large area of shadows.

The detection results for the first three sequences are
almost perfect, showing the effectiveness of the algorithm
on relatively good road conditions. While for the fourth
sequence, a leading car blocks part of the lane to be detected,

which attracts the lane boundaries towards the leading car.
Also a misleading design of lane marks causes several wrong
detections as shown in the first row of Fig. 12. However,
our assumption of lane width corrects this misdetection sev-
eral frames later. The failures of detection in the last two
sequences (see Fig. 12) are mainly caused by complex envi-
ronments.

Experimental results using efficient lane tracking method
are illustrated in Fig. 13 with comparison to the results by
robust lane tracking. The efficient lane tracking works quite
acceptable in good road situation except for several outliers
sometimes.

The particle filter used here proves to be efficient for
lane boundary detection. The effect of particle number with
respect to the sum of absolute error and computation time
is provided in Fig. 14. It is obvious that the more particles
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Fig. 14 The sum of absolute
error (in pixels) and calculation
time for particle filters with
different particle number

Table 1 Computation time of lane detection and tracking

Procedures Lane Efficient Robust
detection tracking tracking

Time (s) 0.062 0.035 0.063

Table 2 Computation time of steps in low-level processing

Steps Bird’s-eye Edge Noise RODT Total
view detection removal

time (s) <0.001 <0.001 0.015 0.016 0.031

used, the more accurate and smooth results obtained. For all
the sequences, we set the particle number 300. The smoothing
using sliding mean as a post-processing also contributes to
the final smoothness of the lane detected.

The computation time for lane detection and tracking, as
well as low-level image processing on an off-the-shelf PC
(Intel dual-core E5300, 2.5 Ghz), implemented in C with
OpenCV, are provided in Tables 1 and 2. It can be seen that
noise removal and RODT take the most of time in low-level
image processing, while lane detection only and robust lane
tracking consumes similar time. And not surprising, efficient
lane tracking uses the minimum computation time. Gener-
ally, lane detection using our method is capable to reach real-
time (e.g. over 10 fps) with careful implementation or even
special hardware.

5.2 Comparison with other methods

In order to compare our method with others, we use a pub-
lic testing dataset collected by Aly [1]. The dataset contains
four color clips of challenging urban road images captured
by a camera installed on a vehicle. Totally 1224 frames are
considered, with the number of frames for each clip shown
in Table 3. Different road curvatures, lighting conditions and
traffic situations are considered in the clips. Along with the
dataset, Aly also provides a MATLAB tool for manually
labeling lane marks as ground truth, as well as lane detection
results using method described in [1].

Three algorithms are considered in performance on the
dataset. Method 1 is the algorithm described by Aly [1];
Method 2 is what is discussed in this paper; and Method 3 is
from Sehestedt [22]. The selection of Method 1 is because it
is in the category of lane detection using strong model. While
Methods 2 and 3 are using weak models. Meanwhile, Meth-
ods 1 and 3 utilize color information, but Method 2 adopts
a color-to-gray conversion. Though two types of lane detec-
tion, two-boundary lane and multi-boundary lane are both
discussed in [1], we use only two-boundary lane detection
results in Method 1 for comparison. Meanwhile Method
3 is also confined to two-boundary lane detection, though
clustered particle filter adopted makes it capable for multiple
lane detection. Moreover, it should be noted that the detection
results are independent splines in Method 1, independent left
and right point sequences in Method 3, but pairs of left and
right lane boundaries in our method. Finally, we adopt the
same standard as [1] for a good detection.

Table 3 Detection analysis on
Caltech lane dataset Clip Frames Detection rate False positive False negative

Method 1 Method 2 Method 3 Method 1 Method 2 Method 3
(%) (%) (%) (%) (%) (%)

1 250 97.2 97.4 97.8 3.0 1.3 1.7

2 406 96.2 91.1 89.4 38.4 5.7 8.1

3 336 96.7 97.8 92.2 4.7 1.2 7.0

4 232 95.1 97.3 96.2 2.2 1.4 2.9
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Fig. 15 Lane detection results
from three algorithms. For
detailed description, see the
context. a Lane detection by
Method 1 (Aly [1]). b Lane
detection by Method 2 (this
paper). c Lane detection by
Method 3 (Sehestedt [22])

Detection results on four typical frames from the
dataset are presented in Fig. 15 to illustrate the different
performance of the algorithms and reveal their intrinsic prop-
erties in detecting lanes. In the first frame, the right lane
boundary is with a shape that cannot be modeled as a spline,
which prevents Method 1 from detecting it completely with
strong spline model. When using weak models and detect-
ing points by points, Methods 2 and 3 have no problem for
any shape of lane boundaries. In the second frame, there are
many distracting noise edges around the left lane boundary,
and Methods 2 and 3 both are distracted somehow, as no
global model is available to correct this distraction. The third
frame shows the benefit brought by RODT as introduced in
this paper, considering the discontinuous lane marks in the
right boundary. Though edges are not available in the gap,
global model as adopted in Method 1 helps to connect two
lane mark parts together, while weak-model-based Method
3 cannot. With RODT, Method 2 not only detects discon-
tinuous lane marks coherently, but also reasonably extends
detected lane marks to form complete lane boundary. In the
fourth frame, Method 2 shows its robustness over Method
3 on some extremely noisy environment. Though both

methods are using weak models, Method 2 is more robust
to the effect of noisy edges, especially in noisy shadow area.
Note that Method 2 is strictly a two-boundary algorithm,
while Method 1 and 3 are generally multi-boundary (includ-
ing one-boundary) algorithms. With these difference, they
will behave differently in large curvatures with two or one
boundaries visible, as shown in Fig. 16.

The quantitative analysis of the three methods is shown
in Table 3. In the table, “false positive rate” is calculated
for Method 1, as it uses line detection as a pre-processing
to detect all possible lane marks. While Methods 2 and 3
replace it with “false negative rate”, because our weak lane
models aim to find the existing left and right lane boundaries
in front of the vehicle. High detection rate with high false
positive rate, as Method 1 performs on Clip 2, means that
detection result contains correct lane marks as well as many
other outliers. The low detection rate for Method 3 on Clip 2
is due to extremely noisy road conditions with complex shad-
ows at the beginning of the clip. From the table, Method 2
is comparable with Method 1 based on the overall perfor-
mance, even a bit better. And Method 2 is more robust than
Method 3 for dealing with difficult road situations.
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Fig. 16 Method 2 in large curvature situation (Frames are from Zu
[14]). a Large curvature with two lane boundaries available, Method 2
works, as well as will Methods 1 and 3. b Large curvature with only

one lane boundary visible, Method 2 will fail, but Method 1 and 3 will
still work, as they are generally a multi-boundary algorithm

Fig. 17 Effectiveness of the
new lane model to the variation
of lane width in a single image
and sequence. a Frame 15 in
clip 4 to illustrate the lane ahead
with variational width. b Frame
20 in clip 4 with lane detected
using robust lane tracking.
c Bird’s-eye view of frame 20
with lane detected. d Lane width
variation in the first 40 frames of
clip 4. Note the width for frame
is the mean width of lane
boundary pairs calculated in
bird’s-eye view. e Lane width
variation in bird’s-eye view of
Frame 20

5.3 Width variation in the new lane model

As stated in Sect. 2, the new lane model introduced in this
paper can be used to deal with a lane with variational width,
as well as unparallel lane boundaries. A typical example from
clip 4 of the Caltech data set is used to illustrate the property
of this lane model. There’s a lane with changing width in the
first 40 frames of the clip 4 as shown in Fig. 17(a). The vari-
ation of lane width among these 40 frames as detected using
robust lane tracking is shown in Fig. 17(d). Meanwhile, the
variation of lane width within frame 20 (Fig. 17 b, c)is shown
Fig. 17(e). Furthermore, the specific state values of particle
filter for frame 20 are also provided in Fig. 18, which clearly
demonstrates the different values for angle β1 and β2, as well
as the changing of xc and α. This proves the capability of the

new lane model in dealing with lanes with variational width
and unparallel boundaries.

5.4 RODT for lane without lane marks

Distance transform used in this paper provides some other
useful information besides centerline compared with edge
map. In the first example as shown in Fig. 19, left lane
(or road) boundary is totally occluded by parked cars. How-
ever, there are many edges from cars or any other objects
along left lane boundary in the bird’s-eye image. With these
edges, RODT gives a distance map as if there are some real
edges along this boundary, as well as large distance value in
the centerline points. A lane is finally detected reasonably
using distance information. The second example in Fig. 19
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Fig. 18 State values tracked by
particle filter for frame 20 as in
Fig. 17. a Values of xc tracked.
b Values of α, β1 and β2 tracked.
Note that α is always positive,
but β1 and β2 are signed, with
positive as lane boundary turns
to left, and negative to right

Fig. 19 Two examples of
usefulness of RODT in detection
of lane boundary. a The input
image. b The edge map. Note
that the edges in the left
boundary is far from perfect.
c RODT of (b). The left
boundary (in black) and the
centerline (in white) are clear.
d Lane detection result

has a similar difficulty in detecting edges of left lane bound-
ary. This experiment proves that lane boundaries can be
detected in RODT if there are other abundant edges along
them.

6 Conclusions

This paper introduced a new weak lane model, and a possible
lane detection scheme using a particle filter. Furthermore, two
lane tracking methods were proposed and discussed. They
focus either on efficiency or on robustness, and can be applied
under different scenarios.

A simple and easy-to-calculate distance transform was
used in this paper for lane detection and tracking. It shows that
the distance transform is a powerful method to exploit infor-
mation in lane detection situations. The distance transform
can deal with discontinuous lane marks, provide information
for detection of the border or centerline of a lane, find initial
values for the particle filter, and adjust the tracking results
conveniently.
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