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Abstract. In this paper, a novel method is presented for gener-
ating a textured CAD model of an outdoor urban environment
using a vehicle-borne sensor system. In data measurement,
three single-row laser range scanners and six line cameras are
mounted on a measurement vehicle, which has been equipped
with a GPS/INS/Odometer-based navigation system. Laser
range and line images are measured as the vehicle moves
forward. They are synchronized with the navigation system
so they can be geo-referenced to a world coordinate system.
Generation of the CAD model is conducted in two steps. A ge-
ometric model is first generated using the geo-referenced laser
range data, where urban features, such as buildings, ground
surfaces, and trees are extracted in a hierarchical way. Differ-
ent urban features are represented using different geometric
primitives, such as a planar face, a triangulated irregular net-
work (TIN), and a triangle. The texture of the urban features is
generated by projecting and resampling line images onto the
geometric model. An outdoor experiment is conducted, and
a textured CAD model of a real urban environment is recon-
structed in a full automatic mode.
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1 Introduction

Up to now, many research groups in the photogrammetry com-
munity have been devoted to the analysis of aerial-based im-
ageries for the reconstruction of 3-D urban objects [3, 6]. Nor-
mally, aerial survey can cover a relatively wide area but fail
to capture details of urban objects, such as sidewalls (facades)
of buildings. On the other hand, most of the existing systems
in the computer-vision field have been demonstrated at small
scales, using simple objects, under controlled light conditions
[2,7,12]. With the development of the automobile-navigation
system, the 3-D Geographic Information System (GIS), and
applications using virtual and augmented reality, details of ur-
ban outdoor objects are found to be of importance, as user view
points are involved on the ground, not in the air. An efficient
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reconstruction method is required that exploits ground-based
survey techniques on a large scale, for complicated and unex-
pected object geometries, under uncontrolled light conditions.

1.1 Related works

Several systems aimed at generating 3-D models of the real
world have been developed during the last few years. Accord-
ing to the major data source being used for reconstructing
object geometry, the systems can be broadly divided into two
groups. One is called an image-based approach. The other is
called a range-based approach. In the first group, 3-D mod-
els of urban scenes are reconstructed, using still or moving
images. Image-based approaches are also called indirect ap-
proaches, since object geometries have to be extracted auto-
matically or with human assistance, using stereo or motion
techniques. Debevec et al. [4] presented an interactive method
for modeling and rendering architectural scenes from sparse
sets of still photographs, where large architectural environ-
ments can be modeled with far fewer photographs than using
other fully automated image-based approaches. Bosse et al. [1]
developed a prototype system of automatically reconstructing
textured geometric CAD models of urban environments us-
ing spherical mosaic images, where the camera’s position and
orientation of each spherical image is first initialized using po-
sitioning sensors, then refined through image matching. Geo-
metric representation is extracted, either using feature corre-
spondence or by identifying vertical facades. Uehara and Zen
[14] proposed a method for creating textured 3-D maps from
existing 2-D maps, using motion techniques, where a video
camera is mounted on a calibrated vehicle, and the image
streams that are captured are geo-referenced onto the existing
2-D map using GPS data. Through the above research efforts,
it has been demonstrated that an image-based approach can be
used in reconstructing 3-D models of urban outdoor environ-
ments. Whereas, the difficulties in reliable stereo matching,
distortion from limited resolution and unstable geometry of
CCD cameras are the major obstacles to reconstructing a 3-D
model of complicated environment with the necessary accu-
racy and robustness.

In the group of range-based approaches, 3-D models of
urban scenes are reconstructed using range data. Range-based
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approaches are also called direct approaches, since object ge-
ometry can be directly measured using range scanners. In
recent years, with the development of eye-safe laser range
scanners, reconstructing relatively large objects in an urban
environment using range data has become technically feasi-
ble. Sequeira, et al. [11] and El-Hakim et al. [5] developed
systems of reconstructing rather large-scale indoor environ-
ments. Stamos and Allen [13], and Zhao and Shibasaki [15]
aimed at generating 3-D models of urban outdoor objects. In
these systems, since range scanners are mounted on station-
ary platforms, they are also called stationary system. Range
images produced by the systems are, typically, rectangular
grids of range distances (or 3-D coordinates after conversion)
from the sensors to the objects being scanned. Objects are
measured from a number of view points to reduce occlusions
where location and direction of view points are unknown or
roughly obtained using GPS, gyro sensors, and/or other nav-
igation systems. Range data obtained in different view points
is registered and integrated; then a completed model of the
urban environment is reconstructed.

There are several drawbacks to stationary systems. First, in
data acquisition, successive range views have to keep a degree
of overlay so that location and direction of view points can
be traced (or refined) by registering range data. Planning for
viewpoints and directions in data acquisition becomes difficult
when measuring large and complicated scenes, since a balance
between the degree of overlay and the number of viewpoints
has to be decided according to both the target objects and
the registration method. Second, there is still no registration
method that can succeed in automatically registering range
data of all kinds. When the number of range views increases,
registration while keeping necessary accuracy becomes diffi-
cult. Thus, it is very important to update stationary systems
to moving-platform ones (called vehicle-borne systems) for
reconstructing 3-D models of large real scenes.

2 Outline of the research

In the sensor system developed by Konno et al. [9], three
single-row laser range scanners and six line cameras are
mounted on a measure vehicle (GeoMaster), which has been
equipped with a GPS/INS/Odometer-based navigation sys-
tem. The sensor system outputs three kinds of data sources:
laser range points, line images, and navigation data. Either
laser range points or line images are in the sensor’s local co-
ordinate system at the moments of measurement. They are
synchronized with the navigation data using the sensor’s local
clock. This research contributes to a method of reconstructing
textured 3-D models of urban outdoor environments by fusing
the data outputs of the sensor system. It has two procedures.
A geometrical surface model is first generated, using the in-
tegrated model of laser range points, where all laser range
points in the sensor’s local coordinate system at the moments
of measurement are geo-referenced to a world coordinate sys-
tem, using both the navigation data and the calibration param-
eters of the sensor system. Texture data is then generated by
projecting line images onto the geometric model, where line
images are geo-referenced to a world coordinate system in
the same way as that of laser range points. In the following,
we will first briefly describe the hardware system and a way

of geo-referencing each kind of data source. We then present
the method for geometric model reconstruction and texture
mapping. An outdoor experiment is conducted in a real ur-
ban environment, The Kirigaoka apartment complex, where
the measurement vehicle runs a course of about 1.5 km, at a
speed of 20∼40 km/h. A textured CAD model, including the
urban features, such as buildings, trees, roads, etc., along the
measurement route, is generated in a fully-automated mode.
The experiment results and discussions are subsequently pre-
sented.

3 Sensor system and geo-referencing of data outputs

The sensor system consists of three different kinds of sensors,
each for a specific purpose. They are the laser range scan-
ners (sensors for measuring object geometry), the line cam-
eras (sensors for capturing object texture), and the GeoMaster
(the moving platform).

3.1 Laser range scanner – sensor for measuring object
geometry

Single-row laser range scanners, LD-As (Fig. 1a), produced
by IBEO Lasertechnik, are used in the sensor system. In one
scanning (a range scan line), the LD-A profiles 600 range
points of the surroundings on the scanning plane within 300◦.
A blind area of 60◦ exists, due to the hardware configuration
(Fig. 1b). The LD-A has a maximum range distance of 100 m
and an average error of 3 cm. The frequency of the LD-A is
20 Hz, implying that it profiles 20 range scan lines per second.
Figure 1c shows a piece of range image, where each column
corresponds to a range scan line, and range scan lines are
aligned in the order of the measurement sequence.

3.2 Line camera – sensor for capturing object texture

Line cameras are implemented in the sensor system. Each has
an 8 mm F4 fish-eye lens with a vision field of 180◦ on it

Fig. 1a–c. Laser range finder (LD-A) and examples of range data:
a configuration of LD-A, b range points in a scan line, c a piece of
range image
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Fig. 2. Line camera and an example of a line-image strip

(Fig. 2a). In each snapshot, a single-row image (line image)
of 1 × 2048 pixels, is captured on the scanning plane. Among
the 2048 pixels, about 224 pixels (≈ 20◦) on each side are dis-
carded, due to high lens distortions. Line images are captured
at a rate of 80 Hz by each line camera. Figure 2 shows a strip
of line images, where each column corresponds to the valid
pixels of a line image.

3.3 GeoMaster – moving platform

The measurement vehicle, the GeoMaster (Fig. 3b) is equipped
with a highly accurate GPS/INS/Odometer-based navigation
system, the HISS [9]. A method for improving the accuracy of
the navigation system in a highly dense urban area is addressed
in [16]. In this paper, we assume the navigation error of the
moving platform is small enough.

3.4 Sensor alignment

Three LD-As and six line cameras are mounted on the roof of
GeoMaster, as shown in Fig. 3a. The LD-As and the line cam-
eras are installed with their scanning planes at different angles
to reduce occlusion. In this research, all exterior calibration
parameters (relative angles and distances) between the sen-
sors’ local coordinate systems are obtained through physical
measurement; all interior calibration parameters (e.g., focus
length) are obtained from the maker or sensors’ specifications.
For data measurement, all sensors keep recording data sources
as the vehicle moves ahead. When the GeoMaster moves at a
speed of 20 km/h, line images are captured at intervals of about
6.9 cm by each line camera, range scan lines are profiled at in-
tervals of about 27.8 cm by each LD-A, and navigation data
(location and direction of the vehicle at the local coordinate
system of HISS) are measured at intervals of 20 cm. Naviga-
tion data is associated with each line image and range scan line
through linear interpolation, using the sensors’ local clocks.

3.5 Geo-referencing data sources

Figure 4 shows the conceptual figures of geo-referencing range
scan lines and line images in each sensor’s local coordinate
system at the moment of measurement to a world coordinate
system. According to the navigation data associated with each
range scan line and line image, a transformation matrix Thg

Fig. 3a,b. Sensor system: a sensor alignment, b measurement vehicle
(GeoMaster)

Fig. 4a,b. Conceptual figures of geo-referencing data sources: a
geo-referencing of range-scan line, b geo-referencing of line image

from the coordinate system of HISS to a world coordinate sys-
tem is calculated, where the origin of HISS is at the center of
the GPS antenna. On the other hand, a transformation matrix
Tlh from the coordinate system of the LD-A and a transforma-
tion matrix Tch from the coordinate system of the line camera
to the coordinate system of HISS are calculated, based on the
exterior calibration parameters. Both Thg , Tlh, and Tch are in
homogenous notations. In the case of the LD-A, a right-hand
coordinate system is defined with its origin at the center of
the laser head. The laser head of the LD-A does a clockwise
rotation with its starting angle downward. The Z-axis and X-
axis are defined composing the scanning plane, at the angles
of 180◦ and 270◦ from the starting angle. A range point with
a range distance of r at an angle of α is geo-referenced to the
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Fig. 5. Data and processing flows of geo-
metric modeling

world coordinate system as follows:

(x, y, z, 1)T = ThgTlh(−r sin α, 0,−r cos α, 1)T . (1)

In the case of the line camera, a right-hand coordinate
system is defined with its origin at its projection center. Z-
axis is defined upward from the line camera, and Y -axis is
opposite the projection axis. The focus length, f , of the line
camera as well as a formula defining the relationship between
the index of image pixel, h, and its projection angle, ω, towards
the projection axis is obtained from the sensor’s specification.

ω = 2 × arcsin((h − o)/2/f), (2)

where o is the image center, which is obtained by doing a
physical measurement using sample images. Using Formula
2, the projection vector of image pixel, h, is geo-referenced to
the world coordinate system as follows:

(x, y, z, 0)T = ThgTch(0,− cos ω, sin ω, 0)T (3)

4 Creating a geometric model

The goal of geometric modeling is to generate a surface rep-
resentation of urban features with small a data size for use in
commercial applications. In the present research, urban fea-
tures are reconstructed in three levels. They are buildings,
trees, and ground surfaces, where buildings are further di-
vided into vertical and nonvertical building surfaces. Geomet-
ric modeling is conducted in two interrelated procedures: the
classification of range points and geometric feature extrac-
tion. Figure 5 is an overview of the data and processing flows.
Range points are classified by first segmenting each range scan
line into line segments, then grouping the range points using
a hierarchical procedure based on the following simple and
intuitive rules.

1. A range point belonging to a vertical line segment of range
scan line might be the measurement of vertical building
surface.

2. A range point belonging to a horizontal line segment at
the ground elevation might be the measurement of road
surface. Relative elevation from the origin of the LD-A to
the nearest ground surface is almost constant. It has been
calculated previously in calibration stage.

3. A range point belonging to a nonvertical line segment and
above the ground elevation might be the measurement of
nonvertical building surface.

4. The range point of a tree always has a high distribution
variance among the neighboring range points of successive
range scan lines.

5. An isolated range point has low reliability.

Segmentation of range scan lines is conducted in two di-
mensions. The coordinate system is defined consistent with
the one in Fig. 4a, where Y -axis is omitted. The method pre-
sented in [10] is applied in this research to extract line seg-
ments from range scan lines. Figure 6 shows three examples of
line segment extraction. As a result of line segment extraction,
range points are broadly divided into four groups: the measure-
ment of vertical building surfaces, ground surfaces, nonverti-
cal building surfaces, and others (trees). However, misclassi-
fication exists in practice. For example, many line segments
are extracted in the measurement of trees (Fig. 6b); whereas,
they are not objects that are characterized as linear features.
The above classification result is used as a starting point of the
subsequent procedures in geometric modeling, through which
geometric characteristics of range measurements are tested
and verified.

Geometric extraction of vertical building surfaces, ground
surfaces, nonvertical building surfaces, and trees is conducted
in a subsequent way, as shown in Fig. 5, using the correspond-
ing group of range points. On the other hand, classification
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Fig. 6. Segmentation of range scan lines

of range points is validated and refined, using the extracted
geometric features. For example, the range points near to a
vertical planar face are classified as the measurement of ver-
tical building surfaces. On the other hand, the range points
belonging to vertical line segments might be discarded if no
vertical planar face is extracted from the range points. In the
extractions of vertical building surfaces, the Z-image is used,
which has been defined and demonstrated with efficiency in
an urban outdoor area in [15], so that a 3-D extraction is con-
verted to a 2-D problem. Line segments are first extracted from
the Z-image of the range points belonging to the group of ver-
tical building surfaces (Fig. 7a, b). Line segments are then
recovered to vertical polygons, using the corresponding range
points to define boundaries (Fig. 8b). As for the extraction
of ground surfaces, range points are projected onto a regu-
larly tessellated horizontal plane, and an elevation map of the
ground surface is generated, using the minimal Z-value of the
range points in each grid cell. A TIN model is constructed on
the elevation map to represent the surface geometry (Fig. 8a).
Nonvertical building surfaces are extracted, using an existing
3-D approach, the USF segmentation algorithm. A detailed
technical explanation can be found in [8]. After extracting the
building and ground surface, the left set of range points are
mixed data of trees, parking cars, utility poles, irregular points,
etc. One of the major differences between trees and the others
is that the measurement of trees always yields a large cluster
of range points. The Z-image of the left set of range points
is generated. The range points that correspond to isolated or
small clusters of image features in the Z-image are removed.
Triangular cells are used to model trees, where each range
point of the measurement of trees is amplified into a small
triangle. The shape of the triangle is decided in a random way,
whereas, surface normal is pointing to the center of the range
scan line, and distances from each vertex to the range point
are limited in a given range (Fig. 8a).

5 Texture mapping

Figure 9 explains the principle of line image measurement,
where trajectory of the line camera #5, i.e., positions and
principle axes (Fig. 9a), the corresponding strip of line images
(Fig. 9b). Distortion in the strip of line images is obvious. It is
caused by the change of relative distance and direction from

Fig. 7a,b. Extracting geometric features: a a Z-image of all range
points, b extracting vertical planar faces using Z-image, c classifica-
tion result

Fig. 8a,b. Modeling geometric features: a ground surface in TIN
model, b a perspective view of the geometric model

Fig. 9a,b. Texture mapping onto the geometric model: a positions
and principle axes of line camera, b the strip of line images, c texture
mapping using geo-referenced line images

the line camera to the objects. In order to correct the distortions
and generate a texture of direct proportion to each object, line
images are resampled as follows.

1. The texture of each building surface is generated, using the
data from the line camera that is both close and has a large
incident angle to the planar face. It is conducted as follows:
Project and resample the line images of each line camera
on the planar face separately, where the projection vector
of each line image pixel is calculated using Formula 3. The
texture that is made of the maximal line-image pixels is
selected.

2. The texture of the TIN-based ground surface is generated
in two steps. First, project and resample the line images
of all line cameras on a horizontal plane at almost the
same elevation level as the ground surface, where image
pixels of line cameras #2 and #5 have higher priorities
and will not be covered by those of other line cameras.
Second, project each vertex of the TIN model along the
direction of range beams to the horizontal plane to create a
connection between the TIN-model and the texture image.

3. The texture of trees is generated using synthetic colors,
since the projection of line images onto the range points
of trees is not reliable, due to occlusions.

An example of texture mapping onto a geometric model
of Fig. 8b is shown in Fig. 9c.
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Fig. 10. A map of the testing site

6 Experimental results and discussion

An experiment was conducted in a real urban outdoor envi-
ronment, Kirigaoka apartment complex in Tokyo. The mea-
surement vehicle ran a course of about 1600 m at a speed of
20∼40 km/h. A map of the testing site and the vehicle trajec-
tory is shown in Fig. 10. Over 7000 range scan lines and 30,000
line images were measured by each LD-A and line camera, re-
spectively, as the vehicle moved forward. As an example, the
range image measured by LD-A #2 and the strips of line im-
ages captured by line cameras #2 and #5 are shown in Fig. 11.
It can be seen that except for distortions, buildings, trees, as
well as other urban facilities, were captured clearly by each
kind of data source with rather high resolution. The arrows in
Fig. 11 denote the same objects that were measured in differ-
ent data sources. All range scan lines and line images were
geo-referenced, using the calibration parameters and naviga-
tion data. As has been addressed before, the major purpose of
exploiting multiple LD-As and line cameras is to reduce occlu-
sion. It is demonstrated in Fig. 12. Figure 12a–c show the range
points measured by LD-As #1, #2, and #3, respectively. It
can be found that by a single LD-A, only a part of the building
surfaces that have large incident angles with laser beams were
measured. Figure 12d shows the integrated range points of
three LD-As, from which all the building surfaces observable
from the road were extracted with more reliability. Perspec-
tive views of the extracted surfaces are shown in Fig. 12e, f.
A textured CAD model of the Kirigaoka apartment complex
was reconstructed by first extracting geometric urban features
using the integrated model of range points. In this experiment,
there were a total of 7,613,502 range points from the LD-A
measurements (Fig. 13a). As shown in Fig. 13b, 155 pieces
of vertical building surfaces were extracted. Texture mapping
was subsequently conducted, using the geo-referenced line
images. Two perspective views of the textured CAD model
are shown in Fig. 13c, d, with their view points on the ground
and from the air, respectively. All the processes were con-
ducted in a Windows PC with a Pentium III Processor, CPU
500MHz, RAM 256MB. Time cost of the total processing was
3∼4 hours.

7 Conclusion

In this paper, a novel method is presented for efficiently gen-
erating textured CAD model of urban outdoor environments

Fig. 11. An example of range and line images measured in an urban
environment

Fig. 12. Reducing occlusion using multiple laser range and line
images: a range points by LD-A #1, b range points by LD-A #2,
c range points by LD-A #3, d integrated model of range points, e
geometric surface model, f texture surface model

Fig. 13. Perspective views of the textured CAD model of Kirigaoka
apartment complex: a integrated range points, b geometric surface
model, c textured surface model (viewpoint from the air), d textured
surface model (viewpoint on the ground)

using vehicle-borne laser range scanners and line cameras.
Both laser range scanners and line cameras are synchronized
with a GPS/INS/Odometer-based navigation system, so that
the range and line images that are measured by different de-
vices can be geo-referenced onto a world coordinate system.
Generating a textured CAD model of urban outdoor environ-
ments is conducted in two procedures, where range data are
first used to generate a geometric model of urban features and
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then line images are projected and resampled on the geomet-
ric model. Through an experiment, it is demonstrated that an
urban outdoor environment can be reconstructed with high
automation and efficiency.

On the other hand, many lessons are learned through the
system development.

1. Although laser scanners and line cameras can be aligned
to any moving platforms [16], to achieve the same objec-
tive, reducing the positioning and calibration errors, es-
pecially those from the vibration of the moving platform,
is the key issue of the system. It is one of the major dif-
ficulties that preventing the success in many further data
processing. For example, in this research, line images of
different line cameras are not fused to the level of image
pixels for two reasons: (a) Due to the positioning and cal-
ibration errors, projection vectors of the same line camera
have better consistency than those of different line cam-
eras. (b) Brightness and contrast parameters of line images
are affected by camera orientations, sunlight, surrounding
objects, etc. It is difficult to correct the image pixels of
different line cameras automatically to the same level of
brightness and contrast without accurate positioning and
calibration parameters to solve corresponding problems.

2. There are so many kinds of objects in urban outdoor envi-
ronments. Do we really need accurate models of all kinds?
For example, a tree is one of the major kinds of objects in
urban outdoor environments. It occupies almost one-third
of the range data, and blocks the texture of many vertical
building surfaces in the above experiment. Is it necessary
for us to model it as it is in the high expense of computation
cost and data size? To what extent is a generalization of the
tree acceptable for an application in the sense of speed, ac-
curacy and visualization? Besides trees, there are parked
cars, telegraph poles, electric wires, traffic signals, etc.,
which are also required to be classified and modeled in
different strategies. A systematic scheme of classification
and model generation of different kinds of urban features
is required.
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