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Artificial intelligence (AI) refers to the theory and devel-
opment of computer systems able to perform tasks nor-
mally requiring human intelligence. AI is at the top of the 
hype curve and an increasing number of studies based 
on machine learning are starting to appear in the inten-
sive care literature [1–9]. One subset of machine learning 
techniques, deep learning (DL), has the potential to rev-
olutionize the way healthcare is delivered. To make the 
most of the opportunity presented by this technological 
paradigm shift clinicians will need to acquire the knowl-
edge and skills to correctly interpret the information gen-
erated by these complicated algorithms. Here we provide 
a brief introduction to deep learning and the mechanics 
of what happens inside the so-called black box.

Deep learning use representation learning, also known 
as feature learning, to map input features (analogues to 
prediction variables in traditional statistics) to an out-
put [10, 11]. This mapping process occurs inside multiple 
connected layers which each contain multiple neurons. 
Each neuron is a mathematical processing unit which, 
combined with all other neurons, is designed to learn the 
relationship between the input features and the output 
(Fig. 1).

The first step in developing a deep neural network 
(DNN) is to determine the type of problem that needs to 
be solved. Examples of problem types include clustering, 
regression, classification, prediction, optimization, usage 
of sensors and motor controls in robotics, and vision. 
If, for example, the purpose is to predict mortality one 
is dealing with a classification problem, while aiming to 

predict a future event represents a prediction problem. 
Reading a chest radiograph would be a vision problem. 
Each of these types of problems requires a DNN designed 
specifically to solve it.

The nature of the data available to train a DNN is 
another important consideration. Supervised learning 
can occur if the data used to train the DNN is labeled, 
meaning the output (e.g. mortality in the case of a binary 
classification problem) is known. If the output label is 
unknown, unsupervised approaches are required. An 
example is the use of clustering to identify groups in the 
data, or dimensionality reduction to generate a less com-
plex representation of the data. A third category known 
as semi-supervised learning uses labeled data sets to 
improve the results of unsupervised learning [12].

DL algorithms are complex mathematical structures 
with several processing layers that can separate the fea-
tures of data, or representations, into various abstraction 
layers. In supervised learning, a DNN sequentially passes 
the input feature data from the neurons in one layer to 
the neurons in the next layer during a process that is 
repeated many, often thousands, of times (one cycle or 
iteration is known as an epoch). At each step informa-
tion is extracted and passed to the next layer. Each neu-
ron accepts weighted inputs from multiple other neurons 
(see Fig.  1). These inputs are summated and passed to 
an internal activation function, a hyperparameter cho-
sen to optimize the model’s performance. If the activa-
tion threshold is exceeded the neuron will generate an 
output which is combined with a weight value before 
being passed to multiple neurons in the next layer. If the 
threshold is not exceeded, the output will equal zero.

The ‘knowledge’ of the DNN is captured in its weight 
values. The weights are analogues to coefficients or odds 
ratios in a traditional statistical model. Compared to a 
large multivariable statistical model which might con-
tain fewer than 50 coefficients, even small DNN can have 
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many thousands of weights, while large recurrent or con-
volutional networks often have many millions.

Once information has passed through all layers, as 
described above, the model generates an output which 
is compared with the truth, based on the label value. An 
error is calculated and then used to update the weights 
in a process known a backpropagation. For this, a special 
mathematical function, known as the loss function, needs 
to be specified. The exact type of loss function depends 
on the nature of the model, but it is essentially a tool for 
evaluating the performance of a model on some given 
data, with a low value indicating better performance than 
a higher value. During the multiple learning epochs the 
model aims to minimize the error and find the combi-
nation of weight values that generates the lowest error 
value. This repeated updating of weights based on the 
size of the error is what is referred to as ‘learning’.

Artificial intelligence, particularly deep learning, rep-
resents a considerable and, quite possibly, disruptive 
leap forward in improving the technologies supporting 
healthcare. Such computer algorithms are tools that can 
be trained to improve patient care quality by increas-
ing diagnosis accuracy and decreasing workload stress 
on human care providers. They offer opportunities for 
automation and prediction not previously seen in health-
care. Very large data sets can be used to find correlations 
and patterns in clinical data in a way that is probably 
impossible using the unaided human brain or traditional 
approaches. Finally, deep learning systems can help care 
organizations to engage more effectively with staff and 
patients.

In future, deep learning systems may evolve to 
become sine qua non in that they perform the functions 

computers are good at while supporting caregivers in 
doing the things humans are good at.
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