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Abstract Background: Until now,
tools for continuous cardiac output
(CO) monitoring have been validated
as if they were tools for snapshot
measurements. Most authors have
compared variations in cardiac output
between two time-points and used
Bland–Altman representations to
describe the agreement between these
variations. The impacts of time and of
repetitive measurements over time are
not taken into consideration. Pur-
pose: This special article proposes a
conceptual framework for the valida-
tion of CO monitoring devices. Four
quality criteria are suggested and
studied: (1) accuracy (small bias),
(2) precision (small random error of
measurements), (3) short response

time and (4) accurate amplitude
response. Because a tolerance is
obviously admitted for each of these
four criteria, we propose to add as a
fifth criterion the ability to detect
significant CO directional changes.
Other important issues in designing
studies to validate CO monitoring
tools are reviewed: choice of patient
population to be studied, choice of the
reference method, data acquisition
method, data acceptability checking,
data segmentation and final evalua-
tion of reliability.
Conclusion: Application of this
framework underlines the importance
of precision and time response for
clinical acceptability of monitoring
tools.
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Introduction

Measurement of cardiac output (CO) provides important
information that can be used for diagnosis and therapeutic
optimization of patients with haemodynamic instability.
Over the past 20 years, efforts have focused on providing
less invasive, continuous CO monitoring devices. With
every new device comes the need for validation and
evaluation of its usefulness in the clinical setting.

Consideration of time as an independent variable creates
differences between measurement and monitoring.
Because there are intrinsic differences in information that
can be obtained from measurement devices versus mon-
itoring devices, the need for specific validation methods
for monitoring tools has been suggested [1]. This special
article proposes a conceptual framework for validation of
CO monitoring devices that may have some relevance for
other types of monitoring.
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Quality criteria for monitoring devices’ acceptability

To validate a new CO monitoring technology, most
authors have compared the CO measurements obtained
with a new studied technology (ST) and a reference
technology (RT) at two time-points [2]. The Bland–
Altman representation, created to compare two techno-
logies when none can be considered as a gold standard, is
widely used to describe the agreement between ST and
RT [3]. This approach is limited to the estimation of the
bias and of the inter-patient variability of the bias [4].
Precision and time response are not taken into consider-
ation. In addition, RT must be considered a priori superior
to ST. So, alternative strategies need to be developed [1].

Physicians trust in a given value if the device is
accurate and they trust in a change in this value if the
device is precise. Thus, an acceptable device for CO
monitoring must fulfill the two traditional quality criteria
required for CO measurements: high accuracy and high
precision. The term ‘‘precision’’ is sometimes improperly
used for inter-patient variability of the bias (or ‘‘preci-
sion’’ of the bias) illustrated by the Bland–Altman plot.
Precision is also sometimes improperly used to describe
the global variability of measurement that may include:
(1) the true precision of the monitoring system, (2) the
physiological intra-patient variability of the measured
variable, (3) artefacts, (4) the inter-patient variability
when data from different patients are pooled together and
(5) the inter-device variability when using different
machines. In this paper, ‘‘precision’’ is restricted to its
strict metrological definition, i.e., the variability of values
due to random errors of measurement. Therefore, preci-
sion is an intrinsic system property, independent from
bias, and does not necessarily require a reference method
to be analyzed (Figs. 1, 2).

In addition to accuracy and precision criteria, the
validation of a monitoring device must take into account
the changes in the monitored variable over time. Indeed,
good time response and accurate response amplitude are

vitally important qualities. As we are forced to accept a
certain margin of error (tolerance) for accuracy, precision,
and time response, the cumulated effect of these errors
may compromise the clinical utility of the monitoring
device. An estimation of the sensitivity and specificity in
the detection of significant directional changes is there-
fore a fifth important criterion in the evaluation of the
reliability of a device. This ability to track a disease’s
progression and therapeutic impact is more dependent on
precision and time response than on device accuracy.

Principles of evaluation of monitoring devices

The following steps should be considered: (1) choice of
patient population to be studied, (2) choice of reference
method, (3) data acquisition method, (4) data accept-
ability (5) data segmentation and (6) analysis of quality
criteria.

Choice of patient population to be studied

In order to generalize the results of a validation study,
patients must represent the population where the device is
likely to be used. For intensive care, new monitoring
devices should be tested in patients with septic and non-
septic conditions, spontaneous and mechanical ventila-
tion, treated with vasopressive drugs or vasodilators. In
addition, the population studied must have a high likeli-
hood of changes in CO during the study period. This can
best be performed by building into the protocol an
intervention that should, on its own, change CO, such as
an intravenous fluid challenge, a change in PEEP levels or
the infusion of drugs likely to induce a change in CO.

Choice of the reference method

Ideally, validation of a ST requires an independent vali-
dation of each of the five quality criteria listed above
against a specific gold standard that would give instan-
taneous exact values. However, in practice, we are often
limited to assessing the clinical acceptability of an ST by
comparison with a widely used RT based on these five
quality criteria.

A CO gold standard is necessary only to assess
accuracy and amplitude of response of CO monitoring
systems. Although enunciated in 1870, the Fick principle
[5] is still considered the gold standard for CO measure-
ment in the physiology laboratory [6]. In fact, besides
very specific and limited situations such as the use of an
extracorporeal circuit or an internal Doppler flow probe
[7, 8], a gold standard for CO accuracy is most often

Accurate and Precise Accurate and Not Precise

Not Accurate and Not PreciseNot Accurate and Precise

Fig. 1 The device is accurate when the average is close to the
target center. The device is precise when all measurements are
close together (adapted with permission [42])
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lacking. A widely used technology known to provide
acceptable accuracy can then be taken as RT. In clinical
practice, the bolus thermodilution technique has been
widely accepted as a reference method [9–13]. However,
it requires manual intervention, therefore leading to intra-
and inter-investigator variability [11]. In any case the
comparison between an ST and any RT must be per-
formed using the same time scale. As an example, when
using bolus thermodilution as RT, a 3–5 min averaging of
the ST must be compared to the thermodilution obtained
by averaging at least three concordant measurements,
which takes a minimum of 3–5 min. Since the standard
error of the mean (SEM) due to random errors of mea-
surements depends on the number of measurements
averaged, the precision of the RT has to be considered
[14]. Thus, the study design should include the determi-
nation of the coefficient of variation (2SD/mean) and the
coefficient of error (2SEM/mean) for the RT to ade-
quately assess and report the validity of the ST.

Since no CO monitoring device has fulfilled an inde-
pendent ideal validation of all five quality criteria, there is
a lack of consensual monitoring RTs. The clinical global
acceptability of an ST must be validated against a com-
parable system, i.e., real-time, automatic and continuous,
with validation data that are completely understood. A CO
monitoring device should ideally provide reliable data to
track long-term changes and also to provide snapshot
information. Although some devices may analyze stroke
volume beat-by-beat, a ‘‘snapshot measurement’’ is in
reality a signal averaging obtained during a specific period
of time. A 1-min averaged value seems adequate to
properly assess changes in CO during critical situations or
therapeutic tests. When considering a clinically acceptable
RT for CO monitoring, continuous cardiac output moni-
toring using a pulmonary artery catheter (PAC-CCO)
allows measurements of CO with both intermittent ther-
modilution boluses and two different time-averaging

intervals for continuous monitoring. With a poor time
response [15] and low precision [16–18], the PAC-CCO
method is by no means perfect. Despite these limitations,
the PAC-CCO, however, remains the most commonly
used RT [1, 19–21] as the averaged bias has been deemed
to be acceptable in a wide variety of clinical situations [15,
22–27]. There is an increasing body of evidence that less
invasive methods allowing continuous CO monitoring
with better time response and better precision will fulfill
most of our criteria in the near future [14, 28–32]. How-
ever, few of these have as yet been submitted to a thorough
analysis as recommended here [1], allowing researchers to
reliably assess their limitations for each of the five listed
quality criteria. This is of critical importance since any
technology can be used as the RT only when researchers
are experienced in the technique and well versed in its
limitations.

Data acquisition method

A completely automatic, continuous data-collection tech-
nique should be used for both RT and ST to avoid errors
inherent to collection of large numbers of values and to
limit any inter-observer variability. Time sampling may be
an issue when comparing two devices using different
technologies. From the original signal to the CO value, seen
on the screen or stored in a data base, there is some form of
complex signal processing specific to each technology. It is
unusual in clinical practice for the clinician to modify an
instrument’s signal and it is not in the scope of this article to
study signal processing. In summary, all manufacturers
must compromise between time response and variability.
Smaller sampling time is necessarily associated with faster
time response but also with larger variability. The final
choice is based on intrinsic properties of each technology.
As example, for PAC-CCO, the ‘STAT’ value of the
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Fig. 2 Left panel CO trend line. Red line ST curve, Black line RT
curve. Right panel Bland–Altman representation. Since the slopes
are quite parallel (ST 53%, RT 40%) the bias can be seen from the
distance between the two slopes in the Y axis (left panel) or from
the averaged difference between the values (-1.53 L/min in the
right panel). The precision, namely the variability around the slope
is smaller for ST (7%) than for RT (27%; left panel). Due to the

slope and the large variability of the RT, the percentage of error
(2SD of the difference/RT mean value) as given by a Bland–
Altman plot is large, ±2.54 L or ±30%; this indicates a large
variability of the bias but tells us nothing about the real ST
precision because bias and precision in both techniques are mixed
together
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PAC-CCO provides a 1-min running average of random
micro-thermodilutions. The value of CO seen on the main
screen of the monitor is an average of at least five STAT
measurements. As mathematically predicted, averaging
more data decreases the variability and the time response
but not the accuracy [33]. Ideally, when comparing two
devices, the smallest possible time sampling allowed by the
two manufacturers should be used for greatest clinical
applicability

Data acceptability

Before analyzing the data collected as described above, it
is important to validate the data. A list of limitations must
be prospectively determined based on the technologies of
both ST and RT. For example, periods of time when the
patients are agitated, when one or both systems become
disconnected, or where there is clear evidence of a situ-
ation leading to unrealistic results, must be deleted. This
is a critical step of the validation that can be altered by
user input. Then, data must be evaluated by an indepen-
dent assessor who is blinded to the choice of monitoring
technology (RT or ST). Situations where unrealistic
results are found can be studied separately a posteriori to
identify specific limitations of one device.

Data segmentation

When enough data points are available, a cross correlation
may show if the trend waveforms of two devices are
comparable or not. Additionally, it is sometimes neces-
sary to divide the monitoring trend line into periods of
unchanged, increasing or decreasing value. Studying
time-periods mixing different slopes in the trends leads to
invalidation of the estimation of precision because actual
changes in CO contribute to the variability of CO mea-
surements. Moreover, differences in time responsiveness
between ST and RT may spuriously increase the bias. We
may also imagine that the quality criteria of both ST and
RT are not equivalent when the CO is increasing or
decreasing, especially when sophisticated smoothing
algorithms are used. Thus, accuracy and precision are best
analyzed during periods of stable CO.

Easy database segmentation can be performed using
the slope of the trend line of the monitored variable.
Inflexion points between two consecutive slopes may also
be automatically determined using the minimum sum of
residuals for the two segments proposed by John-Alder
[34]. Figure 3 shows the example of a trend of a CO
monitoring device as ST and a simultaneously recorded
trace of a PAC-CCO used as RT. In this example, the
changes in the two variables tracked each other fairly
closely during the transitions, though the ST tended to
change more quickly than the PAC-CCO.

Analysis of quality criteria

Essential qualities of any new monitoring device include
a small bias, a high precision, a short time response and
accurate amplitude response. However, for medical
decision making, we may have different tolerance
thresholds for these criteria. A 30% bias in CO does not
necessarily change the therapeutic target [35] whereas a
low precision and/or a low responsiveness may hide the
occurrence of significant CO changes and may lead to
unacceptable delays in therapeutic changes. Optimal
assessment of each of these criteria relies on the use of
specific statistical methods and mandates a prospective
definition of tolerance level.

Bias

The bias between an ST and an RT is the averaged dif-
ference in values during a specific period of time. The
inter-patient biases can be displayed using a Bland–
Altman representation. It can be averaged and reported
in L/min, or in % (bias/mean value). The inter-patient
variability of the bias can be reported using 2SD of the
bias (limits of agreement = ±2SD) [3], the coefficient of
variation (2SD of the bias/mean value) [35] or using the
frequency distribution of the relative error (RE = abso-
lute value of the bias/RT mean value) [1].

As differences in delay and amplitude of response
between ST and RT may spuriously affect the estimated
bias when the monitored variable changes rapidly
(Fig. 3), the bias is optimally assessed during periods of
time where the monitored variable is stable. For CO,
stability over the selected time interval can be defined
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Fig. 3 CO trend line segmentation in different phases. Red line ST
curve, Black line RT curve. From min 1–90 (arrow), the RT slope
(dotted blue line) is increasing (?25%). From min 90–235, the
slope is unchanged (-2%). Between min 235–250, a PEEP test was
performed, resulting in a sudden fall in CO (negative challenge),
then stopped, resulting in a sudden increase (positive challenge).
From min 275–360 the slope is increasing (?20%). After min 235,
the slopes are not represented in this figure for better readability.
These different periods of time must be analyzed separately
(reprinted from [1])
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when the RT trend line slope is within ±10% with a
precision (defined below) lower than 20%. In this situa-
tion, the Standard error of the RT mean value is given by
the formula SEM = SD/Hn. Even if SD = 20% for the
RT, SEM is only 2% when 100 points are averaged during
a period of stable CO and RT; averaged value can then be
considered as close to the real CO value. The bias can be
calculated first for the smallest sampling of time points
(i.e., 1 min), and then averaged for each individual
patient’s period of stability, resulting in an inter-patient
equivalence independent of the duration of analysis.
Additionally, this provides the reader with two extreme
averaging possibilities: the smallest and the longest. Any
intermediary time averaging will provide intermediary
results.

Tolerance in bias

Measurements of bias reported for the PAC-CCO range
between 5 and 15% [9–11]. This is widely considered to
be acceptable as the consequences of bias on medical
decision making are limited [36] unless clinicians titrate
therapy to a specific goal [37] rather than to an individ-
ualized target [38]. When comparing different modalities
of CO monitoring, an inter-patient coefficient of variation
(2SD/mean) lower than 30% has been suggested as an
acceptable limit [35]. Others have used more restrictive
criteria of acceptability (relative error as compared to the
RT \20%) [1]. In addition, the regression line between
the ST and RT must be close to the identity line. Even
though the global bias is satisfactory, overestimation of
low values and underestimation of high values argue for
poor detection of significant CO changes [1].

Precision

Precision is high when variability due to random error of
measurements is low. We have seen that precision is an
intrinsic quality of the system. The limits of agreement of
the bias (2SD inter-patients), the coefficient of variation
(2SD/mean) and the coefficient of repeatability (2SD
intra-patient) given by a Bland-Altman representation are
not suitable for estimating the real precision of the ST,
unless the RT gives exact values (which is contradictory,
as the Bland–Altman representation was created to com-
pare two modalities of measurement where neither is a
gold standard). Precision of each modality of measure-
ment can be estimated by the variability (2SD) around its
own linear trend line slope in order to focus on real
random error of measurements (Fig. 2). This is indepen-
dent from bias, and high or low precision can be found
either with good or poor accuracy. As for the analysis of
the bias, precision is optimally evaluated during stable
phases to minimize the effect of physiological changes on

variability. When the RT slope is flat, the variability
around the linear trend is equivalent to the coefficient of
variation (2SD/mean). When the slope is not flat, preci-
sion is inferior to the coefficient of variation.

Tolerance in precision

Tolerance in precision is also specific for each monitored
variable. For example, the in vitro precision of PAC-CCO
(SD/mean) measurements have been estimated to be
between 9.2 and 11.6% using different devices [11]. In
clinical conditions, the reported precision can be as high
as 20% [16, 36]. There must, therefore, be an a prori
description of tolerance limits for precision according to
the researchers’ views as to how the monitor would be
used. It is worth stressing the implications of precision on
the ability of a device to detect change. A measurement
with a precision of 20% would only allow the users to
detect a change of 27.8% in the underlying signal with
95% certainty [14]. This may be too high to be clinically
useful. This would suggest, therefore, that a measurement
precision level\10% is desirable. In monitoring devices,
a 10% precision is also desirable but it may be improved
by the number of values. Again, since SEM = 2SD/Hn, a
precision of 20% in four successive values is equivalent to
a 10% precision in a snapshot measurement.

The response time and amplitude

Response time and amplitude of the ST can be compared
to that of the RT at times when acute therapeutic chal-
lenges are made. As an example, a sudden drop in CO can
be expected when a positive end-expiratory pressure
(PEEP) of 20 cmH2O is applied to the patient. In contrast,
in cases where high PEEP is lowered and/or after initia-
tion of an inotrope infusion or passive leg raising, a rapid
increase in CO is often seen. To measure the delay and
amplitude of changes, the inflexion points in the ST and
RT curves after the start and end of the challenge must be
determined. The time response of each device is the delay
between the start of the challenge and the upper inflexion
point. The amplitude of response of each device is the
difference of value between the upper and the lower
inflexion points. The inflexion point can also be deter-
mined automatically using the John-Alder method [34].
However, rapid changes in CO based on few data are
influenced by the precision of each monitoring modality.
A more independent estimation of the amplitude response
may therefore be obtained by comparing the two slopes of
CO variation when CO consistently changes during a
significant period of time. When the CO is stable or
steadily changing, and when an appropriate number of
data are considered to reach small SEM (see bias), the RT
slope can then be considered as close to the real CO slope.
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Another method is to compare the ST with a measurement
reference method inat two points in time and to compare
the differences obtained with the two technologies.

Tolerance in time and amplitude response

Tolerance in amplitude response should be logically
equivalent to tolerance in bias,\30% as compared to an
RT. However, amplitude response must be obtained
within an acceptable delay, defined as the tolerance in
time response. The best compromise between time and
amplitude response depends on the clinical question. In
many instances we can be satisfied with a reliable semi-
continuous or discontinuous technique and do not really
need beat-to-beat stroke volume derivation. In contrast, as
when optimizing a compromised status, testing nitric
oxygen inhalation or PEEP of PLR or inotropes, a very
fast indication of the directional changes is of major
importance. Again, the best compromise depends on
intrinsic characteristics of the signal, information which is
not available to clinicians. The PAC-CCO response time
is close to 10 min [15, 39, 40]. This is too long for many
hemodynamic challenges used in daily practice, such as
passive leg raising [41]. For an optimal RT, it would
clearly be desirable to have a time response significantly
shorter than 10 min, preferably quantifiable in seconds. A
tolerance in time response close to 1 min with a tolerance
in CO amplitude greater than 30% seems to be acceptable
in most clinical situations.

Evaluation of reliability for indicating directional change

All measurements of each patient can be classified in one
of three time-based categories—unchanged, increasing or
decreasing trend—according to the data segmentation
method described above. Unacceptable discordances in
directional changes can be defined as either an excessive
difference between the ST and the RT slopes, or a
negative or intraclass correlation value. Sensitivity for

directional change is then calculated as TP/(TP ? FN)
and specificity as TN/(FP ? TN) where TP = change in
both systems, TN = no change in both systems,
FP = change in ST only, and FN = change in RT only.

Tolerance in the reliability for indicating directional
changes

A reliable monitoring device must detect a significant
change with sensitivity and specificity very close to one.

Conclusion

In a way, comparing monitoring devices to measurement
devices is like comparing cinematography to still pho-
tography. In monitoring systems, a considerable increase
in the available number of data points and the time-
dependent additional properties such as time response and
ability to identify significant changes allows a larger
tolerance in bias. Ideally, monitoring capabilities include
snapshot data that are often used by clinicians for medical
decision making. This leads us to give critical importance
to precision and time response. Regarding the evaluation
of novel CO monitoring devices, solutions to the limited
availability of gold standards for validation of accuracy
and amplitude response can only come from comparison
with discrete reference technologies such as bolus thermo-
dilution in stable situations following the framework
proposed, or by a stepwise improvement based on clinical
experience.
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