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Abstract The goal of this paper is to provide researchers
who are not experts in psychometric theory with a
concise guide to instrument selection, development and
evaluation. Issues of context — factors related to the set-
ting or population in which an instrument will be used —
and psychometrics — the functioning of an instrument
within a given context — are reviewed and discussed.
Finally, four categories or types of instruments, and the
psychometric analyses that are necessary for establishing
the reliability and validity of each type, are described.

Introduction

Although many excellent texts have been written on
general principles of psychometric evaluation of instru-
ments (e.g., Fleiss 1981; McDowell and Newell 1996;
Nunnally and Bernstein 1994; Rosenthal and Rosnow
1991), few of these provide concise statements concern-
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ing the practical application of instrument selection and
evaluation to the everyday issues encountered by
researchers in all areas of social and behavioral science.
Thus, the primary goals of this paper are to provide a
“pocket-sized”” guide that includes (a) an organizational
structure for making decisions concerning instrument
selection, development, and evaluation, and (b) a prac-
tically oriented discussion of the basic issues involved in
such decisions. Our discussion is designed to provide
researchers who are not experts in instrumentation with
an overview of measurement issues, and to direct readers
to more detailed texts on the topics covered here.

We focus initially on two broad types of consider-
ations central to decisions about instrumentation: con-
text and psychometrics (see Table 1). Context refers to
factors exogenous to the assessment tool itself, such as
characteristics of individuals to be assessed, the goals of
the research endeavor, and constraints on data gathering
capabilities. Psychometrics refers to the properties of the
instrument as it functions within the context. Finally, we
will discuss four classes or types of instruments and il-
lustrate the application of principles discussed in the
earlier sections to each class of instrument.

Although the examples included here focus primarily
on mental and physical health issues generated in our
research with elderly caregivers (Resources for En-
hancing Alzheimer’s Caregiver Health; REACH 1995),
the concepts we cover may be more generally applicable
to most self-report or expert-completed measures. They
are not necessarily intended for performance-based as-
sessments such as neuropsychology evaluations, intelli-
gence tests, or academic achievement examinations.

Contextual issues in the selection
and /or development of instruments

Participant characteristics

In selecting or developing an instrument, one of the
primary considerations should be the characteristics of



400

Table 1 Key contextual measurement issues

Contextual issues

Population characteristics

Age

Gender

Education level

Health status

Recent life experiences
Cultural context

Ethnicity

Cultural traditions and norms
Historical context

Language

Knowledge base

Beliefs, attitudes, values

Political and historical events
Research goals

Content of measurement

Specificity of measurement

Comparisons to normative groups
Administration issues

Feasibility

Format of instrument

the study participants (see Table 1). Recent studies have
indicated that factors such as the respondent’s age,
gender, education level, physical and mental health
status, and other recent life experiences (e.g., recent
pregnancy and delivery, recent bereavement, traumatic
life experience) affect responses to items. These factors
may lead to under-endorsement or over-endorsement of
items, biases in recalling events, and/or respondent dif-
ficulty in interpreting questions. For example, it has
been argued that the Beck Depression Inventory pro-
duces falsely elevated ratings of depression among the
elderly because of over-endorsement of certain items
(e.g., body-image change; Talbott 1989). Other research
has shown that many depression instruments may
underestimate depression in the elderly, because older
persons tend to deny depressive symptoms, or to at-
tribute them to physical health problems (Maier et al.
1988). The respondent’s gender may also affect re-
sponses. It has been argued that observed gender dif-
ferences in depression may be at least partially due to a
greater willingness of women to endorse symptoms in-
cluded in these measures, rather than a true gender
difference in depression levels (Miller et al. 1985).
Education level is also important to consider for
many types of assessment. Mental status assessment
instruments (e.g., the Short Portable Mental Status
Questionnaire, the Mini-Mental State Examination)
have been shown to over-estimate cognitive impairment
among groups with little education and to under-esti-
mate impairment among the highly educated (Berkman
1986; Brayne and Calloway 1990; Kay et al. 1985;
Murden et al. 1991; Uhlmann and Larson 1991). Other
instruments assessing mental health that include a rela-
tively high proportion of somatic symptom items may be
inappropriate for physically ill groups, in whom such
symptoms may reflect medical status rather than

emotional distress (Dew, in press; Williams and
Richardson 1993). Reporting of health problems may
also be affected by other health-related behaviors such as
visiting the hospital; current chronic illness is increas-
ingly under-reported as the length of time since the last
hospital visit increases (Cannell et al. 1977; Madow
1973).

Cultural context

A second important issue to consider is the cultural ap-
propriateness of the instrument for the study population.
Most instruments used in social and behavioral research
are based on middle-class, Western European/North
American assumptions, values, and norms, and thus may
not be entirely appropriate for other cultural groups. For
example, many of the classic symptoms of schizophrenia
as defined by the Diagnostic and Statistical Manual IV
(DSM; American Psychiatric Association 1994; e.g.,
delusions, hallucinations, disorganized speech) are part
of the religious ceremonies or daily spiritual experiences
of many cultural groups (Eaton 1980). Conversely, it
appears that some mental disorders — for example,
“ataques de nervios” among Puerto Ricans — are rec-
ognized only among non-European cultures (Guarnaccia
et al. 1990). Culture-bound assumptions may pervade
virtually all mental and physical health instruments.
Consequently, it is important to determine whether the
instrument has been used successfully with the particular
cultural/ethnic groups included in the sample.

Historical context

The effects of historical and political events on mea-
surement issues are rarely discussed, but may be as
critical as any of the other contextual issues discussed
here, especially for classes of measures that have been
used for several years. Societies as a whole experience
changes in knowledge, beliefs, attitudes, language, and
values that, in turn, may affect how individuals interpret
items. There are several recent examples of responses to
changes in historical context. For example, tests of 1Q
have a long history of revision and updating to accom-
modate the fact that the knowledge base of society has
shifted over time, and that, on average, individuals are
becoming more educated and adept at answering the
types of questions that have been used as indicators of
1Q. Measures of health behaviors also require continual
revision as our knowledge about health indicators
improves. Until a few years ago, questions about
smoking, alcohol consumption, and diet, which are
currently regarded as central to health assessment, were
rarely included in health questionnaires. Thus, the lan-
guage and other implicit assumptions of a given measure
should be part of the initial considerations in instrument
selection, especially for instruments that are several
years old.



Research goals

It may seem obvious to suggest that the goals of a spe-
cific research effort should guide instrument selection,
but there are multiple considerations in this regard.
When assessing global health status, for example, it is
critical to determine whether it is most important to
measure symptoms (e.g., Were you short of breath?),
performance (e.g., Would you have trouble running the
length of a football field?), feeling-states (e.g., I feel I am
a burden to people), general quality of life (e.g., In
general, how satisfying is your life?), or some combina-
tion of these. Health measures vary greatly in their rel-
ative emphasis on physical, emotional, and social health,
and the extent to which information reported across
these domains is based on perceptions and feeling-states,
or on symptom frequencies.

A second consideration is whether a general (generic)
measure or a specific measure should be used. The rel-
ative advantages and disadvantages of generic versus
specific measures are currently being discussed promi-
nently in the physical health, psychiatric, and quality of
life literatures. Disorder-specific health measures (e.g.,
Arthritis Impact Measurement Scales; Meenan et al.
1992) enhance the ability to discover fine-grained dis-
tinctions among individuals suffering from the disorder
under consideration, but may not be adequate if com-
parisons of status across individuals with different dis-
orders is central to the research goals. Finally, decisions
about instrumentation may be based on the importance
of making comparisons across studies, or with norma-
tive samples. If it is desirable to make such normative
comparisons, it will be critical to utilize a measure that
has been used extensively in other populations, even if it
does not address the full range of issues important to the
project.

Administration issues

Researchers often have several choices about how to
gather information from respondents. An initial con-
sideration should be the feasibility of using a particular
instrument with the population of interest. Feasibility
issues include the burden to potential respondents, and
the financial cost per subject of gathering the informa-
tion. Respondents may be reluctant to complete a
lengthy interview or survey, both because of the time
involved and perceptions that they will be asked to give
confidential or sensitive types of information. Groups
receiving medical or psychiatric treatment, for example,
depending on the nature or severity of their illnesses,
may have more difficulty in completing certain types of
assessments such as self-administered questionnaires.
Reluctance to participate may be addressed with careful
explanation of the study procedures and how the data
will be used, assurances of anonymity, and with mone-
tary, or other types of incentives offered to participants.
An initial cost consideration is that of the instrument
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itself; many established measures are copyrighted and
the authors may charge a fee each time the instrument is
administered or scored. Another important consider-
ation is the cost of the assessment modality, and of the
person who will administer the assessment. Clinician
interviewers are most costly, followed by trained lay
interviewers and research assistant administered ques-
tionnaires/interviews; self-administered questionnaires
are the least costly.

In terms of the format of data gathering, in-person
interviews are generally the most costly mode of as-
sessment, followed by telephone interviews, and self-
administered questionnaires. Although self-report forms
may be the least costly to administer, this method is
limited by the respondent’s ability to read and under-
stand questions, greater potential for non-response bias,
and difficulties in presenting complicated question se-
quences. Telephone interviews may provide a middle
ground in terms of cost and quality of information
gathered. They also have been shown to yield highly
reliable data if the interviewers are carefully trained and
supervised (Aneshensel et al. 1982a, b; Aneshensel and
Yokopenic 1985; Fenig et al. 1993; Paulsen et al. 1988;
Wells et al. 1988). The use of computers to aid in re-
cording responses to both interviews and self-adminis-
tered questionnaires has also become more prevalent,
and seems to provide a reliable, valid, and highly effi-
cient means of assessing some attributes (e.g., Brugha
et al. 1996; Dignon 1996; Erdman et al. 1992; Kobak
et al. 1993; Steer et al. 1994; Thornicroft 1992; for a
review, see Kobak et al. 1996).

Issues in the psychometric evaluation of instruments

In this section, we discuss the general meaning of in-
strument reliability and validity — the two primary
concerns of psychometric evaluation — and methods for
examining whether measures meet these minimum psy-
chometric requirements (see Table 2 for a summary of
key psychometric issues).

Reliability

The score or value obtained by an individual on a
measure traditionally has been viewed as comprising two
components: an underlying ‘‘true” score, and error
caused by imprecision in measurement (McDowell and
Newell 1996; Nunnally 1978). Reliability of a measure
refers to the measure’s ability to detect the true score
rather than measurement error. A perfectly reliable in-
strument would detect only the true score. The concept
of reliability is based on two central considerations:

1. Do items purportedly belonging to a scale actually
assess a single construct, and

2. Do scales measuring a single construct produce con-
sistent estimates of that construct across multiple
measurements.
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Table 2 Key psychometric measurement issues

Psychometric issues

Reliability
Internal-consistency
Multiple measurement consistency
Test-retest
Alternate form
Split-half
Inter-rater
Validity
Content
Criterion
Construct
Factor analytic
Group differences
Within-subject variation across time
Correlations with other measures
Internal consistency
Explication of process

The first consideration is usually labeled ‘“‘internal-con-
sistency reliability’” and is most commonly assessed with
Cronbach’s alpha, which provides an estimate of the
extent to which items covary, or ‘“‘hang-together” as a
common unit (Cronbach 1951). Alpha ranges from 0.00
to 1.00, with higher scores indicating greater internal-
consistency of the scale. Alpha is sensitive to the number
of items in a scale and typically increases as the number
of items increases; the incremental improvements in al-
pha resulting from adding items to the scale may be
relatively large up to about 10 items, and then begin to
diminish (Shrout and Yager 1989). Comparisons be-
tween individuals, such as those necessary in case-find-
ing, require high reliability (above 0.90). Research
focused on group comparisons and research in the early
stages does not require as extremely high reliability. It
has been suggested that a good standard for the latter
two situations is to obtain reliability coefficients of 0.50—
0.80 (Helmstadter 1964; Nunnally 1978; Ware 1984).
Attempting to achieve reliability coefficients above 0.80
may require considerable time and money, and may lead
to redundancy among items in the measure (Boyle 1985;
McDowell and Newell 1996; Nunnally 1978). The Ku-
der-Richardson-20 is similar to Cronbach’s alpha, but
used for dichotomous scales.

The second reliability consideration — consistency
across multiple measurements — has several variations,
including test-retest, alternate form, split-half, and intra-
and inter-rater reliability, and is based on the assump-
tion that many human attributes are relatively stable in
the short term. Thus, reliable instruments should pro-
duce consistent estimations of such attributes across
multiple measurements administered in relatively close
temporal proximity. It should be noted that for inter-
vention or longitudinal research, the optimal measure
would produce consistent results in the short term, but
also have high sensitivity to changes that may take place
longitudinally and/or during an intervention (Kraemer
1992). Test-retest reliability is obtained by reassessing
individuals with the same measure at a second time point

after the initial measurement. There are some serious
limitations in using test-retest methods to estimate reli-
ability, explicated in detail by Nunnally (1978). For ex-
ample, the selection of the second administration point
is based on the competing goals of minimizing the
chance that respondents will remember and attempt to
duplicate their responses from the first administration
(implying that a longer time interval should be used),
and minimizing the chance that any true change in the
attribute will have occurred between the two adminis-
trations (implying that a shorter time interval is needed).
Although judgements about when to administer the re-
test must be based on the specific instrument under
consideration, testing experts suggest that an interval of
2-4 weeks from initial administration may be most ap-
propriate (Nunnally 1978).

To overcome the liability of respondents’ recalling
their previous responses inherent in test-retest reliability,
alternate form (a second, similar version of the instru-
ment) and split-half methods of establishing reliability
were developed. Conceptually, both methods are based
on the idea that high correlations between two different
versions of a measure is evidence that a construct is
being assessed reliably. In alternate form reliability, the
two versions are administered at separate sittings and
high correlations between the two versions is taken as
evidence of reliability. The split-half method assesses the
degree of correlation between two halves of an instru-
ment (often odd versus even items) or between all
possible pairs of items administered at a single admin-
istration of the instrument. Intra and inter-rater
reliability is similar to these methods, but is appropriate
for data involving researchers’ judgements (e.g., ratings
by interviewers, observational assessments), rather than
by respondent self-report. Reliability of assessments
conducted by a single rater at different timepoints, or
two different raters or judges, is typically evaluated with
the Intraclass r for continuous variables and Kappa for
dichotomous or ordinal-level variables; high correlations
or agreement scores are taken as evidence of measure-
ment reliability.

Although to this point, we have described reliability
techniques as involving the family of Pearson correla-
tions and related measures of association, limitations in
how such associational coefficients can be interpreted
has led some researchers to advocate use of alternate
methods for evaluating reliability (see Bartko and
Carpenter 1976, for an excellent review of reliability
assessment; Bland and Altman 1986; McDowell and
Newell 1996). The central limitation of the Pearson
correlation is that it reports association — how accurately
one score can be predicted from the other — rather than
agreement — whether the two scores are identical. Several
alternative methods of evaluating reliability based on
agreement, including graphically plotting and examining
the differences between pairs of scores (Bland and
Altman 1986), calculating an intraclass correlation for
continuous scales (an ANOVA-based approach also
used with judges’ ratings as noted above), and



calculating Kendall’s index of concordance for ordinal
scales (Deyo et al. 1991), have been developed to address
the limitations of the Pearson correlation. The more
sophisticated approaches — the intraclass correlation and
Kendall’s index of concordance — indicate the degree of
similarity between the two scores rather than the relative
position of individuals on the first and second adminis-
tration. The intraclass correlation has many variations
and can be used to evaluate reliability among pairs of
scores obtained by a variety of methods: test-retest, al-
ternate form, and different raters (Shrout and Fleiss
1979). The equivalent statistic for nominal-level or di-
chotomous variables is the Kappa coefficient (Cohen
1960).

Validity

Validity is most often defined as the extent to which an
instrument measures what it was intended to measure
(Anastasi 1982). However, it is important to note that
instruments may fail validity criteria for one purpose but
be valid measures of a different construct (e.g., the
Health Opinion Survey, developed to assess mental
health, may be a better indicator of generalized stress;
Butler and Jones 1979) or may be valid indicators of
constructs in addition to the one for which they were
originally intended (e.g., measures of physical function-
ing that are also useful as quality of life indicators). In
addition, instruments that may be valid in one context
(i.e., population, culture, historical period, administra-
tion format), may not be valid in another context; va-
lidity is always context specific.

Because validity is context specific, validating a
measure must be viewed as a process of accumulating
evidence that supports the meaningfulness of the mea-
sure rather than a discrete endpoint at which validity is
proven (Stewart and Ware 1992). Three broad types of
validity are most often cited as central to any validity
argument: content, criterion, and construct. Extended
discussions of these types of validity exist elsewhere (e.g.,
Helmstadter 1964; McDowell and Newell 1996; Nun-
nally 1978; Stewart and Ware 1992), and we will define
and discuss each type briefly here. However, we should
note that reliability of an instrument is a necessary but
not sufficient condition for establishing the instrument’s
validity (Nunnally 1978). If an instrument is not as-
sessing something consistently, the meaningfulness of
the measure is called into question even before validity
arguments can be addressed.

Content, or face validity concerns the extent to which
items in a measure accurately reflect the full breadth of
the construct of interest. Nunnally (1978) suggests that if
we imagine a sampling universe of all possible items that
might identify a construct, content validity is established
by demonstrating that a representative set of items has
been selected for our measure. Validity of content is
usually established by having experts in the field, and
subjects or patients from the population for whom the
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instrument would be appropriate, review the instrument
and provide critical evaluations of content; there are no
formal empirical tests that will verify that content va-
lidity has been established. Recently, focus groups and
in-depth interviews have gained popularity as methods
for gathering content validity information for instru-
ments in the early stages of development. Although ev-
idence of content validity may provide the least powerful
validity argument, such evidence is a prerequisite for
establishing other types of validity.

Criterion or correlational validity is the extent to
which the measure correlates with a ““gold standard” of
the intended construct. The gold standard (or criterion)
can be another accepted measure of the same construct,
or in rare cases, observed behavior, characteristic, or
attribute that the measure is designed to assess (e.g., self-
reported physical functioning validated against observer
ratings of actual physical capabilities). Criterion validity
is typically established by examining the correlation of
each item and/or the full scale with the criterion score or
behavior. Low correlations — either item-criterion or
scale-criterion — suggest that particular items, or the
scale as a whole, may not measure the intended con-
struct. (Note that this conclusion rests on the assump-
tion that an appropriate criterion has been selected.)
Criterion validity can be further divided into concurrent
validity — the intended construct and criterion are as-
sessed simultaneously — and predictive validity — the
intended construct is measured first and then used to
predict the criterion.

As noted by Helmstadter (1964), construct validity is
the most recent addition to ideas about required validity
evidence (APA Committee 1952, 1954; Cronbach and
Meehl 1955), and requires that an instrument be
(a) viewed as measuring an underlying construct, and
(b) tested to see whether its hypothesized or theoretical
relationships with other variables can be established.
Factor analytic techniques are one way of exploring
and/or confirming whether a group of items comprises a
single unified construct, multiple components of a single
construct, or multiple divergent constructs. Factor
analysis is useful in determining whether a group of
items hypothesized to assess a construct actually do
cluster together when they are analyzed with items from
other scales, and whether items within a measure des-
cribe a unified versus a multicomponent construct.
Factor analysis should be undertaken in the early stages
of examining an instrument to help determine the rela-
tionship among items, and to provide evidence of con-
struct validity (Nunnally 1978). Factor analyses may be
confirmatory — if a priori hypotheses about which items
will load together are specified — or exploratory — if no
such hypotheses are made. Structural equation modeling
is also increasingly used as a highly sophisticated and
flexible means of conducting confirmatory factor anal-
ysis (Ullman 1996).

Cronbach and Meehl (1955) outline five additional
ways that construct wvalidity can be established.
First, group differences may be examined; groups of
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individuals expected to differ — based on additional
characteristics (e.g., ethnicity, gender) — should score
differently on the measure. Second, within-subject vari-
ation measured across time should indicate minimal
changes for trait-like variables and more substantial
changes for state-like variables. Third, strong correla-
tions with other measures of the same construct (con-
vergent validity), and weak correlations with measures
of other constructs (discriminant validity) should be
observed. The multitrait-multimethod  approach
(Campbell and Fiske 1959) is one framework that can be
used to examine such interrelationships among items
and scales purported to assess different psychosocial
domains. Fourth, the internal consistency of an instru-
ment or subscale provides evidence that a single con-
struct is being assessed. Finally, it is important to
conduct a thorough examination and explication of the
assessment process in which all the steps necessary to
answer a certain item are analyzed to eliminate alternate
hypotheses about observed patterns of responses (e.g.,
response set, social desirability).

Issues in selecting, developing,
and evaluating four classes of instruments

Instruments used in most research efforts can be divided
into four broad categories based on the extent to which
the full instrument, or items within the instrument, have
been used in other research and have well-established
psychometric properties. The following section is or-
ganized around these four categories, which we have
labeled (a) established measures, (b) modified measures,
(c) hybrid measures, and (d) new measures (see Fig. 1).
Established measures are those that have been used in
more than one research setting and have exhibited good
reliability and validity in each of these settings — pub-
lished measures that do not meet these criteria should be
treated as new measures. Modified measures have been
modified in some way (e.g., shortened, altered response
categories) to fit the research goals. Hybrid measures
combine items from more than one source to assess a

Established Psychometric Properties?

Hybrid Measure

Yes No
@
© Established Established', Modified,
g_ Yes Measure or Hybrid Measure
o
a
Q
<
‘5 No Modified or New Measure
c
(o]
O

1 Here, “established” refers only to the fact that the measure is appropriate for the context ;
psychometric properties of the instrument must still be evaluated carefully.

Fig. 1 Basic template for measure selection

single construct. New measures are those that are newly
developed with a specific research goal in mind.

Two questions should guide the search for an ap-
propriate study measure.

1. Do appropriate established measures exist? If so, the
issues in the Established measures section below
should guide instrument selection.

2. Do measures that are nearly appropriate for the
study goals exist? If so, a modified or hybrid measure
should be considered. If no appropriate or nearly
appropriate measures exist, creation of a new mea-
sure may be justified.

Established measures

As noted at the outset of this discussion, the two pri-
mary considerations in evaluating whether or not an
existing measure is suitable for a particular research
endeavor are contextual and psychometric. These two
sets of issues are linked in the sense that using an in-
appropriate measure for a given context (e.g., unclear
wording, gender biased) will lead to psychometric lia-
bilities such as poor reliability or validity. Thus, the first
consideration should be whether an established measure
meets the contextual considerations we have outlined. If
some characteristics of the population to be studied
(e.g., age, culture, historical period) or the administra-
tion format are significantly different from those that
were used to establish the psychometric properties of the
instrument, pilot tests should be conducted to establish
the psychometrics of the instrument in the new popu-
lation.

An excellent example of efforts to establish the psy-
chometric properties of a new instrument — and the
potential pitfalls that are inherent in such efforts — is the
20-item Center for Epidemiological Studies Depression
Scale (CES-D; Radloff 1977). The CES-D has been
widely used to assess general depressive symptomatolo-
gy or distress as a combination of affective, somatic, and
interpersonal symptoms. Initial evaluations of the in-
strument conducted among English-speaking, middle-
class, Anglo individuals of various ages yielded evidence
of good reliability and validity (Hertzog et al. 1990).
However, subsequent studies of CES-D characteristics
among diverse ethnic groups including American Indi-
ans (Manson et al. 1990) and Hispanics (Guarnaccia
et al. 1989), and comparisons of men and women
(Guarnaccia et al. 1989; Stommel et al. 1993), suggest that
the factor structure and/or the operation of individual
items differed across ethnic groups and by gender. Such
differences in the characteristics of a measure when it is
applied to new populations have serious implications for
construct validity, and have been addressed by re-
searchers in a variety of ways. For example, it may be
possible to identify a different measure of the construct —
in this case a different measure of distress — that operates
similarly across the population groups of interest. Al-



ternatively, items that are biased may be eliminated or
altered — Stommel et al. (1993) used a 15-item version of
the CES-D to reduce gender bias — and the newly dis-
covered factor structure may be used in the analyses —
alternative CES-D factors have been used in analyses
involving minority populations (e.g., Guarnaccia et al.
1989).

Evidence of criterion-related validity, if available,
should also be evaluated carefully. For example, Rob-
erts et al. (1990) found that although CES-D scores were
highly associated with diagnosed depression — as as-
sessed by the Diagnostic Interview Schedule — in Anglo
and English-speaking Mexican-American populations,
there was poor agreement between the CES-D and
diagnosed depression in Spanish-speaking Mexican-
Americans. Although the appropriateness of the
criterion (in this case the DSM) should always be con-
sidered seriously, intergroup differences between the
measure and the criterion should raise validity concerns.

After an established measure is selected and used in a
research effort, evaluating its psychometric properties in
the current research effort is still critical, but may entail
a less rigorous process than for the other types of mea-
sures. At minimum, initial psychometric analyses should
include an evaluation of the internal consistency of the
measure, as well as analyses designed to verify the factor
structure (e.g., confirmatory factor analysis). In the case
of the CES-D, for example, the three-factor structure
should be verified, and overall and subscale internal
consistency values should be computed and reported.
A conservative approach would also suggest that some
evidence of construct validity is necessary. Findings such
as the evidence of the unstable factor structure of the
CES-D across some research settings suggest that as-
suming validity may not always be warranted. If novel
intergroup comparisons are part of the research goals
(e.g., by gender or ethnic group), it is important to
conduct the psychometric analyses described here within
each group of interest. Divergent factor structures or
internal consistency coefficients imply that the measure
is not equivalent across groups and that differences
among groups should be interpreted with caution.

Modified measures

Perhaps the first issue in modifying an established
measure should be to explicate a detailed rationale for
the alterations to be made. Shortening a measure sub-
stantially, changing the response categories, or altering
the item stems may have serious psychometric conse-
quences for the scale. Comparisons with studies em-
ploying the original version of the scale may not be
valid. In other words, depending on the extent of the
modifications, a modified measure may be only moder-
ately superior to a newly created measure in terms of the
ability to rely on previously reported psychometric
work. The primary advantages of modifying a measure
over developing a new measure are that there are some
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assurances that this set of items has operated as an in-
dicator of a unified construct in the past, and that clarity
of item wording and content has been demonstrated.

Justifications for modifying a measure are not limited
to, but may include

1. Original measure is too long for the current research
purpose

2. Original response categories are not expected to
produce sufficient variation

3. Original response categories are too broad or inclu-
sive, and

4. Original item wording is unclear or not relevant to
the current population.

In presenting findings based on a modified measure, it is
important to describe the original measure, outline the
steps that were taken to alter the measure, and discuss
any anticipated differences in the performance of the
modified measure.

Many published examples are available of measures
that have been modified in some way after the original
psychometric work was conducted. One of the most
common modifications is to reduce the number of items
in a measure to reduce respondent burden. The 20-item
Short Form Health Survey, assessing six health-related
domains, is an example of the process of selecting and
evaluating items from longer health surveys (Stewart
et al. 1988; Ware et al. 1992). When the 20-item version
was criticized for being too limited in scope, a 36-item,
eight-domain version of the Short Form was developed
and evaluated (Ware et al. 1993; Ware and Sherbourne
1992). Finally, in response to calls for an abbreviated
instrument, a 12-item, two-domain version of the in-
strument was developed (Ware et al. 1996). Each step in
the refinement of the instrument was fully reported, and
psychometric evaluations were described (Jenkinson
et al. 1997; Ware et al. 1996).

Substantial psychometric work is needed to assess the
reliability and validity of modified measures. Depending
on the extent of the modifications, the full range of re-
liability tests may need to be conducted. In addition, at
least some validity work is necessary. Content validity
and evaluation of internal factor structure may be es-
pecially important for measures that are reduced in
length from their original versions, to ensure that the
same number, and full breadth of, the original con-
structs are represented. Conversely, evaluating construct
validity to determine whether the measure seems to
support anticipated theoretical relationships may be
more of a concern when there are additions to, or
modifications in, item wording (e.g., RMBPC).

Hybrid measures

Hybrid measures — created by combining items from
more than one established scale, or by combining items
from an established scale with newly created items — are
one step further removed from their original psycho-
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metric properties than are measures that have been
modified. When existing scales do not adequately cover
all the issues of interest, or have questionable psycho-
metric properties, creating a composite measure from
more than one scale or developing new items to sup-
plement a scale may be justified.

As with the modified measures, the rationale for
creating a hybrid measure should be developed with the
foreknowledge that previous psychometric work with
these items may no longer be valid. In presenting work
involving a hybrid measure, it is important to provide
the following information:

1. Description of the original measure(s)

2. Inadequacies in existing measures that led to the
creation of a hybrid measure

3. Steps in selecting or creating items

4. Modifications that were made to item stems or re-
sponse categories, and

5. How the hybrid measure is expected to function dif-
ferently from existing measures (e.g., it will assess the
same construct but with better psychometric proper-
ties, or will assess a broader construct).

An example from our research with caregivers of indi-
viduals with Alzheimers disease or dementia is the
Caregiver Health and Health Behaviors Form (REACH,
1995). Because no single existing measure assessed the
full range of health and health-related behaviors im-
portant to our caregiver cohort, we drew items from
several measures to examine specific aspects of health
that might be particularly affected by the caregiving role.
For example, items concerning perceived physical health
and stress-related health symptoms were selected from
the SF-36 (Ware and Sherbourne 1992; Ware et al.
1993), comorbidity items were selected from the
AHEAD study Health Retirement Study; (Asset and
Health Dynamics Among the Oldest Old 1993), and
health behavior items were selected from the Nutrition
Screening Initiative (NSI; Posner et al. 1993).

The psychometric work necessary for evaluating hy-
brid measures may equal that required for any category
of measure discussed here. Advantages of utilizing items
that come from well-established measures include the
fact that most items have been evaluated for clarity, and
the fact that tentative comparisons of responses to in-
dividual items as assessed in previous studies may be
possible. Disadvantages include the fact that slight
modifications to item stems or response categories are
almost always necessary to enhance the flow of the
items, and response categories of items from different
scales are seldom similar. Dissimilar response categories
that are retained in the hybrid measure may be confus-
ing to respondents and make the necessity of trans-
forming item distributions highly likely. For example,
the health behavior items discussed above are dichoto-
mous, while the stress-related symptoms are on a three-
point scale, making item transformations necessary
prior to computing the scale.

Because hybrid measures present items in a novel
combination, often with some alterations in wording,
heavy emphasis should be given to preliminary analyses
in order to evaluate whether the items belong together in
a scale. Item distributions, and inter-item and item-scale
correlations should be carefully examined. In addition,
given that the factor structure of this particular set of
items will not have been previously evaluated, factor
analysis should play a prominent role in the early ana-
lyses. At this stage, the results of the factor analysis can
be used to make judgements about which items to retain
or eliminate and about how (and whether) subscales will
be computed.

At minimum, more than one technique for estab-
lishing the reliability of the hybrid measure should be
utilized. As noted above, content validity concerns may
have already been addressed in the creation of the hy-
brid measure and, in fact, may have been the primary
justification for creating the measure in the first place.
However, construct validity — and, if possible, criterion
validity — should be evaluated.

New measures

The creation of a new measure should be undertaken
only as a last resort, after a search for existing measures
of the construct of interest has been conducted. The
willingness of researchers to create new measures has led
to an explosion of published instruments assessing sim-
ilar constructs (e.g., more than 500 assessing depression,
more than 3000 assessing health status), many with
virtually no reported psychometric properties (Health
and Psychosocial Instrumentation database, HaPI-CD;
Behavioral Measurement Database Services 1997).

However, there are emerging research questions for
which no appropriate instruments may exist; for exam-
ple, physician attitudes about palliative care, acceptance
of new forms of organ and tissue donation, and issues
surrounding aging and caregiving. In other circum-
stances, although relevant instruments may exist, they
may have poor psychometric properties that would be
difficult to correct (e.g., questionable construct validity).
In these situations, the creation of a new measure may
be justified. Advantages of creating a new measure in-
clude the fact that researchers can

1. Conduct focus groups and reviews by experts to en-
sure that the content of the measure is specific to their
research goals

2. Control item wording and response categories, and

3. Establish the length of the measure at the outset.

Disadvantages include

1. The intensive psychometric work that it is critical to
conduct prior to analyzing (or even collecting) the
data in terms of central study hypotheses

2. The possibility that a new measure may fail some
critical reliability or validity criterion, and



3. The inability to compare results with any other pre-
vious research.

As a core measurement battery was being created for the
REACH project, we reviewed the literature for a mea-
sure that would assess the burden of caring for a person
with Alzheimers disease or dementia. Specifically, we
were interested in the extent to which the care recipients
demand a ‘“‘vigilant” attitude in the caregiver. After
identifying the construct of interest, a large number of
items were generated, pilot tested, and reduced to a four-
item scale asking about the length of time that the care
recipient could be left alone, and the number of hours
that the caregiver felt they must present and/or be ac-
tively involved in doing something for the care recipient.
Data are being gathered currently with the Vigilance
items, and a series of psychometric evaluations are
planned.

In the process of developing and/or reporting on a
newly created measure, comprehensive justifications for
developing the measure — including a description of why
the measure was necessary and the unavailability of
appropriate established instruments — should be pro-
vided. The steps followed in generating ideas about
specific items and the constructs they identify should be
explained in detail. Ideally, a large pool of potential
items should be generated on the basis of focus groups
or expert opinion, pilot tested, re-evaluated, and reduced
to form some final draft of the measure. As part of the
process of identifying a construct and creating the
measure, the purpose of the measure (i.e., proposed
theoretical relationships) should also be clearly de-
scribed. After data using the measure are collected, re-
searchers should extensively evaluate the measure’s
reliability and validity.

For new measures especially, it is important to dis-
cuss how the instrument could be refined for application
to other research questions. For example, items that may
be altered or deleted should be identified, indications for
additional psychometric work should be discussed, ap-
propriateness of the measure for groups outside the
normative sample should be addressed, and implications
for the development of additional items or scales should
be described.

Concluding comments

The value of any research effort rests to a high degree on
the foundation of appropriate measurement. What
constitutes “‘appropriateness’ is a complex issue that has
generated individual reports, full volumes, and entire
journals devoted to the problem of ensuring that the
assessment tools we use produce accurate information.
Our primary aim in this paper was to reinforce the se-
riousness of measurement issues and to provide a basic
template to guide nonexperts in the selection, develop-
ment, and evaluation of study instruments. Because
verification of the psychometric properties of an in-
strument — even those that are well established — is
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context-specific and must be re-established to some de-
gree for every research effort, it is critical for all re-
searchers to have a basic understanding of measurement
issues.
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