
Vol.:(0123456789)1 3

Theoretical and Applied Genetics (2019) 132:669–686 
https://doi.org/10.1007/s00122-018-3270-8

REVIEW ARTICLE

Accelerating crop genetic gains with genomic selection

Kai Peter Voss‑Fels1   · Mark Cooper1   · Ben John Hayes1 

Received: 9 September 2018 / Accepted: 12 December 2018 / Published online: 19 December 2018 
© Springer-Verlag GmbH Germany, part of Springer Nature 2018

Abstract
Key message  Genomic prediction based on additive genetic effects can accelerate genetic gain. There are opportu-
nities for further improvement by including non-additive effects that access untapped sources of genetic diversity.
Abstract  Several studies have reported a worrying gap between the projected global future demand for plant-based prod-
ucts and the current annual rates of production increase, indicating that enhancing the rate of genetic gain might be critical 
for future food security. Therefore, new breeding technologies and strategies are required to significantly boost genetic 
improvement of future crop cultivars. Genomic selection (GS) has delivered considerable genetic gain in animal breeding 
and is becoming an essential component of many modern plant breeding programmes as well. In this paper, we review the 
lessons learned from implementing GS in livestock and the impact of GS on crop breeding, and discuss important features 
for the success of GS under different breeding scenarios. We highlight major challenges associated with GS including rapid 
genotyping, phenotyping, genotype-by-environment interaction and non-additivity and give examples for opportunities to 
overcome these issues. Finally, the potential of combining GS with other modern technologies in order to maximise the rate 
of crop genetic improvement is discussed, including the potential of increasing prediction accuracy by integration of crop 
growth models in GS frameworks.

The need for speed

The urgent need to increase crop productivity in the face 
of climatic fluctuations and constantly rising demands for 
plant-based products challenges all related fields of agri-
cultural and environmental research. The genetic improve-
ment of crop cultivars through plant breeding is likely to 
play a crucial role for global food security in the future, 
especially in marginal growing regions with unstable pro-
duction conditions. Forecasts are that up to 70% more plant-
based products are going to be required by the middle of 
this century in order to meet the rapidly growing demand 
(Tester and Langridge 2010). The current annual rates of 
yield improvement for all major staple crops are insuffi-
cient to meet this goal (Fischer et al. 2014). This situation is 
exacerbated for geographies facing an increasing number of 
weather extremes as a consequence of climate change, which 

challenges plant breeders and producers around the world 
and ultimately constrains the rate of realised genetic gain. 
Particularly, extreme heat and drought events are likely to 
cause increasingly severe yield losses in both developed and 
developing countries (Boyer et al. 2013; Lesk et al. 2016). 
Hall and Richards (2013) see a worrying gap between pro-
jected potential yields under optimum and water-limited 
conditions for all major cereals, and they consider produc-
tion improvements through superior farmer-ready cultivars, 
which have been developed using latest technologies, will 
take decades rather than years. According to them, continued 
investments into research that aims at genetic improvement 
of future crop varieties is fundamental in order to tackle the 
worrisome production gaps.

Current status of genomic selection in crops 
and livestock

Plant breeding programmes are typically time- and cost-
intensive, complex and rigid endeavours, and depending on 
the crop, it can take up to two decades until a new variety is 
released. This reflects the fact that breeders have to test vari-
ety candidates in multi-year and multi-location trials in order 
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to select superior genotypes with a high agronomic perfor-
mance across a range of different environmental conditions 
at the highest possible precision. This is a main driver of 
costs and time of the breeding cycle and ultimately limits the 
number of variety candidates that can be tested.

A breeding technology that can potentially accelerate the 
rate of genetic gain in crops is genomic selection (GS) (Hef-
fner et al. 2009; Meuwissen et al. 2001). To implement GS, 
a training population is first established, of individuals with 
phenotypes for the target trait(s) and genome-wide DNA 
marker genotypes (Meuwissen et al. 2001). The genotype 
and phenotype information from the training set is used to 
derive a prediction equation, which predicts the effect of 
each marker on the trait, with all marker effects fitted simul-
taneously. If the markers are in sufficient linkage disequi-
librium (LD) with the causal mutations affecting the trait, 
they will capture a large proportion of the genetic variance 
for the trait. Selection candidates (e.g. seedlings) are then 
genotyped to obtain genomic estimated breeding values 
(GEBVs) using the genetic model obtained from the training 
population and the prediction equation. Predicted superior 
genotypes are subsequently selected based on their GEBVs. 
Over the past two decades, several different statistical mod-
els and machine learning methods have been proposed for 
GS, including methods which assume a normal distribution 
of SNP effects (e.g. ridge regression best linear unbiased 
prediction (RR-BLUP, Genomic BLUP), methods which 
assume a prior distribution of effects with a higher probabil-
ity of moderate to large effects (BayesA, weighted Bayesian 
shrinkage regression wBSR), methods which assume that 
some SNP effects are zero (BayesB, BayesCπ), and nonpara-
metric methods (random forest, reproducing kernel Hilbert 
space (RKHS) or neural network approaches) (Heslot et al. 
2012). When choosing a genomic prediction method, the 
application of the genomic predictions should be carefully 
considered. For example, because many implementations of 
RKHS incorporate non-additive interactions, RKHS could 
be very useful for predicting future phenotypes (e.g. how a 
variety will perform). However, RKHS is less suitable for 
predicting breeding values (which are additive by definition) 
for selection programmes unless an additive model is speci-
fied or additive breeding values are explicitly extracted from 
the genomic predictions, in which RKHS becomes similar 
to BLUP (Bennewitz et al. 2009).

GS was implemented in dairy cattle in 2008, as soon as 
a reasonably low-cost genotyping array with 50,000 single 
nucleotide polymorphisms (SNPs) was available. The great 
advantage of GS for dairy cattle breeding was that bulls 
could be accurately selected based on their GEBV and used 
to provide semen to the industry for artificial insemination 
at the age of only 12 months. This is in contrast to traditional 
progeny schemes, where bulls were up to 7 years old before 
they had sufficient daughters with milking records to derive 

accurate enough estimated breeding values (EBV) for selec-
tion. The reduction in generation interval from 7 years to 
only 12 months has doubled the rate of genetic gain over 
the past decade, compared with the rate of gain under the 
progeny testing system (García-Ruiz et al. 2016). Interest-
ingly, some of the greatest gains in dairy cattle since the 
implementation of GS have been for low heritability traits 
such as fertility and disease (mastitis) resistance, which 
are economically important but very difficult to geneti-
cally improve using classical selection principles. Gain for 
these traits has almost tripled since the introduction of GS 
(García-Ruiz et al. 2016). The training population for these 
traits in dairy cattle is sufficiently large that highly accurate 
GEBV can be derived.

In chickens, Wolc et al. (2015) described the implementa-
tion of GS in a real population of brown laying hens. The 
population was split into one sub-population undergoing 
conventional selection, with two generations every 3 years, 
and one sub-population undergoing GS, with four genera-
tions over the 3 years. Birds were selected for breeding based 
on an index of performance traits relevant for commercial 
egg production. The birds selected based on genomic pre-
dictions outperformed those in the conventional breeding 
scheme, for nearly all the 16 traits that were included in 
the index used for selection, in some cases by up to 50%. 
However, the realised inbreeding per year was higher in the 
genomic selected line than in the conventionally selected 
line.

GS has also been implemented on a very large scale in 
pigs, sheep and beef cattle, with over 4 million animals 
genotyped for this purpose to date (Georges et al. 2018). 
Gains from implementing GS have been largest where there 
is the opportunity to reduce generation intervals and early 
selection on GEBV can be done, for example, in the dairy 
and chicken egg layer industries (Wolc et al. 2015). Gains 
have also been realised from implementing GS for hard or 
expensive to measure traits, which are economically impor-
tant but have previously been ignored due to costs. Examples 
are heat tolerance in dairy cattle (Garner et al. 2016) and 
feed efficiency in beef cattle (Lu et al. 2016).

In crops, numerous studies report the successful pre-
diction of phenotypic performance using molecular mark-
ers for all major species, including maize (Riedelsheimer 
et al. 2012; Bernardo and Yu 2007; Zhao et al. 2012), rice 
(Spindel et al. 2015), wheat (Heffner et al. 2011; Poland 
et al. 2012; Rutkoski et al. 2012), sorghum (Hunt et al. 
2018; Fernandes et al. 2018), barley (Zhong et al. 2009; 
Lorenz et al. 2012), rapeseed (Werner et al. 2018a) or cas-
sava (Oliveira et al. 2012; Ly et al. 2013). The develop-
ment of the most efficient strategies to incorporate GS in 
the breeding programme is, however, an active research field 
and depends on many factors, including the mating system 
of the crop, the heritability and genetic architecture of the 
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trait, the availability and costs of genotyping platforms and 
the financial budget of the breeding programme (Heffner 
et al. 2009). While a growing body of evidence suggests 
that GS is becoming a substantial component of modern 
crop breeding programmes, and detailed simulations of these 
breeding programmes have predicted large increases in rates 
of genetic gain as a result of implementing GS (e.g. Gaynor 
et al. 2017; Gorjanc et al. 2018; Lin et al. 2016; Voss-Fels 
et al. 2018a), there are limited reports on the actual impact 
of GS on realised performance improvement.

An exception is maize in the private sector (Cooper et al. 
2014b), for which there are industry-scale evaluations of 
the impact of drought-tolerant hybrids generated by GS and 
integration of other technologies from precision agriculture 
(Gaffney et al. 2015; Cooper et al. 2014b). Those varieties, 
referred to as the “AQUAmax” hybrids, were developed by 
integrating enhanced phenotyping in managed environments 
and information from crop growth models in genomic pre-
diction frameworks through deployment of intermediate, 
yield-related traits that jointly determine genotype perfor-
mance under drought (Cooper et al. 2014a). A large-scale 
evaluation of on-farm production data showed that AQUA-
max maize hybrids were able to sustain significantly higher 
yields under both favourable and drought stress conditions 
in the USA, thereby significantly improving yield stabil-
ity under water-limitation and reducing risks for producers 
(Gaffney et al. 2015).

While both plant and animal breeding have historically 
been built on quantitative genetics principles, theoreti-
cal concepts and applied breeding methods have diverged 
between the two main fields (Schön and Simianer 2015). 
Hickey et  al. (2017) proposed the idea that GS has the 
potential to serve as a unifier between both branches, mainly 
because GS requires similar tools and concepts in both fields. 
They see a huge potential for significantly increasing genetic 
gain by establishing overarching platforms across both plant 
and animal kingdoms that integrate joint resources, data and 
multidisciplinary expert skillsets.

There are at least three key learnings of practical impor-
tance from implementing genomic selection in crop and 
livestock breeding programmes to date.

•	 The training population should include individuals (lines/
varieties) that are closely related to the selection candi-
dates (Daetwyler et al. 2012).

•	 The training populations must be very large. This reflects 
the large number of loci and very small effect size of 
these loci affecting a typical quantitative trait (e.g. yield). 
Estimates of the number of loci affecting quantitative 
traits likely range from 2000 to 4000 (e.g. MacLeod et al. 
2016).

•	 To ensure the accuracy of the GEBV is maintained 
over time, the reference population must be frequently 

updated with new genotyped and phenotyped individuals 
(e.g. Podlich et al. 2004).

An important prerequisite for high prediction accura-
cies that persist across time is that markers have to be in 
strong linkage disequilibrium (LD) with QTL influencing 
the trait of interest (Meuwissen et al. 2001; Jannink et al. 
2010). Accordingly, GS is most accurate in situations where 
the training and prediction populations are closely related 
and share long-range haplotypes (Meuwissen et al. 2016; 
Lorenz and Smith 2015; Cooper et al. 2014b), making the 
composition of the training population an essential basis for 
the success of GS.

The quality of phenotypes in the training population also 
turns out to be a key driver of the success of a GS pro-
gramme. This can be understood through the equation that 
can be used to determine the size of the training population 
necessary to achieve a desired accuracy of GEBV. As 
described by Goddard and Hayes (2009), the accuracy of 
GEBV with a training population of size N, heritability of 
phenotypes h2 and M

e
 independent loci affecting the trait is 

√

Nh2∕
(

Nh2 +M
e

)

 (Daetwyler et  al. 2008; Hayes et  al. 
2009a). Under the infinitesimal model, M

e
 corresponds to 

the effective number of independent chromosome segments 
in the population. Various estimates for M

e
 are available, the 

simplest being M
e
= 2N

e
L , where N

e
 is the effective popula-

tion size and L is the length of the genome in Morgans 
(Hayes et al. 2009b). For a wheat breeding programme, this 
could be 2 × 50 × 30 = 3000. Taking yield as an example, and 
assuming that phenotyping has been done accurately (high 
level of plot replication, taking account of spatial variation, 
etc.) narrow-sense heritability might be h2 = 0.2. If an accu-
racy of GEBV of 0.5 is desired (to enable rapid genetic 
gains), the above equation says that 5000 individuals are 
required in the training population to achieve this level of 
accuracy of GEBV. In contrast, if phenotyping has been done 
poorly (e.g. large spatial variation that is not accounted for, 
poor replication), and heritability is low (e.g. h2 = 0.1), then 
the training population needs to include 10,000 genotyped 
and phenotyped individuals. Conversely, if improved experi-
mental methods and phenotyping technologies are available 
and can be deployed such that heritability could be increased 
to 0.4, then the training population for genotyping and phe-
notyping would be 2500 individuals, which should be within 
the reach of the early stages of plant breeding programmes. 
Thus, to take advantage of genomic selection there are 
strong motivations for continuous efforts to enhance the 
quality of phenotyping data. Another consideration is that 
training populations should be large enough to capture rea-
sonably rare alleles at frequencies which are sufficient to 
obtain reliable estimates of their effects (MacLeod et al. 
2016).
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In addition to the composition and size of the training 
population, GS models need to be updated regularly in 
order to maintain accuracy in the respective selection stages 
(Podlich et al. 2004; Heffner et al. 2011; Yabe et al. 2017). 
The main reason for that is that LD between markers and 
QTL decreases with increasing numbers of recombination 
events (particularly if low-density markers are used). For 
example, Auinger et al. (2016) showed in a data set from a 
rye breeding programme that training the prediction model 
using multiple breeding cycles significantly increased pre-
diction accuracy as opposed to situations where predictions 
were made from the initial breeding cycle to the subsequent 
cycles when the breeding programme progressed. Podlich 
et al. (2004) also considered the need to update training data 
set composition when epistatic non-additive effects were suf-
ficiently strong to result in changes in the average effects of 
alleles as selection changed allele frequencies at the different 
loci involved in the interacting networks.

Genotyping for genomic selection

Depending on the size of the breeding programme, imple-
menting GS may require genotyping of thousands or tens 
of thousands of individuals throughout the breeding cycle, 
which poses a significant financial load for the breeder who 
is typically operating on a fixed budget. Sequencing-based 
genotyping approaches like genotyping-by-sequencing 
(GBS) have become very popular for genotyping large plant 
populations at moderate costs (Baird et al. 2008; Elshire 
et al. 2011). Today, there are several whole-genome and 
reduced-representation GBS approaches in which either 
the whole genome or only a fraction of it (e.g. the exome 
or transcriptome) is used for SNP marker identification 
(Scheben et al. 2017). Especially, reduced-representation 
GBS approaches seem to be a straightforward and cost-effi-
cient strategy for breeding purposes. Another recent GBS 
strategy is skim-based GBS (skimGBS), which enables 
high-resolution genotyping via low-coverage sequencing 
(Bayer et al. 2015). This approach which uses low-coverage 
genomic reads, typically < 1x, is particularly powerful when 
populations of homozygous individuals, such as recombi-
nant inbred lines (RIL) or doubled-haploid (DH) lines, are 
used and a high-quality reference sequence of the parents 
is available. For species with very complex genomes, such 
as wheat, however, it seems unlikely that skimGBS will 
surpass reduced-representation GBS approaches in terms 
of practicability and cost efficiency (Scheben et al. 2017; 
Trick et al. 2012). Gorjanc et al. (2017) investigated the 
potential of low-coverage GBS and imputation for GS in 
bi-parental plant populations in a comprehensive simula-
tion study and found that non-imputed GBS data at a 1x 
coverage yielded comparable prediction accuracies to those 

obtained from SNP array data, but at significantly higher 
returns of investments. When considering 100,000 markers 
and sequence coverage of only 0.01x, their measurement for 
return of investments was even 5.63 times higher, implying 
a great potential of approaches that use low-coverage GBS 
and imputation for genotyping of large bi-parental breed-
ing populations. An almost identical method which enables 
genotype imputation based on sequencing read data only 
without additional array or reference panel data has been 
shown to be extremely accurate under very low sequencing 
coverages (0.15x–1.7x for mice and humans, respectively), 
provided a very large number of individuals are sequenced 
(Davies et al. 2016). Considering the anticipated further 
cost decreases for DNA sequencing, sequencing-based 
genotyping technologies could provide very flexible and 
cost-efficient solutions for plant breeding programmes in 
the future. Buckler et al. (2016) proposed a different geno-
typing platform specifically tailored to GS approaches called 
“rAmpSeq” in maize. This approach focuses on conserved 
genome regions to design PCR primers for amplification of 
thousands of middle repetitive regions, yielding in hundreds 
to thousands of markers, which can be scored for less than 
5 USD per sample.

Since GS relies on LD between markers and QTL, GS 
would theoretically be most successful if every causal poly-
morphism in the genome was actually genotyped and consid-
ered in the model. The highest possible density is achieved if 
the whole genome is sequenced, which is becoming increas-
ingly feasible and in fact genomic prediction accuracies 
were slightly increased in dairy cattle when whole-genome 
sequencing (WGS) data were used instead of low-coverage 
SNP data from a conventional genotyping array (Brøndum 
et al. 2015). Simulation studies have shown that nonlinear 
prediction methods (e.g. BayesR, BayesCpi) can even yield 
substantially higher accuracies if used in combination with 
WGS data, likely because causal molecular polymorphisms 
are prioritised while most polymorphisms with very small 
or zero effects are neglected (Meuwissen and Goddard 
2010). For most crop species, however, the small effective 
population sizes leading to strong prevalence of genome-
wide LD (Flint-Garcia et al. 2003) makes it questionable 
whether deployment of whole-genome sequences would 
improve prediction accuracies when in fact each LD block 
only needs to be tagged by one reliable marker. Therefore, 
another strategy to decrease genotyping costs is to reduce 
the number of markers used for genotyping. It was recently 
shown in rapeseed (Werner et al. 2018b) and barley (Abed 
et al. 2018) that several complex traits could be predicted 
at high accuracies when only a small subset of 1000–2000 
polymorphic markers, which tag pronounced LD blocks, 
were chosen from the initial 20,000–35,000 genome-wide 
markers. This demonstrates a potential for significant geno-
typing cost reduction for breeders via customised genotyping 
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platforms with selected sets of markers that tag important 
QTL within key haplotype blocks (Cooper et al. 2014b; 
Qian et al. 2017). Especially in early stages of breeding pro-
grammes, which typically involve full- and half-sib family 
populations from bi-parental crosses, only very few markers 
(e.g. a few hundred) would in theory be required to track 
important haplotypes and eliminate unfavourable individuals 
early in the breeding cycle. Flexible genotyping platforms 
could enable breeders to fingerprint many more genotypes 
in their breeding programmes which would ultimately help 
to turn over much larger germplasm numbers. Highly mul-
tiplexed amplicon sequencing technologies could provide 
platforms to enable the use of targeted marker subsets in 
genome-wide genotyping (Yang et al. 2016).

Phenotyping for genomic selection

As described above, high-quality phenotype data are essen-
tial for the success of any GS-supported breeding strategy 
(Desta and Ortiz 2014). At the same time, breeders have to 
balance the cost of high-quality phenotypic information for 
large numbers of individuals in their breeding programme 
with limited financial budgets. High-throughput phenotyp-
ing (HTP) technologies and remote sensing platforms are 
gaining popularity in plant breeding because they are typi-
cally non-invasive and provide the opportunity to generate 
useful trait information at an unprecedented scale. There are 
numerous examples for accurate modelling of yield-related 
traits, such as biomass, inflorescence density or plant height 
based on HTP platform data (Busemeyer et al. 2013; Araus 
and Cairns 2014; Wang et al. 2018), and it was shown that 
considering such traits in genomic prediction could signifi-
cantly increase prediction accuracy (Araus et al. 2018). Rut-
koski et al. (2016) used canopy temperature and vegetation 
index from aerial measurements in multi-variate models to 
predict grain yield in wheat and could show that incorporat-
ing these secondary traits resulted in significantly improved 
predictions compared to univariate models that considered 
only grain yield in the training population. Hayes et al. 
(2017) demonstrated that near-infrared (NIR) and nuclear 
magnetic resonance (NMR) spectra could be used to accu-
rately predict end use quality traits for wheat from very small 
quantities of flour, which enabled large reference popula-
tions for predicting quality traits to be assembled. Krause 
et al. (2018) derived a relationship matrix among varieties 
from hyperspectral reflectance phenotyping data to improve 
prediction accuracies for yield in CIMMYT wheat data sets. 
While a huge variety of different HTP methods is available, 
data handling, management and processing is becoming 
a serious challenge (Araus and Cairns 2014; Araus et al. 
2018). Tardieu et al. (2017) see a conceptual challenge in 
the field of modern plant phenotyping. According to them, 

research to date was mainly focussed on the development 
of sensor and imaging technology, whereas novel methods 
to translate HTP information into useful knowledge (i.e. 
phenotypes) that can be explored in crop improvement are 
urgently required. Modern tools, such as machine learning 
or deep learning algorithms, have been shown to be use-
ful for analysing HTP data, e.g. from stress phenotyping 
experiments (Singh et al. 2018). A promising concept that 
could significantly benefit from recent advances in HTP 
technologies is “envirotyping” which aims at capturing and 
accounting for sources of variation in agronomically impor-
tant traits that are associated with quantifiable environmental 
variables (Cooper et al. 2014b). Envirotyping involves col-
lecting environmental factors through multi-environment tri-
als, geographic and soil information systems and empirical 
evaluations and has various applications, including environ-
mental characterisation (Chapman et al. 2000b, c; Chenu 
et al. 2011), genotype × environment interaction analysis 
(Chapman et al. 2000a, b, c) and phenotypic prediction (Xu 
2016). Accurate envirotyping can increase the performance 
of crop growth models, which can be integrated in modern 
crop breeding programmes (Fig. 1B). Envirotype parameters 
could also be included in the linear mixed models used for 
genomic prediction to increase heritability and improve pre-
diction accuracy (van Eeuwijk et al. 2018). 

Challenges to the success of genomic 
selection in crops

Genotype × environment interactions

The presence of genotype-by-environment interaction (GEI) 
for target traits presents potential challenges for the imple-
mentation of GS in crop breeding. In particular, there is con-
cern that in the presence of GEI the substitution effects of 
QTL alleles will change among the target environments of 
the crop breeding programmes. The most challenging case 
is where there are changes in ranks of allele effects asso-
ciated with the changes in substitution effects with envi-
ronment (Boer et al. 2007), leading to crossover GEI (Hal-
dane 1946; Baker 1988; Cooper 1999). In livestock, where 
genomic selection was first developed, the extent of GEI is 
relatively limited in many situations (e.g. Hayes et al. 2016). 
Consequently, GS has largely been implemented ignoring 
GEI. This is in sharp contrast to the situation in many crops 
where GEI can be very extensive (Basford and Cooper 1998; 
Elias et al. 2016; Chenu et al. 2011; Chapman et al. 2000a). 
Many studies have reported the presence of GEI for various 
traits at magnitudes that can negatively affect genetic gain in 
breeding. DeLacy et al. (1996) gave an historical perspective 
for plant breeding. GEI have been studied at many levels, 
extending from genome to phenome, including the primary 
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end-point traits such as grain yield of crops, biomass yield of 
forages, but also at the level of physiological traits that con-
tribute to differences in these yield traits (Fukai and Cooper 
1995; Chapman et al. 2003; Messina et al. 2011; Chenu et al. 
2011; Bustos-Korts et al. 2016). Due to significant advances 
in molecular biology, GEI have recently also been investi-
gated at the DNA sequence level to identify variable regions 
of the genome that contribute to the genetic variation for 
the physiological and yield traits associated with the GEI. It 
has also been investigated at the cellular level by analysing 
gene expression and pathways and how they are connected 
with the physiological traits they regulate (Chapman et al. 
2003; Boer et al. 2007; Chenu et al. 2009; van Eeuwijk et al. 
2018). The rapidly expanding body of experimental results 
is beginning to reveal and demonstrate the many possible 
biophysical connections between variable environmental 

conditions, trait genetic variation and the GEI observed at 
the trait phenotype level.

From a breeding perspective, GEI should be studied in 
context with trait genetic variation representing the target 
germplasm pool and environmental variation representing 
the target population of environments (TPE) of the breed-
ing programme (Comstock 1977). The presence of GEI 
is recognised as a significant factor that can limit genetic 
gain in breeding. Within the traditional breeder’s equation 
ΔG

P
=

i∗h2∗�
P

t
 , where ΔG

P
 is response or gain in phenotypic 

performance from selection, i is the standardised selection 
differential applied to the selection units, (e.g. plant, plot or 
mean across plots), h2 is heritability of the selection unit, 
�
P
 is the phenotypic standard deviation of the target trait 

for the selection unit in the reference population, and t  is 
the time to complete one cycle of the breeding programme, 
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Fig. 1   Conceptual difference between representative conventional 
and modern crop breeding programme cycles. a A conventional crop 
breeding programme. To initiate the breeding cycle, breeders sam-
ple genotypes from their germplasm pool and choose field trial loca-
tions that represent their target population of environments (TPE) for 
multi-environment trials (MET). Genotypes are tested in multi-year 
and multi-location METs, and phenotype data are analysed. Selec-
tion decisions are made based on the genotypes’ performance across 
the environments sampled in the METs. If genotype-by-environment 
interaction (GEI) is large, breeders might have to operate in separate 
breeding programmes. b A modern crop breeding programme includ-
ing information from biophysical environmental characterisation 
(envirotyping), variation for important adaptive traits and integra-
tion of environmental and trait information based on a crop growth 
model (CGM). Breeders initiate the breeding cycle similar to a, and 

genotypes are genotyped using high-throughput genotyping platforms 
and phenotyped in targeted METs which focus on generating infor-
mation on traits that jointly determine the end-point trait (e.g. grain 
yield). Additionally, environments are characterised, and information 
can be used to compare environment frequencies as sampled in the 
MET with their expected frequencies in the TPE, to make weightings 
or adjustments to the environment sampling strategy. Conventional 
genomic prediction based on additive models is used, and where non-
additive effects are large, CGM-based genomic prediction models 
are used to (1) predict the performance of unphenotyped genotypes 
in tested environments or (2) predict the performance of unpheno-
typed genotypes in and untested environments. Predictions are used 
to obtain genomic estimated breeding values for genotypes and to 
inform selection decisions
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the potential for GEI to limit gain is quantified through the 
downward impact on the heritability. In general for any trait, 
as the magnitude of the GEI variance increases relative to 
the magnitude of the genetic variance, the effective herit-
ability of the trait will decrease and the breeder’s equation 
will predict reduced gain (Holland et al. 2003). For genomic 
selection, the impact of GEI on gain can be understood 
through its potential to have a downward influence on the 
prediction accuracy (across the environments) component of 
the genomic breeder’s equation ΔG

A
=

i∗r
A
∗�

A

t
 , where ΔG

A
 is 

genetic gain in terms of breeding value, i is the standardised 
selection differential, r

A
 is the predictive accuracy, defined 

as the correlation between the estimated genotypic or breed-
ing values in the training data sets and their corresponding 
true values in the TPE, �

A
 is the additive genetic standard 

deviation of the target trait for the selection unit in the train-
ing population and t is the time to complete one cycle of the 
genomic selection cycle, which can be considerably faster 
than one cycle of the conventional breeding programme 
(Fig. 2). Thus, gain from genomic selection will be reduced 
whenever the incidence of GEI results in a decrease in the 
prediction accuracy (across environments). Likewise, if GEI 
is sufficiently large and breeding programmes have to be 

split to target specific production environments or regions, 
less genotypes can be tested in each of the sub-programmes 
which ultimately decreases the selection intensity, leading to 
lower rates of gain in each of the sub-programmes. 

The ubiquitous nature of GEI for many crop species and 
their potential for negative impact on genetic gain moti-
vates consideration of how to overcome these limitations. 
In principle, two components are required: (1) availability 
of appropriate descriptors of the environmental variables 
contributing to the GEI and (2) genetic diversity for the 
traits that contribute to differences in genotype perfor-
mance in response to the causal environmental conditions. 
For example, if water availability is a key environmental 
variable contributing to genotypic variation for yield, firstly 
environments will need to be characterised to distinguish 
the different levels of water availability and their influences 
on yield performance (Chapman et al. 2000a; Löffler et al. 
2005; Chenu et al. 2011). Secondly, trait variation contribut-
ing to differences in the yield performance of genotypes in 
response to the levels of water availability must exist and be 
phenotyped in the germplasm pools (and training popula-
tion) of the breeding programme (Cooper et al. 2014a). To 
enable genomic selection that can account for the resulting 
GEI, methods are required to identify markers that can be 
used as descriptors of the trait variation associated with the 
GEI (e.g. Boer et al. 2007).

From the conventional plant breeding perspective, many 
methods have been advocated to deal with GEI. A widely 
used practice has been to conduct multi-environment trials 
(MET) to sample the diversity of environmental conditions 
within the TPE and select for genotypes demonstrating supe-
rior wide adaptation based on the results of these METs 
(Fig. 1A). When GEI is large, selecting for wide adaptation 
across highly diverse environment types may not be feasible. 
Practical extensions of this approach involve sub-dividing 
the TPE by grouping together environments with similar 
trait requirements and less GEI, and operating in separate 
breeding programmes for the defined environmental sub-
groups. This strategy can work well when there is alignment 
between the biophysical causes of repeatable GEI and the 
identified sub-groups. In other examples, managed environ-
ments have been designed to stratify the sampling of some 
of the key environment types within the TPE (Fischer et al. 
1989; Cooper et al. 1995; Campos et al. 2004; Kirigwi et al. 
2004; Trethowan et al. 2005; Bänziger et al. 2006; Weber 
et al. 2012; Rebetzke et al. 2013; Cooper et al. 2014a). These 
conventional approaches to tackle GEI in plant breeding 
can be extended to enable GS by using the phenotypic data 
obtained from the METs and managed environments to con-
struct training data sets to associate DNA sequence polymor-
phism with trait phenotypic variation (Cooper et al. 2014b; 
van Eeuwijk et al. 2018).

Fig. 2   Simulated genetic gain for spring wheat from three different 
breeding strategies. PS = phenotypic selection, GS = genomic selec-
tion, GS + SB = genomic selection + speed breeding. A fully addi-
tive genetic model with 1000 QTL was assumed, and effects were 
randomly sampled from a normal distribution. PS = phenotypic 
selection; GS = genomic selection; SB = ‘speed breeding’. The 
cycle lengths for the three different programmes are PS = 5  years, 
GS = 4 years and PS + GS = 3 years. Breeding schemes were adapted 
from real CIMMYT breeding programmes. Simulation routines were 
initiated based on a spring wheat data set from CIMMYT. Data are 
extracted and adapted from simulations described in Voss-Fels et al. 
(2018a)
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Environmental descriptors that explain components of 
GEI (Chapman et al. 2000a; Löffler et al. 2005; Chenu et al. 
2011) have been used in combination with phenotypic data 
from METs to design GS methods to tackle GEI. The envi-
ronmental descriptors have been used directly as covari-
ates to index models for prediction to future environments 
(Heslot et al. 2014; van Eeuwijk et al. 2018; Malosetti et al. 
2016). An alternative approach has been to use the envi-
ronmental descriptors to group environments and design 
informative data breakouts from the total available MET 
data set. The data breakouts can then be used to construct 
separate training data sets for prediction to different environ-
ment types, e.g. drought, high temperature, low nitrogen, 
standability, specific biotic factors (e.g. nematodes, diseases, 
insects), favourable high input (low stress) or combinations 
of these environmental conditions (Cooper et al. 2014b). A 
logical progression from constructing such breakout data 
sets is targeted phenotyping of the training data sets in man-
aged environments, e.g. for drought in maize (Cooper et al. 
2014a). Designing METs based on combinations of both 
on-farm testing, to continually sample the diversity of the 
TPE, and managed environments, to ensure environment 
types that are important components of the TPE are con-
sistently sampled, provides expanded experimental infra-
structure to construct training data sets. Regardless of the 
approach, designing a MET that consistently provides sam-
ples of environments that are representative of the TPE is a 
key foundation for creating training data sets to enable GS. 
This also provides a suitable target for investing in extended 
phenotyping and advanced modelling methods to capture the 
nonlinear dynamics of trait adaptation that underpin compo-
nents of GEI in genomic prediction models.

Non‑additive genetic variance

The growing empirical molecular evidence that genes 
influencing complex traits can operate as members of net-
works has stimulated debates about the interpretation of 
gene effects and the relative contribution of additive and 
non-additive sources of genetic variance within reference 
populations and their potential influences on short- and 
long-term crop breeding trajectories (Hammer et al. 2006; 
Hill et al. 2008; Messina et al. 2011). Intra-locus (domi-
nance) and inter-locus (epistasis) non-additivity for target 
traits present potential challenges for the implementation 
of GS in crop breeding. In particular, there is concern that 
in the presence of epistasis the substitution effects of QTL 
alleles can change among populations targeted for selec-
tion in crop breeding programmes. The most challenging 
case is where the changes in allele substitution effects are 
associated with changes in the ranking of the values of the 
alleles. Hill et al. (2008) reviewed theory for the relative 
importance of additive and non-additive genetic variance 

at the outbred reference population level in the presence 
of different models of gene action, which included domi-
nance and epistasis. They applied the theory to review the 
extensive body of empirical evidence from studies of labo-
ratory animals, livestock and twin studies in humans, with 
a more limited treatment of the empirical evidence from 
laboratory and experimental studies of crop plants. They 
demonstrated the expected and observed predominance of 
additive genetic variance for outbred reference populations, 
emphasising the important influence of extreme allele fre-
quencies on the detectability of non-additive gene action in 
the reference populations. Similar investigations would be 
helpful for pedigree-related inbred populations that represent 
the reference populations of major crop plants. Following 
the framework used by Hill et al. (2008), samples of refer-
ence breeding populations that are targeted for GS by the 
breeder can be examined to quantify the levels of consist-
ency of allele substitution effects for QTL. Attention should 
be given to determining potential influences of changes in 
the ranking of allele effects associated with detected changes 
in substitution values. Where consistency is predominantly 
observed core training populations can be developed to sup-
port broad application of GS for use across multiple breed-
ing populations (Cooper et al. 2014b). However, where lack 
of consistency is predominantly observed, multiple training 
populations or iterative updating of training populations will 
be required (Podlich et al. 2004), making GS more expensive 
to implement for crop breeding.

Cheverud and Routman (1995) provided a quantita-
tive genetic framework for interpreting the influence of 
epistasis at the genotypic level (physiological epistasis) 
on genetic variance components and applied this to dem-
onstrate how physiological epistatic effects can contribute 
to increased levels of additive genetic variance as popula-
tions evolve through bottlenecks (Cheverud and Routman 
1996). They provided empirical results for epistatic effects 
of two interacting QTL on adult body weight of mice, which 
they quantified as the deviation of the total from the non-
epistatic genotypic values (Fig. 3A–C). They demonstrated 
how physiological epistasis detected between QTL can 
contribute to increased levels of additive variance for adult 
body weight at the population level. The theory provided 
by Cheverud and Routman (1995, 1996) could be relevant 
to the additive genetic variance created within pedigree-
related inbred populations of crop breeding where inbreds 
with contrasting levels of trait expressions are crossed to cre-
ate new recombinants. Messina et al. (2011) demonstrated 
how physiological epistasis at the genotypic level (Cheverud 
and Routman 1995, 1996) can be understood as physiologi-
cal epistasis measured at the trait-by-trait interaction level 
to determine genetic variance and short- and long-term 
response to selection for quantitative traits. These extensions 
of quantitative genetic theory to explicitly incorporate the 
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effects of epistasis could enable the exploration of novel 
additive genetic variance for complex traits, such as yield, 
in terms of the underlying biophysical principles including 
trait-by-trait and trait-by-environment interactions, as stud-
ied by crop physiology, to sustain and enhance long-term 
genetic improvement in crop breeding. They also motivate 
the extension of GS methodology that explicitly accounts for 
the effects of non-additivity.

Tackling the combined effects of epistasis and GEI

A range of gene-to-phenotype (G2P) models have been pro-
posed as suitable approaches for capturing both additive and 
non-additive genetic effects and GEI to enhance prediction 
for complex traits in breeding (Cooper et al. 2002; Hammer 
et al. 2006; Marjoram et al. 2014; van Eeuwijk et al. 2018). 
A growing body of work has considered the potential for 
crop growth models (CGMs) to complement conventional 
GS strategies (Messina et al. 2011; Chenu et al. 2009; Chap-
man et al. 2003; Technow et al. 2015). CGMs are a coordi-
nated set of biophysical functions (equations) that translate 
the time-indexed influences of key environmental variables 
(e.g. temperature, photoperiod, radiation, water, nitrogen) 
into crop growth and development dynamics. Ultimately, 
these CGMs that are correctly parameterised for the required 

set of genotype coefficients can be used to predict biomass 
and grain yield of genotypes, given the required set of envi-
ronmental inputs. Within this framework, the elements of the 
biophysical functions included in the CGM can be used to 
model components of the genetic variation for adaptive traits 
as they influence end-point traits such as biomass and grain 
yield. For example, root architecture directly influences the 
plants ability to capture water (Voss-Fels et al. 2018b; van 
Oosterom et al. 2016), while canopy architecture affects 
the amount of captured radiation (Hammer et al. 2009). 
A simple example for a non-additive relationship between 
genotype and the end-point trait “grain yield” that highly 
depends on the environment is given in Fig. 3D. While an 
increasing number of QTL alleles increase days to flowering, 
grain yield in this environment is maximised when only one 
QTL allele is present. Such a form of non-additive variation 
is difficult to capture using classical additive genetic models 
but would be more appropriately accounted for using CGMs. 
Representing the conditional effects of adaptive traits on 
yield for the important environment types of a TPE opens a 
number of opportunities to model sources of non-additive 
genetic variation for yield to the extent that effects can be 
represented by the trait functions of the CGM (Cooper et al. 
2009; Chapman et al. 2003; Chenu et al. 2009; Messina et al. 
2011).

Fig. 3   Examples of non-
additive relationships between 
genotypes/intermediate traits 
and phenotypes. Total (a), 
non-epistatic (b) and epistatic 
(c) genotypic values at QTL 
A and B for phenotype Y. The 
deviation of the non-epistatic 
genotypic values (b) from the 
total genotypic values (a) is 
given in c and is a consequence 
of the epistatic interaction 
between QTL A and B. Data 
are simulated and follow the 
example given by Cheverud and 
Routman (1995). d An increas-
ing number of QTL alleles 
increase days to flowering; how-
ever, yield is maximised when 
only one QTL allele is present. 
This relationship is highly 
context dependent and changes 
between distinct environments 
(e.g. terminal drought vs. well 
watered) e Relationship between 
total leaf number per plant and 
grain yield in two environments. 
Data are simulated and follow 
data presented in the study from 
Technow et al. (2015)
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Technow et al. (2015) used approximate Bayesian com-
putation (ABC) within genomic prediction to demonstrate 
how a CGM can be used to capture additive and non-addi-
tive yield effects for growth and development traits that are 
responsive to environmental variation. In their study, non-
additivity in terms of genetic effects on grain yield was a 
result of nonlinear relationships between physiological traits 
and grain yield. An example for this is given in Fig. 3E in 
which the different relationships between the total number 
of leaves per plant and grain yield in two different envi-
ronments are shown. Based on a CGM, they successfully 
predicted grain yield for maize under GEI in new environ-
ments, referring to this method as CGM–WGP (where WGP 
is whole-genome prediction). Cooper et al. (2016) applied 
the CGM–WGP method to predict yield variation for maize 
hybrids within drought environments and Messina et al. 
(2018) demonstrated a wider range of applications of the 
CGM–WGP for the prediction of GEI for yield of maize 
hybrids. Modelling the genetic architecture of yield variation 
for maize hybrids in these examples provided an enhanced 
interpretation of non-additive effects contributing to the 
observed yield variation in terms of underlying physiologi-
cal traits. For example, results from the three CGM–WGP 
maize studies (Technow et al. 2015; Cooper et al. 2016; 
Messina et al. 2018) demonstrate that the non-additive gene 
actions underlying variation for yield can be interpreted 
as interactions among the intermediate traits included in 
the CGM, e.g. radiation use efficiency, rates of water use 
determined by rates of transpiration and canopy size, and 
reproductive resiliency determined by silking dynamics, 
which ultimately determine yield in drought and favourable 
environments. Similarly, GEI for yield can be interpreted as 
differing optimal combinations of intermediate trait expres-
sions, depending on the environmental conditions (e.g. 
drought vs. optimum conditions). Messina et al. (2018) dem-
onstrated in maize that accounting for these non-additive 
effects through incorporating intermediate traits that were 
individually modelled applying additive QTL models in the 
genetic model via a CGM resulted in improved genomic 
prediction accuracies compared to traditional methods that 
focused on fitting only additive effects associated with the 
end-point trait (grain yield). Further validation work will be 
insightful to examine the performance of CGM–WGP mod-
els in situations where predictions are made in subsequent 
generations of a breeding programme that have undergone 
several rounds of meiosis.

While the example presented by Technow et al. (2015) 
focused on the use of a CGM to capture additive and non-
additive effects for crop yield, their methodology represents 
a more general class of genomic prediction models in which 
additional biological models can be used to supervise the 
selection of the genetic model for the target trait within 
the training data set. The conceptual difference between 

classical phenotypic selection schemes and modern pro-
grammes which incorporate CGM-based genomic prediction 
is represented in Fig. 1. Additional biological models that 
could be considered include gene network models to predict 
important developmental transitions such as from vegeta-
tive to reproductive development (Dong et al. 2012), and 
biochemical and hormone pathway models to predict criti-
cal levels of metabolites or hormones that regulate devel-
opment and adaptation (Guo et al. 2014; Marjoram et al. 
2014). Therefore, this framework opens new opportunities 
for modelling the genetic architecture of quantitative traits 
by identifying connections between the non-additive genetic 
phenomena such as epistasis, pleiotropy and GEI observed 
for the end-point traits and the context-dependent effects of 
the elements of any suitable biological model that can be 
used to predict the target end-point trait.

The availability of G2P modelling methods, such as the 
CGM–WGP, motivates consideration of how to effectively 
use advanced phenotyping methods to further improve out-
comes from genomic selection. van Eeuwijk et al. (2018) 
provide a comprehensive review of a range of alternative 
G2P modelling methods that can be applied to the data 
obtained from METs. The traditional approach is to seek 
additional phenotypes that can be collected from METs (e.g. 
direct measurement of time series traits such as biomass, 
remote sensing of biomass accumulation, canopy structure 
and function, metabolites from tissues) and include these 
data as additional variables in the prediction model. An 
alternative approach proposed by Messina et al. (2018) is to 
focus significant phenotyping effort towards improving the 
biophysical functions included in CGMs and defining prior 
trait distributions as data inputs for the CGM–WGP.

Given the recent advances in genomics and our current 
understanding of the genetic architecture of quantitative 
traits in the elite germplasm pools of breeding programmes, 
it is worth considering how to use information on non-
additive genetic effects in genomic selection. Following the 
studies of long-term genetic gain for yield of hybrid maize 
in the US corn-belt (Duvick et al. 2004; Campos et al. 2006; 
Hammer et al. 2009; Messina et al. 2011) and the recent 
applications of genomic selection to develop drought-toler-
ant maize hybrids for the US corn-belt (Cooper et al. 2014a), 
we propose that a potential benefit from modelling non-addi-
tive genetic effects for quantitative traits is the possibility 
to design GS strategies to access trait genetic diversity for 
breeding that could otherwise be difficult to access if selec-
tion is focused only on the standing additive genetic effects. 
This could be achieved by recruiting novel trait diversity 
associated with the non-additive genetic variation into the 
additive core of the breeding programme to contribute to 
long-term genetic gain, building on the extensions of quan-
titative genetic theory provided by Cheverud and Routman 
(1995, 1996) for evolution and Messina et al. (2011) for 
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plant breeding. A proof of concept for this approach has 
been demonstrated for the development of drought-tolerant 
maize hybrids for the USA. Early hypotheses for improving 
drought tolerance focused predominantly on variation for 
root system architecture and function to capture additional 
water (Hammer et al. 2009; Reyes et al. 2015; van Oosterom 
et al. 2016). Field-based comparisons of maize hybrids with 
high yield in drought environments revealed that traits asso-
ciated with changes in temporal patterns of water use were 
more consistently associated with high yield (Cooper et al. 
2014a). In particular, characteristics that facilitated water 
conservation during vegetative development providing a 
greater reserve of water during the reproductive development 
and grain filling stages were of high significance. These find-
ings created new phenotyping opportunities and indicated an 
important role of novel traits associated with reduced tran-
spiration rates under high atmospheric vapour pressure defi-
cit conditions (Messina et al. 2015). With this physiological 
understanding of yield variation under drought, managed 
environments were designed to target the expression of traits 
contributing to different levels of limited transpiration and 
assess their impact on yield in both drought and favourable 
environments. The managed-environment data were then 
used to design appropriate training data sets to enable GS 
for enhanced yield stability of maize hybrids (Cooper et al. 
2014a), which were validated in the US corn-belt, repre-
senting the TPE of the breeding programme (Gaffney et al. 
2015). Through this targeted approach, trait diversity con-
tributing to components of non-additive genetic diversity 
and GEI for yield that was initially hidden from the view 
of the additive models within the training data sets for the 
TPE was revealed by appropriate phenotyping in designed 
drought managed environments and creation of targeted 
drought and favourable environment training data sets and 
breeding for novel trait combinations could be accelerated 
by GS using weighted combinations of the drought, favour-
able and TPE training data sets (Cooper et al. 2014a).

Integration of genomic selection and other 
modern technologies in breeding 
programmes

Implementing genomic selection in modern plant 
breeding programmes

The implementation of GS as a core operation of commer-
cial crop and livestock breeding programmes for major spe-
cies like maize or dairy cattle has led to significant increases 
in genetic gain (Gaffney et al. 2015; García-Ruiz et al. 2016), 
and increasingly GS is becoming an essential component of 
breeding programmes for other important crops. In addi-
tion to the outlined associated challenges the definition of 

the most optimal way to incorporate GS in a breeding pro-
gramme remains an active field of research and depends on 
several factors (Lin et al. 2014). For wheat for example, clas-
sical breeding programmes create novel diversity by crossing 
parental lines to initiate the breeding cycle. From then on, 
superior genotypes are selected in time- and cost-consum-
ing multi-stage selection processes (Fig. 1A). Ultimately, a 
handful of fully homozygous elite breeding lines are moved 
forward as variety candidates, which potentially enter the 
market as commercial cultivars for farmers (Koebner and 
Summers 2003). While this strategy, which is built on classi-
cal phenotypic selection, has led to significant improvements 
of modern varieties, the implementation of GS in breeding 
schemes holds the potential to increase the rate of gain fur-
ther (Fig. 1B). The most obvious scope of GS for existing 
breeding schemes can be to support selection of improved 
genotypes in the different selection stages, but more sophis-
ticated approaches have been proposed. Heffner et al. (2009) 
firstly proposed the idea to separate the germplasm improve-
ment cycle from the prediction model improvement cycle 
in a GS-featured plant breeding programme, and Gaynor 
et al. (2017) extended this idea in a simulation study that 
investigated different strategies in a simulated inbred line 
development programme (e.g. for cultivar release or hybrid 
parent development). Using stochastic simulation, Gaynor 
et al. (2017) showed that the most optimal way for integrat-
ing GS is to divide the two main operations of a programme 
into two main operative parts. This includes (1) creation of 
new variation and recurrent population improvement and 
(2) the selection of superior inbred lines for variety develop-
ment. Using computer simulations, they show that two-stage 
breeding programmes generate up to 2.5 times more genetic 
gain than a conventional phenotypic selection scheme and 
up to 1.5 times more genetic gain than the best performing 
standard GS strategy in which GS is used to improve selec-
tion in the breeding programme. Implementing such a strat-
egy is, however, associated with a complete reorganisation 
of existing conventional programmes, and there is arguably 
need for further, if possible empirical, investigations of most 
optimal implementations.

Increasing gain through rapid generation 
advancement and genomic selection

Reducing the length of the breeding cycle is one of the main 
potential advances of GS-based breeding schemes compared 
to classical phenotypic selection. Even though GS enables 
breeders to select genotypes earlier in the cycle, selection 
candidates for inbred crops still have to go through line 
development via selfing or doubled-haploid (DH) technol-
ogy until they can be tested in METs. While DH technology 
has been widely adopted in major crops and has led to a 
significant reduction in generation time, main disadvantages 
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associated with DHs are that the technology can be costly, 
at times inefficient in terms of natural or chemical-induced 
chromosome doubling and the breeder cannot select for 
basic traits during line development. Rapid generation 
advance techniques like “speed breeding” (Watson et al. 
2018) are gaining popularity because they allow the breeder 
to turnover many generations under glasshouse conditions 
while enabling the breeder to select for traits with a high 
heritability. By modifying temperature and light regimes, 
plant growth can be greatly accelerated. For wheat, barley, 
or rapeseed for example, this enables the breeder to develop 
F6 lines, suitable for yield field trials, in only 1–1.5 years, 
thereby significantly reducing the line development phase of 
a breeding programme. While under speed breeding condi-
tions breeders can discard variety candidates with unfavour-
able basic characteristics (e.g. disease susceptibility) early in 
the line development process, this method is not adapted to 
winter crops yet. Furthermore, costs associated with installa-
tion and running of suitable facilities currently constrain the 
widespread application of the tool. Using simulations based 
on real wheat data sets from CIMMYT, it was shown that 
combining GS and speed breeding could potentially increase 
genetic gain significantly, compared to both classical phe-
notypic selection and standard GS-based breeding schemes 
(Voss-Fels et al. 2018a). This study also demonstrated that 
introgression of novel diversity was facilitated using a com-
bination of these technologies, resulting in sustained long-
term genetic gain as opposed to the other more conventional 
approaches. La Fuente et al. (2013) conceptually extended 
the idea of rapid generation advance by introducing the 
idea of in vitro nurseries. These nurseries could be formed 
by in vitro production and subsequent fusion of gametes, 
thereby theoretically overcoming the entire process of plant 
growth. Marker genotyping could be done on gametes or 
new cell lines (resulting from gamete fusion), and most opti-
mal combinations could be selected based on GEBVs. This 
would enable an extremely fast turn-around of generations 
of genetic material which could ultimately further acceler-
ate the process of combining favourable alleles. Examples 
from animal breeding show that selection of embryos based 
on GEBVs is achievable at high accuracy, implying a great 
potential to reduce the breeding cycle length (Shojaei Saadi 
et al. 2014). Considering costs and status of plant genotyp-
ing and cell culture techniques, this approach is currently 
impracticable for plant breeding, but this may change in the 
future.

Leveraging genomic selection to harness useful 
diversity from gene banks

A frequently proposed idea for crop improvement, espe-
cially with regard to enhancing adaptive capacity, is to 
introgress novel allelic diversity which is absent in modern 

elite germplasm pools using genetic resources (Huang and 
Han 2014). While it is commonly agreed that there is a lot 
of potentially useful variation locked within many mil-
lions of wild accessions and landraces stored in gene banks 
worldwide, the actual utilisation of genetically exotic 
material, which is mostly poorly adapted to modern pro-
duction systems, remains a real challenge. A key step is of 
course that exotic accessions must be phenotyped, which 
can be technically and financially challenging in a breed-
ing programme. Longin and Reif (2014) proposed a new 
strategy for the exploitation of wheat genetic resources in 
modern breeding programmes by using hybrid technology 
in combination with GS. Since genotyping is becoming 
increasingly feasible even for large populations, accurate 
phenotyping remains the actual bottleneck in evaluations 
of genetic resources for breeding. Potentially advantageous 
genes or alleles from exotic sources (e.g. conferring biotic 
or abiotic stress resistance) are almost always masked by 
major deleterious alleles and the absence of important 
agronomic genes. Longin and Reif (2014) propose to cross 
the wild “donor” accession to an elite tester to produce F1 
hybrids. Due to the dominant action of many agronomi-
cally important genes, e.g. dwarfing genes which played a 
major role for increasing grain yields under high nitrogen 
inputs, the resulting hybrids can be tested in modern crop 
production systems. Using genome-wide markers and GS 
principles, breeding values for the exotic accessions can be 
determined and used to specifically reinstate diversity for 
target traits in a given germplasm pool (Longin and Reif 
2014). Gorjanc et al. (2016) used stochastic simulations 
to provide decision support for defining the most opti-
mal strategy of how to initiate a pre-breeding programme 
in maize based on introgressions from landraces. They 
found that GS could be particularly useful to increase 
frequencies of novel alleles with small favourable effects 
in bridging germplasm, which provides a means to effi-
ciently channel new diversity into elite material. Yu et al. 
(2016) proposed a GS-based strategy to predict the per-
formance of gene bank germplasm using a large empirical 
sorghum data set. Based on strategic sampling of the train-
ing population, they were able to extrapolate information 
to untested exotic genotypes and accurately predict agro-
nomic traits. Cowling et al. (2017) simulated pre-breeding 
with exotic populations from gene banks deploying the 
concept of optimal contribution selection for long-term 
genetic gain. They see a potential of GS for the exploration 
of genetic diversity by breaking up large linkage blocks, 
which are prominent in gene bank germplasm, through 
recurrent selection. Tanaka and Iwata (2018) proposed a 
Bayesian optimisation algorithm for genomic prediction 
of superior genotypes based on a simulation study. They 
found this strategy to be most efficient and potentially 
useful for GS-based pre-breeding strategies, ultimately 
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reducing the number of phenotyped accessions needed 
for the identification of the best genotype in a large germ-
plasm population.

Combining genomic selection with genome editing

As a result of rapid advances in molecular biology, genome 
editing (GE) technologies have become very popular in 
crop and livestock research. One major field of applica-
tion is the reversal of deleterious mutations (Johnsson et al. 
2018; Hirsch and Springer 2018), which are ubiquitous in 
crop genomes (Kono et al. 2016). Several studies identified 
and sized the effects of such mutations on agronomic per-
formance in important crop species such as cassava (Ramu 
et al. 2017) or maize (Mezmouk and Ross-Ibarra 2014). 
Even though modern breeding has systematically selected 
against these variants, a hypothesis for the lack of their com-
plete removal is that selection is constrained by LD with 
favourable alleles and limited population sizes (e.g. genetic 
drift), highlighting the potential of targeted mutagenesis 
using GE techniques (Gibson 2012; Yang et al. 2017). More 
recently, the potential of GE in combination with GS has 
been proposed (Hirsch and Springer 2018). For example, 
Yang et al. (2017) demonstrate that prediction accuracies 
for grain yield and plant height in maize could significantly 
be improved when information about deleterious alleles was 
used to inform GS models and Ramu et al. (2017) see a 
potential in combining GS with GE for improving cassava 
by facilitating the purging of deleterious mutations through-
out the genome. Bernardo (2017) proposes to use CRISPR 
technology to induce targeted recombination breakpoints 
along chromosomes and estimates that such an approach 
could double the rate of gain for quantitative traits in maize. 
Within this framework, genomic prediction can be used 
to predict marker effects, which are used to target optimal 
recombination points on each chromosome.

Conclusions

Increasing the rate of crop genetic improvement is essen-
tial for future food security. To achieve this, new breeding 
strategies and technologies are required to boost genetic 
gain. The significant improvements in animal production 
that have been achieved through the implementation of GS 
showcase the potential of the technology,  and GS has been 
successfully incorporated in modern breeding programmes 
for major crops as well, predominantly in the private sec-
tor. While the methodological frameworks have been well 
established over the past two decades and there is mount-
ing evidence for the opportunity of GS to accelerate crop 
improvement, the most optimal strategy to incorporate GS 
in plant breeding programmes is very species and breeding 

programme dependant and requires continued research. Fur-
ther simulation work and empirical studies will be essential 
for the development of efficient GS-featured breeding strate-
gies which enable the delivery of significantly higher rates 
of genetic gain at an acceptable cost. Ongoing improvements 
to genotyping efficiency and phenotyping technologies will 
increase the adoption of GS in plant breeding. Experience 
and knowledge from the past decades of public and private 
research can be built on, for example, to develop GS-based 
solutions to tackle problems associated with genotype-by-
environment interaction and other sources of non-additivity. 
As outlined in this review, extending classical GS frame-
works through inclusion of crop growth models that incorpo-
rate biological functions to model the biophysical processes 
that jointly determine the targeted end-point traits, e.g. grain 
yield, provides opportunities for the redesign of current plant 
breeding programmes. This can potentially also enhance the 
utilisation of elite and exotic sources of genetic diversity. 
Finally, just implementing GS alone may not be sufficient to 
close the worrisome gap between current production trends 
and the projected future demand for plant-based products. 
Continued investments into research that develops strategies 
combining GS, gene editing, high-throughput phenotyping, 
rapid generation advancement and technologies from other 
disciplines are crucial.
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