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Abstract
Key message  We were able to obtain good prediction accuracy in genomic selection with ~ 2000 GBS-derived SNPs. 
SNPs in genic regions did not improve prediction accuracy compared to SNPs in intergenic regions.
Abstract  Since genotyping can represent an important cost in genomic selection, it is important to minimize it without 
compromising the accuracy of predictions. The objectives of the present study were to explore how a decrease in the unit 
cost of genotyping impacted: (1) the number of single nucleotide polymorphism (SNP) markers; (2) the accuracy of the 
resulting genotypic data; (3) the extent of coverage on both physical and genetic maps; and (4) the prediction accuracy (PA) 
for six important traits in barley. Variations on the genotyping by sequencing protocol were used to generate 16 SNP sets 
ranging from ~ 500 to ~ 35,000 SNPs. The accuracy of SNP genotypes fluctuated between 95 and 99%. Marker distribution 
on the physical map was highly skewed toward the terminal regions, whereas a fairly uniform coverage of the genetic map 
was achieved with all but the smallest set of SNPs. We estimated the PA using three statistical models capturing (or not) 
the epistatic effect; the one modeling both additivity and epistasis was selected as the best model. The PA obtained with 
the different SNP sets was measured and found to remain stable, except with the smallest set, where a significant decrease 
was observed. Finally, we examined if the localization of SNP loci (genic vs. intergenic) affected the PA. No gain in PA was 
observed using SNPs located in genic regions. In summary, we found that there is considerable scope for decreasing the cost 
of genotyping in barley (to capture ~ 2000 SNPs) without loss of PA.

Introduction

Three selection strategies are currently practiced in the field 
of plant breeding: phenotypic selection, marker-assisted and 
genomic selection (Ortiz Ríos 2015). The impetus for devel-
oping new breeding procedures has always been the desire 
to make breeding more efficient, quicker and less costly. 
During centuries, plant breeding was mainly achieved by 
crossing parents with the desired traits to generate genetic 
variation through recombination, and then selecting the best 
segregating offspring based on phenotypic evaluation via 
extensive field and/or greenhouse trials throughout genera-
tions, across locations, and over time (Walsh 2001; Cattivelli 
et al. 2011; Ortiz Ríos 2015). Phenotypic selection tends 
to achieve relatively lower genetic gain for complex traits 
with low heritability compared with traits with high herit-
ability (Bhat et al. 2016; Rajsic et al. 2016). For complex 
traits, this process can be extremely time-consuming (Sallam 
and Smith 2016) and the logistics of implementing can be 
resource-intensive endeavor and very costly (Spindel et al. 
2015).
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Since the end of the 1980s, advances in molecular genetic 
research opened new avenues for obtaining genotypic infor-
mation. From that point on, phenotypic breeding methods 
have been used along with novel technologies and tools such 
as molecular markers (Ortiz Ríos 2015). Selection for some 
traits, previously performed via phenotypic selection, could 
now be performed via marker-assisted selection (MAS) 
(Graner et al. 2011; Bhat et al. 2016). Marker-assisted selec-
tion, where molecular markers are used to tag genes of inter-
est, has been very useful for manipulating genes with large 
effects and known association with a marker, offering new 
opportunities for a more efficient and faster breeding process 
(Steffenson and Smith 2006; Lorenz et al. 2011; Spindel 
et al. 2015). However, the efficiency of MAS has nonetheless 
been limited, as most traits of interest to breeders are con-
trolled by many genes with small effects and/or by a combi-
nation of major and minor genes with epistatic interactions 
(Jiang 2013; Zhang et al. 2013; Zhao et al. 2014).

Along with advances in high-throughput sequencing 
technologies, the development of statistical methods link-
ing genome-wide genetic information with phenotype has 
given rise to a new approach for improving quantitative 
traits: genomic selection (GS). Since GS was first proposed 
(Meuwissen et al. 2001), several genomic prediction mod-
els have been developed and applied in plant breeding for 
different traits (e.g., Bernardo and Yu 2007; Zhong et al. 
2009; de los Campos et al. 2009b, 2010; Crossa et al. 2010, 
2011, 2016; Burgueño et al. 2012; Heslot et al. 2012; Pérez-
Rodríguez et al. 2012, 2017; Massman et al. 2013; Sousa 
et al. 2017). In a GS scheme, genome-wide markers such as 
single nucleotide polymorphisms (SNPs) are used to predict 
the breeding values of both parents and segregating offspring 
for traits of interest. These predicted values are derived from 
a statistical model of the relationship between genotypes 
and phenotypes in a training population (TP), applied to 
genotypes of selection candidates (SCs) (de los Campos 
et al. 2009b; Crossa et al. 2010). In principle, including all 
markers in the model regardless of the size of the associated 
effect allows the selection for small or large effect genes/
quantitative trait loci (QTLs) in complex quantitative traits 
(Spindel et al. 2015).

The efficiency of GS is directly related to the accuracy of 
predictions, which itself depends strongly on gene effects, 
trait complexity, size of the TP, structure of populations and 
relatedness, as well as marker density but less on the method 
adopted to compute marker contributions (de los Campos 
et al. 2009b; Crossa et al. 2010, 2011; González-Camacho 
et al. 2012; Hickey et al. 2012; Lorenz et al. 2012; Pérez-
Rodríguez et al. 2012, 2017; Riedelsheimer et al. 2012). 
Lorenz et al. (2012) discussed the impact of TP size and 
marker density and highlighted a complex non-linear rela-
tionship, dependent on QTL number and trait heritability. 
Prediction accuracy seems to be inversely related to the 

number of QTLs and positively correlated to the heritability 
of traits (Zhong et al. 2009; Ornella et al. 2012). Moreover, 
the relative efficiency of statistical models often depends 
on the genetic architecture of a trait (Howard et al. 2014). 
For example, nonparametric methods such as reproducing 
kernel Hilbert spaces regression (RKHS) would be better 
suited for non-additive genetic architecture (i.e., dominance 
and epistasis) as it accounts for additive and epistatic effect 
and predict genetic value (the total performance of an indi-
vidual) (Gianola 2006; Gianola and van Kaam 2008; de los 
Campos et al. 2009a, 2010; Pérez-Rodríguez et al. 2012). 
However, as suggested by several studies, parametric meth-
ods based on an additive framework predict breeding value 
(the expected performance of an individual’s progeny), can 
be better than nonparametric methods in the case of additive 
genetic architectures, so the use of nonparametric models 
may not give the expected accuracy (Desta and Ortiz Ríos 
2014; Howard et al. 2014).

Breeding for resistance in barley (Hordeum vulgare L.) is 
a very complex task, and the identification of desired recom-
binants by classical selection has almost reached the limits 
of manageability (Friedt 2011). More recently, MAS has 
been successfully employed to control resistance to stem rust 
and spot blotch, through the introduction of major resistance 
genes (Steffenson and Smith 2006). However, this is not 
the case with Fusarium head blight (FHB), caused primar-
ily by Fusarium graminearum, one of the most destructive 
fungal diseases of barley (Paulitz and Steffenson 2011; Lor-
enz et al. 2012; Mamo and Steffenson 2015). The genetic 
basis of FHB resistance has been studied intensively through 
QTL mapping, indicating a complex quantitative trait with 
low heritability in elite germplasm, highly influenced by 
the environment. So far, no major resistance gene against 
FHB has been reported in barley, but minor-effect QTLs 
that act additively to confer partial resistance to FHB have 
been reported (Horsley et al. 2006; Liu et al. 2006; Steffen-
son and Smith 2006; Mamo and Steffenson 2015). As is the 
case for FHB, grain yield is also controlled by many genes 
(Wang et al. 2014). QTLs associated with yield have been 
found on almost all barley chromosomes, but the number of 
QTLs, their additive effects, and their localization on chro-
mosomes differ from one population to another (Mikołajczak 
et al. 2016). The potential of GS to improve quantitative 
traits in barley, in addition to these two major traits, has been 
assessed in several studies (Zhong et al. 2009; Iwata and Jan-
nink 2011; Lorenz et al. 2012; Zhang et al. 2013; Lorenz and 
Smith 2015; Sallam et al. 2015; Nielsen et al. 2016; Sallam 
and Smith 2016; Schmidt et al. 2016).

Genomic selection offers great potential for increasing 
rates of genetic progress in plant breeding (Crossa et al. 
2011; Hickey et al. 2012). It can improve breeding efficiency 
and be cost-effective by: (i) increasing the accuracy of esti-
mated breeding values as molecular markers allow tracing 
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Mendelian segregation; and (ii) reducing the breeding cycle 
time by limiting field evaluation (Daetwyler et al. 2013; Sal-
lam and Smith 2016; Pérez-Rodríguez et al. 2017). The costs 
of GS are associated with genotyping and phenotyping the 
TP and genotyping the SCs (Sallam and Smith 2016). A 
wide variety of SNP genotyping systems have been recently 
developed and the number of SNP loci can exceed millions 
(Lorenz et al. 2011; Gorjanc et al. 2017). In barley, SNP gen-
otyping arrays such as Barley Oligonucleotide Pool Assays 
(BOPA1 and BOPA2) (Close et al. 2009) and 9 K barley 
chip (Comadran et al. 2012) have been employed in multiple 
applications including GS. Despite their success, these SNP 
marker platforms are being replaced by methods that exploit 
next-generation sequencing technologies (NGS). Methods 
based on reducing the complexity of the genome, such as 
genotyping-by-sequencing (GBS) (Elshire et  al. 2011), 
provide very high-density genotyping at an extremely low 
cost per data point (Davey et al. 2011; Waugh et al. 2014; 
Gorjanc et al. 2017). Such marker resources will be highly 
valuable for dissecting the genetic architecture of complex 
agronomic traits and facilitating GS (Lorenz et al. 2011).

Genomic selection is based on linkage disequilibrium 
(LD) between QTLs and specific alleles of SNPs; a stronger 
LD leads to higher accuracy of prediction (Meuwissen, 
et al. 2001). Additionally, Wientjes et al. (2013) stated that 
the reliability of genomic predictions can be strongly influ-
enced by family relationships. A relatively small number 
of markers would be sufficient to cover the genome if LD 
was extensive enough (Wientjes et al. 2013). High, long-
range, genome-wide LD exists in cultivated barley popula-
tions (Kraakman 2004; Caldwell 2005; Rostoks et al. 2006; 
Zhong et al. 2009; Hamblin et al. 2010; Iwata and Jannink 
2011; Lamara et al. 2013; Ramsay et al. 2014). However, 
the extent of LD varies across chromosomes (Rostoks et al. 
2006); within the same elite/cultivated gene pool, LD may 
extend from hundreds of kilobases in genomic region with 
high rate of recombination to hundreds of megabases in 
rarely recombining regions (e.g., centromere-proximal 
regions) (Waugh et al. 2014). Thus, other than empirically, 
it is difficult to determine the number of markers needed to 
achieve genome-wide coverage.

Using populations of spring barley, the objectives of the 
present study were to explore, first, how different variations 
in the genotyping-by-sequencing protocol used to generate 
the genotypic data (multiplexing and genotype filtering) 
affected: (1) the number of SNP markers available; (2) the 
accuracy of the resulting genotypic data; (3) the extent of 
coverage of both the physical and genetic maps; and (4) the 
accuracy of GS predictions; second, how modeling epistasis 
in GS impacted the accuracy of prediction for six important 
traits in barley and third how the localization of SNP loci in 
different functional regions of the barley genome affected 
the prediction accuracy of the six traits.

Materials and methods

Barley populations

We used two populations: a TP and a validation popula-
tion (VP). The TP was composed of 258 advanced lines 
and varieties chosen to represent the genetic diversity of 
the six-row barley breeding program at Université Laval 
(Quebec, Canada; https​://www.ulava​l.ca). The VP com-
prised 30 advanced lines and varieties representing the 
germplasm of a private breeding program (Céréla Inc.; 
http://cerel​a.ca/) located in the same broad geographic 
area. These populations are representative of the genetic 
diversity present within breeding programs active in east-
ern Canada.

Experimental phenotypic data

For the TP, phenotypic data were recovered from regis-
tration trials carried out in 14 different locations in Que-
bec from 2004 to 2014, for a total of between 10 and 25 
environments (location × year) depending on the trait, as 
displayed in Table 1. For the VP, we obtained data from 
the same registration trials until 2014 and performed addi-
tional phenotyping in 2015 and 2016 for a total of between 
4 and 15 environments.

Fusarium head blight tolerance was evaluated by quan-
tification of deoxynivalenol (DON) accumulated in the 
kernels. In inoculated FHB nurseries, barley lines were 
grown as two-row plots 0.65–1 m in length, spaced 17 cm 
apart, at a planting density of 375 plants m−2 in a rand-
omized complete block design with two replications. Arti-
ficial inoculation was performed with maize (Zea mays L.) 
kernels infected by Fusarium graminearum mycelium (as 
per Prom et al. 1996). The inoculum consisted of a pool 
of four aggressive and virulent F. graminearum strains 
belonging to the same chemotype (3Ac-DON) and repre-
senting the molecular diversity present within a large col-
lection of F. graminearum isolates from five agricultural 
locations in Quebec. Three to four weeks before anthesis, 
the inoculum was spread on the ground between the rows 
of each plot, approximately 45 g per row. Automatic irri-
gation with sprinklers was performed during non-rainy 
days for 5 h per day (a rotation of 5 mn per row during 
5 h) until the maturity stage (Zadoks growth scale 83–87). 
The quantification of DON (in ppm) was performed using 
a commercial ELISA test (Veratox, Neogen Corporation, 
Saint Hyacinthe, QC, Canada) on 10- to 20-g samples of 
harvested kernels (Tangni et al. 2011).

Field trials for agronomic traits were conducted in a 
randomized complete block design with two replications 

https://www.ulaval.ca
http://cerela.ca/
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of four-row plots (4–5 m in length, 17-cm row spacing 
and a planting density of 375 plants m−2). Five different 
agronomic traits were evaluated: heading time (HTM), 
days to maturity (MAT), thousand-kernel weight (TKW), 
grain yield (GYD) and plant height (PHT). Heading time 
was expressed in days from seeding; it was scored when 
50–80% of ears in the plot had emerged from the sheath. 
Maturity (days from seeding date) was reached when 
50–80% of ears had kernels (in the central part of the 
spike) at the soft dough to early ripening stages (Zadoks 
growth scale 86–90). Thousand-kernel weight was meas-
ured in grams on a sample of 1000 seeds obtained using a 
seed counter. For each plot, grain yield was measured and 
converted to kg/ha. Plant height (in cm) was measured 
on two randomly selected plants (from the middle of the 
plot) as the distance from the ground to the top of the ear 
(without awns).

Phenotypic data analysis

Using the META-R program v. 6.01 (http://hdl.handl​
e.net/11529​/10201​) (Alvarado et al. 2015), we performed 
an analysis of variance and estimated the broad-sense herit-
ability H2

e
 in each environment. Broad-sense heritability was 

estimated as H2
e
= �2

G
∕
(
�2

G
+ �2

e
∕r
)
 , where �2

G
 is the genetic 

variance, �2
e
 is the error (residuals) variance, and r is the 

number of replicates. As all lines were not evaluated in all 
environments, best linear unbiased predictions (BLUPs) 
were computed using META-R following the model 
yijk = � + Envi + Repj

(
Envi

)
+ Linek + EnviLinek + eijk, 

where yijk is the observed phenotype, � is the overall mean, 
Envi is the random effect of the ith environment (a location-
year combination), Repj

(
Envi

)
 is the random effect of jth 

block nested within the ith environment, Linek is the random 

effect of the kth line, EnviLinek is the random effect of the 
interaction between the ith environment and kth line and eijk 
is the random error term. The broad-sense heritability H2 
on an entry mean basis was computed for each trait. The 
BLUP values were considered as the observed performances 
of each line across all environments and used in GS analysis.

Genotypic data

Genomic DNA was extracted from 5 mg of dried young 
leaves using a CTAB-based protocol. The DNA concentra-
tion (ng/µL) in each sample was measured using a fluoro-
metric quantification method (PicoGreen). A total of 200 ng 
per sample was used for the preparation of 96-plex PstI/MspI 
GBS libraries as per the methods of Mascher et al. (2013); 
the optimized protocol is detailed in Abed et al. (2017). 
After amplification and purification, each of the three GBS 
libraries was sequenced on two PI chips on an Ion Torrent 
Proton sequencer at the Plateforme d’analyses génomiques 
(IBIS, Université Laval). As controls to assess the quality 
and reproducibility of SNP calls, we included DNA from 
cv. Morex, the cultivar used to build the barley reference 
genome, and three lines were analyzed in duplicate on dif-
ferent plates.

SNP calling and procedures for varying the number 
of SNPs obtained

To estimate the impact of various depths of sequencing of 
the GBS libraries, we extracted three subsets of reads (from 
the original FASTQ file obtained following sequencing) con-
taining 1/2, 1/4 and 1/8 of the reads to simulate 192-plex, 
384-plex and 768-plex libraries, respectively. Informative 
SNPs were identified and called for each set of reads using 

Table 1   Number of years, 
locations and environments 
from which phenotypic data 
were obtained for six traits for 
both the training and validation 
populations

The six traits were deoxynivalenol (DON) content in kernels, heading time (HTM), days to maturity 
(MAT), thousand-kernel weight (TKW), grain yield (GYD) and plant height (PHT)

Traits Years Number of 
locations

Number of 
environments

Number Range

Training population DON 9 2004–2013 5 18
HTM 10 2004–2013 1 10
MAT 9 2006–2013 9 28
TKW 8 2006–2013 5 19
GYD 8 2006–2014 7 18
PHT 9 2006–2014 8 25

Validation population DON 8 2004–2015 5 15
HTM 2 2015–2016 3 4
MAT 3 2014–2016 7 12
TKW 4 2013–2016 7 13
GYD 3 2014–2016 7 12
PHT 3 2014–2016 6 11

http://hdl.handle.net/11529/10201
http://hdl.handle.net/11529/10201
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the Fast-GBS pipeline (Torkamaneh et al. 2017) and IBSC 
reference genome (Ensembl Plant, Barley genome v. 35). 
SNPs were called using reads ≥ 50 nucleotides in length 
and if supported by ≥ 2 reads. Additionally, SNP loci having 
more than 10% heterozygous genotypes were excluded. To 
assess the impact of missing data (N), for all four degrees of 
multiplexing described above (96-plex, 192-plex, 384-plex, 
768-plex), we separately applied four different thresholds 
for N: ≤ 80% (N80), ≤ 50% (N50), ≤ 20% (N20) and ≤ 15% 
(N15). Finally, missing data were imputed using Beagle v. 
4.1 (https​://facul​ty.washi​ngton​.edu/brown​ing/beagl​e/beagl​
e.html) (Browning and Browning 2007) and only SNPs with 
a minor allele frequency (MAF) ≥ 5% were used. In total, 
16 different SNP-calling conditions were thus used (4 levels 
of sequencing depth and 4 N thresholds). For each of the 
resulting SNP sets, we estimated both SNP accuracy and 
reproducibility. Accuracy of SNP calls was measured as the 
degree of concordance between the GBS-derived genotype 
for cv. Morex and the genotype at the same physical posi-
tion in the reference genome; based on only imputed geno-
types, we additionally computed the imputation accuracy. 
Reproducibility was the degree of concordance between the 
GBS-derived genotypes for three lines analyzed in duplicate.

SNP distribution on the physical and genetic maps 
and their functional impact

To assign a position to each SNP on the genetic map, we 
extracted the reads underlying each SNP in all 16 SNP sets 
using an R in-house script (https​://www.r-proje​ct.org/) (R 
Core Team 2016) and determined their position on the IBSC 
map (2012) using Barleymap (http://flore​sta.eead.csic.es/
barle​ymap/) (Cantalapiedra et al. 2015). PhenoGram (http://
visua​lizat​ion.ritch​ielab​.psu.edu/pheno​grams​/plot) (Wolfe 
et al. 2013) was used to represent the physical distribution 
of the SNPs on chromosomes. Using the SNPeff program v. 
4.3 (http://snpef​f.sourc​eforg​e.net/) (Cingolani et al. 2012) 
and based on gene annotation information (GFT format, 
Barley genome v. 35), we analyzed the distribution of 
SNP loci according to their location in different functional 
regions of the genome. We sub-divided the whole SNP set 
into four major categories: (1) an intergenic region which 
corresponded to SNPs located within 5 kb upstream and 
within 5 kb downstream of an open reading frame (ORF), 
in addition to SNPs located in intergenic regions outside the 
upstream and downstream regions; (2) a genic region cor-
responding to SNPs present in exons, introns or untranslated 
regions (UTRs); (3) a coding region where SNPs resided 
only in exonic regions; and (4) a non-coding region corre-
sponding to SNP in introns, 5′ UTRs and 3′ UTRs. For this 
classification of SNPs, only the largest SNP set obtained 
under the most permissive conditions (96-plex, N80) was 
used.

Methods for estimating the accuracy of predicted 
phenotypes

The prediction accuracy was measured as Pearson’s correla-
tion between the predicted and the observed performance 
(BLUPs) across environments. In a first assessment of pre-
diction accuracy, we performed 80:20 cross-validations by 
dividing the TP into two groups: 80% of lines used to train 
the model and 20% used to validate the model. Cross-vali-
dation was repeated 50 times (by randomly selecting lines 
assigned to each subset) and the same subsets were used to 
analyze different GS models. The mean and standard errors 
across the 50 iterations were computed for each trait. In 
the second assessment, we performed an inter-population 
validation in which the VP, an independent set of lines not 
present within the TP, was used. All lines present in the 
TP were used to fit the statistical models and to predict the 
performance of lines belonging to the VP. The prediction 
accuracy was measured by computing Pearson’s correlation 
between predicted performances and phenotypes observed 
in the field for these lines. As a final comparison, the cor-
relation was computed between the observed and predicted 
phenotype based on a line’s rank rather than its phenotypic 
value.

Genomic‑enabled prediction models

The statistical models used in this study were fitted using 
the Bayesian framework. Three models were chosen: (1) 
GBLUP, an RKHS model used as a basic model including 
only additive SNP effects; (2) GBLUPe, an RKHS model 
with a variance–covariance matrix that captures epistasis; 
and (3) RKHSg, an RKHS model with a variance–covari-
ance matrix based on a Gaussian kernel. The two latter mod-
els aim to capture both additive and non-additive epistatic 
effects. In the RKHS approach, the regression function is 
provided by the Reproducing Kernel (RK), which is an n × n 
matrix whose entries are functions of marker profiles of 
pairs of lines. The RK must be semi-positive definite (Pérez-
Rodríguez and de los Campos 2014; Jiang and Reif 2015). 
Based on the work of Pérez-Rodríguez and de los Campos 
(2014), we implemented the three models using single- and 
multi-kernel methods with the BGLR statistical package. For 
computations, we used 100,000 iterations of Gibbs sampling 
and a burn-in of 10,000, and a thin of 10.

Model with linear kernel (GBLUP)

In GBLUP, we employed a single kernel method with a lin-
ear reproducing kernel (RK). The RK is a function that maps 
from pairs of points in input space (e.g., pairs of individuals 
or pairs of vectors of marker genotypes) (Pérez-Rodríguez 
and de los Campos 2014). We used the following model:

https://faculty.washington.edu/browning/beagle/beagle.html
https://faculty.washington.edu/browning/beagle/beagle.html
https://www.r-project.org/
http://floresta.eead.csic.es/barleymap/
http://floresta.eead.csic.es/barleymap/
http://visualization.ritchielab.psu.edu/phenograms/plot
http://visualization.ritchielab.psu.edu/phenograms/plot
http://snpeff.sourceforge.net/
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where y is the vector of phenotypic records (response vari-
able), � is the general mean and considered a fixed param-
eter, u1, � are random parameters with � ∼ MN

(
0, �2

�
I
)
 is the 

error term and u1 ∼ MN
(
0, �2

u1
K
)

 is a vector of random 

additive effect. We chose K = G , where G is a genomic rela-
tionship matrix among all lines. The G matrix was computed 
following the method described by Cuevas et al. (2016) 
using the equation:

where Z is a matrix of SNPs coded for additive effects and 
p is the number of markers centered and standardized. In this 
setting, the diagonal values of G are around one, so that �2

u1
 

is defined in the same scale as �2
�
 . By choosing K = G , this 

model is equivalent to genomic BLUP (GBLUP) (Jiang and 
Reif 2015).

Model with linear kernel capturing epistasis: GBLUPe

The GBLUPe is a linear mixed model that can be written as 
follows:

where y , � , u1 and � are as in Eq. (1), u2 ∼ MN
(
0, �2

u2
H
)
 , 

where H = G#G , and # stands for the Haddamart product or 
cell-by-cell product. With the addition of this random term, 
the model is able to capture epistatic effects (Henderson 
1985).

Model with Gaussian kernel capturing epistasis: RKHSg

The RKHSg model is based on a multi-kernel method. Fol-
lowing Pérez-Rodríguez and de los Campos (2014), we used 
Gaussian RK evaluated in the (average) squared Euclidean 
distance between lines. The RKHSg model can be written as:

The notations are the same as in Eq. (1) and the assumptions 
are u1 ∼ MN

(
0, �2

u1
K1

)
, u2 ∼ MN

(
0, �2

u2
K2

)
, u3 ∼ MN

(
0, �2

u3

K3

)
, where K1,K2,K3 are n × n semi-positive definite 

kernel matrix based on Euclidean distance between lines and 
different values of the bandwidth parameter h . It is computed 
as follows:

(1)y = 1� + u1 + �

(2)G = ZZ�∕p

(3)y = 1� + u1 + u2 + �

(4)y = 1� + u1 + u2 + u3 + �

(5)K
�
xi, xi�

�
= exp

�
−h ×

∑p

k=1

�
xik − xi�k

�2

p

�

where xi, xi′ are pairs of vectors of markers genotypes. The 
choice of h can be performed by applying a cross-validation 
or a Bayesian approach definite (Pérez-Rodríguez and de los 
Campos 2014; Jiang and Reif 2015). de los Campos et al. 
(2010) proposed using a multi-kernel approach or kernel 
averaging (KA) by defining a sequence of kernels based on 
a set of values of h and fitting a linear mixed model given by 
different values of the bandwidth parameter h1 = 1∕M for 
K1 , h2 =

1

5M
 for K2 and h3 =

5

M
 for K3 , where M is the median 

squared Euclidean distance. To tackle the problem of selec-
tion of h , different approaches were used. We performed ker-
nel based models where we do not need to specify the h (as 
base for comparison, K = G which is our first model). These 
approaches deal with the problem of bandwidth selection.

From each model, we reported the variance component: 
additive genotypic, non-additive genotypic and residual vari-
ance. To choose the best statistical model, we performed 
cross-validation as described above using the largest SNP set 
obtained with the most permissive conditions of call (Condi-
tion 1: 96-plex, N80).

Population structure and relatedness between lines

Using the SNP set obtained in Condition 1 (96-plex, N80), 
the genetic structures of the TP and the VP were evaluated 
using principal component analysis (PCA) with the soft-
ware TASSEL v. 5.2.31 (http://www.maize​genet​ics.net/tasse​
l) (Bradbury et al. 2007). A matrix P of uncorrelated vari-
ables called principal components (PCs), capturing most of 
the variation present in the original data, was generated. The 
structure of the population is subsequently defined by creat-
ing a scatter plot of the first two PC vectors. Additionally, 
the same SNP set was used to assess the relatedness between 
the lines by computing a G matrix as in Eq. (2). The first and 
the second eigen vectors of the eigen decomposition of the 
G matrix were plotted.

Impact of the number of SNPs on prediction 
accuracy

We selected six SNP sets that covered the complete range of 
number of SNPs and that were approximately evenly spaced 
within this range. For each SNP set, predicted phenotypes 
were calculated using the GBLUPe model, as it was found 
to be the most accurate overall for the six traits under study. 
Validation of predictions was performed using both a cross-
validation and an inter-population approach, as described 
above.

http://www.maizegenetics.net/tassel
http://www.maizegenetics.net/tassel
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Impact of the functional effect of SNPs on prediction 
accuracy

Based on gene annotation information, we targeted func-
tional regions to sample four SNP sets corresponding to: (1) 
an intergenic region; (2) a genic region; (3) a coding region; 
and (4) a non-coding region. We previously normalized 
the size of each SNP set to an equivalent number of SNPs 
in order to avoid any additional impact due to the varying 
number of SNPs. In each region, ten randomizations were 
performed to choose two sets of 500 and 2000 SNPs. In this 
part, we used a statistical model based directly on the SNP 
effect: the Bayesian ridge regression (BRR) model (Pérez-
Rodríguez and de los Campos 2014). The BRR model can 
be written as follows:

where y , � , � are the same as in Eq. (1), Z is the matrix of 
SNP markers as in Eq. (2) and �|�2

�
∼ MN

(
0, I�2

�

)
 is a vec-

tor of the random effect of the markers. Validation of predic-
tions was performed using an inter-population approach 
(described above) for the six traits (DON, HTM, MAT, 
TKW, GYD, PHT).

(6)y = 1� + Z� + �

Results

Impact of sequencing depth and SNP filtering 
on the number of SNPs and the accuracy 
of genotype calls

We first wanted to explore how the degree of multiplexing 
used in GBS library preparation and sequencing as well as 
the tolerance towards missing data would impact both the 
number of polymorphic SNP loci identified and the accu-
racy of the genotype calls. In a first phase focused on the 
impact of sequencing depth on the number of SNPs called 
in a training population composed of 258 barley lines, dif-
ferent subsets of raw reads were extracted to simulate four 
multiplexing levels: 96-plex (all reads), 192-plex (1/2 of all 
reads), 384-plex (1/4 of all reads) and 768-plex (1/8 of all 
reads). This procedure yielded a mean number of 1860, 931, 
465 and 233 K reads per line, respectively. As shown in 
Table 2, using a uniform tolerance for missing data (≤ 80%, 
“N80”), the number of informative SNP loci called using 
a subset of all reads was reduced by 28% (192-plex), 44% 
(384-plex) and 56% (768-plex) relative to the initial set of 
96-plex (100%). In addition to reducing the number of SNP 
loci, increased multiplexing also reduced the mean depth of 
coverage per SNP and per line for each level of multiplex-
ing; it decreased from 16 reads/SNP at 96-plex, to 11 reads 
at 192-plex, 7 reads at 384-plex and 4 reads at 768-plex. In 

Table 2   Number, accuracy and reproducibility of SNP calls obtained at four depths of sequencing per line (multiplexing) and four levels of tol-
erance for missing data

a Mean reproducibility as assessed using three lines analyzed in duplicate

Condition SNP-calling conditions Number  
of SNPs

Relative to  
Condition1 (%)

Mean missing 
data (%)

SNP quality

Multiplexing Missing data (%) Accuracy (%) Reproducibilitya (%)

1 96 ≤ 80 35,121 100 39 95 98
2 192 ≤ 80 25,354 72 36 95 99
3 384 ≤ 80 19,552 56 35 96 99
4 768 ≤ 80 15,348 44 40 95 99
5 96 ≤ 50 21,543 61 19 97 99
6 192 ≤ 50 17,180 49 18 98 99
7 384 ≤ 50 14,362 41 21 98 99
8 768 ≤ 50 10,994 31 29 97 99
9 96 ≤ 20 12,582 36 6 99 100
10 192 ≤ 20 10,398 30 8 99 100
11 384 ≤ 20 7619 22 11 98 100
12 768 ≤ 20 2106 6 15 98 100
13 96 ≤ 15 11,002 31 5 99 100
14 192 ≤ 15 8892 25 6 99 100
15 384 ≤ 15 5591 16 9 99 100
16 768 ≤ 15 490 1 11 98 100
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a second phase, we explored how a decreasing tolerance 
regarding the allowable proportion of missing data at an 
SNP locus would impact the number of informative SNP 
loci. At all four levels of sequencing depth described above, 
we used four different missing data thresholds for retain-
ing SNP loci: ≤ 80% (N80), ≤ 50% (N50), ≤ 20% (N20) 
and ≤ 15% (N15). As expected, considering each threshold, 
the mean missing data were always higher for the highly 
multiplexed subset. Compared to the data obtained under 
the most permissive conditions (96-plex, N80), at N50, the 
number of retained SNPs was reduced by between 39 and 
69%; at N20, it was reduced by 64–94%; and at N15, we 
obtained an SNP subset reduction of between 69 and 99%. 
The 16 SNP sets used in this study are displayed in Online 
Resource 1.

To evaluate the accuracy of SNP calls made under the 
various conditions described above, we compared the 
GBS-derived SNP data for cv. Morex with the barley refer-
ence genome produced by sequencing this same accession. 
For all multiplexing levels, the accuracy of SNP calls was 
greatest (98–99%) when tolerating fewer missing data (≤ 20 
and ≤ 15%), although it remained high (95–96%) even for 
SNP datasets with higher missing data thresholds (≤ 50% 
and ≤ 80%). The accuracies of the SNP sets obtained using 
the same threshold for missing data were highly similar 
across the different multiplexing levels, differing by no 
more than 1%. As three lines were analyzed in duplicate 
(in different GBS libraries), we were also able to assess the 
technical reproducibility of SNP genotyping. Under all con-
ditions studied, reproducibility proved very high (98–100%). 
Thus, using the two filtering criteria together (sequencing 
depth and missing data), we obtained SNP catalogs differ-
ing greatly in the number of markers (490–35,121) while 
maintaining a high level of accuracy and reproducibility. The 
accuracy of imputation was about 88% on average.

SNP distribution and functional impact

Next, we wanted to explore the extent of genome coverage 
and marker density on both the physical and genetic maps 
of barley. On the physical map, SNPs showed an uneven but 
consistent distribution for the 16 SNP conditions (Online 
Resource 2). The gene-rich distal portions of the chromo-
somes showed the highest marker density, whereas the gene-
poor pericentromeric regions were more sparsely populated. 
Additionally, as illustrated in Table 3, SNP density on each 
chromosome was proportional to its length, except for 4H 
and 6H in Condition 16, where an important reduction in 
the number of SNPs was detected. To assess the SNP dis-
tribution on the genetic map, which is more relevant for 
genomic selection, we assigned each SNP a position on the 

barley consensus map; the distribution of markers on the 
genetic map is shown in Fig. 1. The resulting genetic maps 
displayed a much more uniform SNP distribution along 
the chromosomes with few gaps. On average, the distance 
between neighboring markers was 0.04, 0.20 and 2.30 cM, 
respectively, for the SNPs obtained under conditions 1, 15 
and 16 (35, 5.5 and 0.5 K SNPs, respectively). With more 
than 5000 SNP markers on a map (conditions 1 and 15), a 
single gap exceeding 10 cM was seen and, in both cases, it 
resided in the same region of chromosome 4H. As there was 
no lack of mapped reads in this segment of the genome (data 
not shown), it likely reflects the simple absence of polymor-
phism within this portion of chromosome 4H. As expected, 
the much smaller set of markers obtained under condition 16 
(490 SNPs) resulted in a total of ~ 18 gaps exceeding 10 cM 
and 3 gaps larger than 20 cM. Again, the previously men-
tioned segment on 4H presented a gap. As we can see, the 
distribution of SNPs along each chromosome remained uni-
form but became clearly unbalanced (large gaps) and poten-
tially problematic from ~ 500 SNP.

In addition to the distribution of SNPs on a genomic 
scale, we assessed their distribution in major functional 
regions according to their location based on gene annotation. 
Using the largest SNP set (35,121 SNP), 12.9% were located 
within the upstream region, 10.4% within the downstream 
region and 60.8% of these SNPs resided in intergenic regions 
outside the upstream and downstream regions; thus, a total 
of 84.1% of SNPs could be categorized as lying in the inter-
genic space. The remaining SNPs (15.9%) were distributed 
in exons (9.2%), introns (2.27%), 3′ UTRs (2.16%), and 5′ 
UTRs (2.30%). Of the SNPs located in the coding region 
(exons), these were sub-divided into synonymous (57.4%) 
and non-synonymous (42.6%).

Table 3   Distribution of SNPs across the barley chromosomes in three 
highly contrasting sets of SNP markers (conditions)

a The number of SNPs mapped on each chromosome based on the 
IBSC physical map (IBSC 2012)
b The total number of markers called in each condition

Chromo-
somes

Length in 
Mb

Condition 1 Condition 15 Condition 16
SNPa SNP SNP

1H 464 3407 595 64
2H 628 5222 969 90
3H 564 6782 966 78
4H 544 2871 613 59
5H 561 5676 912 79
6H 539 5177 714 40
7H 602 5986 822 80
Totalb 35,121 5591 490
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Phenotypic evaluation

Genomic prediction models were constructed based on 
extensive phenotypic characterization of a training popula-
tion (TP) exploiting a wealth of historical data (2004–2014, 
a total of 14 different locations). Models were built for six 
traits: deoxynivalenol content in kernels (DON), heading 
time (HTM), days to maturity (MAT), thousand-kernel 
weight (TKW), grain yield (GYD) and plant height (PHT). 
For each environment, descriptive statistics are summa-
rized in the table (Online Resource 3) for the six traits. For 
all traits and environments, we obtained moderate to high 
broad-sense heritability H2

e
 and differences between lines 

were significant (p value < 0.05; Online Resource 4). For 
each trait, BLUP values exhibited a normal distribution in 
the population (Online Resource 5). As expected, the extent 
of variability between BLUP values depended on the trait. 
Indeed, for DON and GYD the ratio of the standard devia-
tion to the mean was, respectively, 0.23 and 0.13 compared 
with the other traits (HTM, MAT, TKW, PHT) for which 
this ratio ranged between 0.02 and 0.07. As was the case for 
the TP, the VP was phenotyped extensively for the same six 
traits (2004–2016; 11 locations) and descriptive statistics are 
summarized in Online Resource 6. The highest variability 
among lines was obtained for DON, with a ratio of the stand-
ard deviation to the mean of 0.29, while it ranged between 
0.01 and 0.07 for the remaining traits. The phenotypic data 
used in this study are given in Online Resource 7.

Accuracy of different genomic selection models

To predict phenotypes for the six traits under study, we 
explored the accuracy of three models: (1) linear RKHS 
without epistasis (GBLUP); (2) linear RKHS with epistasis 
(GBLUPe); and (3) Gaussian RKHS (RKHSg). Using the 
largest SNP set (> 35,000 SNPs) to perform cross-validation 
(80:20), the prediction accuracies ranged, on average, from 
0.44 for DON to 0.67 for TKW, and they were broadly cor-
related with the heritability of each trait (Fig. 2). In upper 
triangles, we observed slight but significant (p <0.05) dif-
ferences in the observed mean prediction accuracies for five 
of the six traits, with only PHT not showing differences in 
accuracy between the three models tested. Moreover, as 
displayed in the lower triangles, the RKHSg and GBLUPe 
models were strongly correlated and, in general, these mod-
els proved slightly superior in terms of accuracy.

To further refine the comparison between the models 
used, we analyzed the variance component of each statis-
tical model. The models used make different assumptions 
and model different parts of the genetic variance (additivity, 
epistasis). As shown in the table (Online Resource 8), the 
estimated residual variance ( �2

e
 ) decreased from the GBLUP 

to RKHSg model for all six traits, whereas the magnitude of 
the estimated genetic variance ( �2

G
 ) changed according to the 

trait. Based on the overall performance of the three statistical 
models, GBLUPe was selected for subsequent analyses for it 
highest accuracy of prediction and shortest computing time.

Fig. 1   Distribution of SNP loci 
on the genetic map in three 
highly contrasted conditions. 
SNP loci were mapped on the 
IBSC consensus genetic map 
(IBSC 2012)
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Impact of the number of SNPs on the accuracy 
of predictions

Having chosen a statistical model that provided the most 
accurate predictions using the largest set of SNPs, we wanted 
to investigate how the number of SNPs (and the resulting 
genome coverage) would affect prediction accuracy. For this 
purpose, we selected a sample of six SNP sets, covering 
the complete range from 490 to 35,121 markers obtained 
through the 16 SNP-calling conditions characterized above. 
We first employed a cross-validation approach to test the 
accuracies obtained with six SNP sets using the GBLUPe 
model. As illustrated in Fig. 3, the impact of the number of 
SNPs differed depending on the trait. The number of SNPs 
had no effect on the prediction accuracy for DON, MAT and 
GYD. For the remaining traits (HTM, TKW and PHT), when 
using the second smallest subset (6% of all SNPs, 2106 of 

35,121 SNPs), the prediction accuracy decreased by 5–10% 
depending on the trait, whereas prediction accuracies were 
significantly affected when as many as 99% of the origi-
nal SNP were removed from the prediction model. More 
detailed results by trait are presented in the table (Online 
Resource 9).

In a second experiment, we used an external validation 
population (VP), composed of a different set of barley lines 
from the same geographic area, to evaluate the quality of the 
predictions obtained using the six most contrasted SNP sets. 
First, we assessed the degree of genetic similarity between 
the TP and this VP. As displayed in Fig. 4, no evident sepa-
ration between the two populations was detected based on 
PCA, the first principal component (PC1) explained ~ 13% 
of the total variation and the PC2 ~ 8%. This genetic prox-
imity was also evident in the realized genomic relationship 
among TP and VP lines and its eigen decomposition (Online 

Fig. 2   Pairwise scatterplot matrix of the accuracy of three predic-
tion models assessed through cross-validation (80:20). Three models 
(GBLUP, GBLUPe and RKHSg) were used to predict the phenotype 
of barley lines for six traits (DON, HTM, MAT, TKW, GYD, and 
PHT). The broad-sense heritability H2 is displayed next to each trait. 
Accuracy was measured as Pearson correlations between predicted 
and observed performance in 50 validation subsets randomly cho-
sen from the training population. The mean accuracy for each model 

and trait is presented in the boxes on the diagonal with the name of 
the model that generated these accuracies. In the boxes below the 
diagonal, we show the pairwise comparison of accuracies obtained 
using two different models for each of the 50 subsets of the cross-
validation. The results of Tukey’s multiple comparison test between 
the various mean accuracies obtained for a trait are shown above the 
diagonal (**P ≤ 0.01, *P ≤ 0.05, NS not significant)
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Resource 10). This result was not unexpected as several 
parental lines are in common between the two breeding 
programs and it suggested that using lines from the exter-
nal program (VP) can provide a good basis for GS analysis 
without any reduction in prediction accuracy.

The observed prediction accuracies ranged from high 
to moderate, as shown in Fig. 5. TKW was the most accu-
rately predicted trait, with an average accuracy of 0.73. 
HTM, MAT, GYD and PHT had intermediate accuracies 
of 0.43, 0.60, 0.53 and 0.47, respectively. With an average 
accuracy of 0.40, DON was the least accurately predicted 
trait. The impact of the number of SNPs depended on the 
trait, as had been seen earlier. Indeed, for DON, HTM, 
TKW and GYD, the impact of a reduction in the number 

of SNPs was not as strong as for MAT and PHT. Globally, 
using the first five conditions (35,121–2106 SNPs) the 
impact on the accuracy of prediction was not very impor-
tant compared to 490 SNPs, at which point there seems to 
be a general decline in prediction accuracy. When com-
paring the two validation procedures, as displayed in the 
table (Online Resource 11), the pattern of accuracy was 
similar between the two procedures and the result found 
in cross-validation was confirmed by the second valida-
tion method; the latter being closer to a realistic genomic 
selection procedure. To provide a complementary view of 
the impact of the number of SNPs on prediction accuracy, 
we analyzed the ranks of lines instead of their perfor-
mances. As shown in the figure (Online Resource 12), 
the results were in agreement with the results previously 
obtained using the phenotypic values.

Impact of the localization of SNPs on prediction 
accuracy

In the previous section, we randomly sampled SNPs to select 
different SNP subsets. Considering that an SNPs located in a 
specific region will potentially have a functional effect related 
on it; in this section, we wanted to test if SNPs located in genic 
regions could offer superior accuracy to an equivalent number 
of markers (500 or 2000) located in intergenic regions or in both. 
For sets of 2000 SNPs (Fig. 6), with the exception of DON, the 
accuracy of predictions produced using genic SNPs was actu-
ally lower or no different than that obtained using intergenic or a 
mixture of both types of markers for the studied traits. To further 
refine the analysis, SNPs located in genic regions were further 
categorized as being located in coding or non-coding portions of 
the gene. Prediction accuracies based on SNPs in coding regions 
were significantly higher in three cases (DON, MAT and TKW), 

Fig. 3   Prediction accuracies 
for different sizes of SNP sets 
assessed through cross-valida-
tion (80:20). The six SNP-
calling conditions correspond to 
35,121, 17,180, 10,994, 5591, 
2106 and 490 SNP. The six 
SNP sets were used to predict 
the phenotypes of barley lines 
for six traits (DON, HTM, 
MAT, TKW, GYD, and PHT). 
Accuracy was measured as the 
mean of Pearson correlations 
between predicted and observed 
performance in 50 validation 
subsets randomly chosen from 
the training population

Fig. 4   Principal component analysis (PCA) of the training population 
(TP) lines (circles) and validation population (VP) lines (triangles)



1884	 Theoretical and Applied Genetics (2018) 131:1873–1890

1 3

but in four of six traits the accuracies were not different or actu-
ally lower than those achieved with a non-selected set of markers 
(All) or only intergenic markers. The accuracy of predictions 
obtained with sets of 500 SNPs (Online Resource 13) showed 
a very similar profile. We were able to adequately predict the 
performance of lines even when the SNP set was exclusively 
located in the intergenic space, where the vast majority of GBS-
derived SNPs are found in barley.

Discussion

Can we reduce the number of SNPs and genotyping 
costs?

Two criteria, the depth of sequencing and the tolerance 
towards missing data, were used jointly to alter the num-
ber of SNPs derived from GBS analysis of the TP. We 
first investigated the impact of four multiplexing levels 
and four filtering conditions on the number, quality and 

Fig. 5   Prediction accuracies 
with different sizes of SNP sets 
for six traits assessed through 
inter-population validation. 
The six SNP-calling conditions 
correspond to 35,121, 17,180, 
10,994, 5591, 2106 and 490 
SNP. The six SNP sets were 
used to predict the phenotype of 
barley lines for six traits (DON, 
HTM, MAT, TKW, GYD, and 
PHT). Accuracy was measured 
as the Pearson correlations 
between predicted and observed 
performance in the validation 
population

Fig. 6   Prediction accuracies with the different categories of SNP sets 
for six traits assessed through inter-population validation. The five 
SNP sets were normalized at 2000 SNPs, and the SNP sets were used 
to predict the phenotype of barley lines for six traits (DON, HTM, 
MAT, TKW, GYD, and PHT). Accuracy was measured as the mean 

of Pearson correlations between predicted and observed performance 
in 10 sets of SNPs randomly sampled from the SNP set correspond-
ing to each category. Means with the same letter are not significantly 
different according to Tukey’s multiple comparison test at α = 0.05. 
Error bars represent the standard error of the mean
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genetic distribution of SNP loci. We obtained 16 SNP sets 
differing greatly in the number of markers from ~ 35 K to 
~ 500 SNPs while maintaining a high level of SNP quality 
(accuracy and reproducibility). On average, higher levels 
of simulated multiplexing reduced the data per sample 
and increased the proportion of missing data, as reported 
in previous studies (Poland and Rife 2012; Huang et al. 
2014). At all simulated levels of multiplexing, the quality 
of calls after imputation remained high (95–99%). The 
lowest quality of SNPs was obtained in two cases: (1) 
when tolerating up to 80% of missing data; and (2) with 
the lowest depth of coverage (768-plex). This finding has 
been reported by several authors, signaling that the quality 
of SNPs is influenced by the sequencing depth determined 
by the multiplexing level (Andolfatto et al. 2011; Huang 
et al. 2014). Clearly, we have to make a trade-off between 
the degree of multiplexing or depth of coverage, as it is 
important to identify stable and representative SNPs (He 
et al. 2014), the marker density, SNP quality and the cost 
of genotyping, and because it is possible to reduce the cost 
per sample by multiplexing many samples (e.g., 96, 384 or 
768) (Huang et al. 2014; Gorjanc et al. 2015).

Considering the 16 SNP sets obtained in the different 
SNP-calling conditions, we investigated the distribution of 
SNP loci on both the physical and genetic maps of barley. 
On the physical map, SNPs showed an uneven but consist-
ent distribution along the seven chromosomes. The resulting 
genetic maps displayed a much more uniform SNP distribu-
tion with few gaps. The much smaller set of markers (~ 500 
SNP) resulted in more gaps exceeding 10 cM. These gaps 
are regions with low read coverage or that have an impor-
tant proportion of missing data; SNPs in these regions were 
rapidly eliminated as SNP-calling conditions became more 
stringent or relied on fewer reads. As for the large gaps found 
under all conditions (e.g., chromosome 4H), similar results 
were reported by Muñoz-Amatriaín et al. (2011) in a con-
sensus linkage map.

Trade‑off between marker density, genotyping cost 
and prediction accuracy

Using an empirical approach, we analyzed the impact of 
a reduction in the number of SNPs on the accuracy of GS 
through two validation procedures (cross-validation and 
inter-population validation). The prediction accuracies 
ranged from high to moderate depending on the trait. We 
obtained comparable and stable predictions with all SNP 
sets comprising at least 2000–5000 SNPs. For most traits, 
the smallest subset of SNPs (~ 500) resulted in a significant 
decrease in prediction accuracy. This was not surprising, as 
genome coverage was the least extensive with this set, result-
ing in more numerous and larger gaps on the genetic map. In 
other words, 2000 GBS-derived SNPs seemed sufficient to 

achieve similar GS prediction accuracies as much larger sets 
of markers. In barley, Lorenz et al. (2012) sub-sampled 1023 
array-derived SNPs (BOPA1 and BOPA2) into subsets of 
384 and 768 SNPs following three different marker-selection 
strategies. They found that reducing the marker set down 
to 384 SNPs had little effect on the prediction accuracy for 
FHB tolerance and DON accumulation. Although this might 
appear to be in contradiction with our own findings, it must 
be noted that the range of values examined (384–768) is 
much narrower than the one studied here and might not have 
been sufficient to detect sizeable differences in prediction 
accuracy. In wheat, Arruda et al. (2015) randomly sampled 
marker subsets of 500, 1500, 3000, or 4500 SNPs from an 
original set of 5054 GBS-derived SNPs. In that case, accu-
racies increased with the number of SNPs and reached a 
maximum only when using all markers. The latter result can 
be considered highly comparable to our findings if one takes 
into account that the wheat genome is three times larger than 
the barley genome. Adjusting for genome size, it is as if they 
had used 167, 500, 1000 and 1500 SNPs in barley. These 
studies in barley and wheat have come to a similar conclu-
sion, i.e., that a reduction in SNP number had no dramatic 
impact on GS accuracy as long as it is maintained above a 
critical level. Additionally, in a recent study on rapeseed, 
Werner et al. (2018) demonstrated that low-density marker 
sets of a few hundred to a few thousand markers enable high 
prediction accuracies in breeding populations with strong 
LD, similar conclusions to the ones we reached in this work. 
Admittedly, however, the scope of inference of the current 
study is possibly limited due to the relatively small size of 
the training population (258 lines). We cannot exclude the 
possibility that larger training sets could require a larger 
number of markers to ensure high prediction accuracies.

Even if the global impact of the number of SNPs on pre-
diction accuracy was similar for the six traits, the pattern 
of the impact of each SNP set was trait specific. For DON, 
HTM and GYD, we obtained a slight reduction in prediction 
accuracies with the number of SNPs, less evident than for 
MAT and PHT, whereas for TKW, the prediction accuracies 
were stable regardless of the size of the SNP set. Several 
studies using simulation or a theoretical basis investigated 
the impact of the number of SNPs in relation with the trait 
and found that adequate marker density depends on trait 
architecture (QTL number) and heritability (Lorenz et al. 
2011). Concentration of DON is an indirect trait to evalu-
ate the FHB resistance, a complex quantitative trait with 
low heritability in elite germplasm and highly influenced 
by the environment. No major resistance gene against FHB 
has been reported but minor-effect QTL that act additively 
to confer resistance (Horsley et al. 2006; Liu et al. 2006; 
Steffenson and Smith 2006; Paulitz and Steffenson 2011; 
Mamo and Steffenson 2015). Heading time is complex and 
usually assumed to involve numerous genetic factors that 
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interact with environmental conditions; it is determined 
by the interaction of three genetic factors, vernalization 
response, photoperiodic response and earliness in the nar-
row sense (Cattivelli et al. 2011; Griffiths 2003; Campoli 
et al. 2012; Nishida et al. 2013). Genetic studies highlighted 
an epistatic interaction between genes from those genetic 
factors in barley. (Casao et al. 2011). Numerous studies dis-
sected the genetic of earliness per se in spring barley where 
vernalization is not required for flowering. Several major 
genes called Ea or Eam (early maturity) were identified in 
barley (von Bothmer and Komatsuda 2011; Campoli et al. 
2012; Komatsuda 2014; Pankin et al. 2014). Grain yield is 
controlled by many QTLs widely distributed on the barley 
chromosomes. Additionally, the QTL effects were affected 
by the QTL × environment interaction (Mikołajczak et al. 
2016; Wang et  al. 2016). Grain weight is under strong 
genetic control but considerably affected by the environment 
(Zanke et al. 2015). Thousand kernel weight is one of the 
major yield components as it affects directly the final yield 
(Pasam et al. 2012; Wang et al. 2016). Plant height is influ-
enced by many qualitative genes and QTL. In barley, plant 
height is controlled by more than 30 dwarfing, semidwarfing, 
and other plant height genes (Wang et al. 2014; Ren et al. 
2016). As investigated in these studies, DON, HTM, GYD 
and TKW seem to be under the control of various QTLs; 
thus, even if we reduced the number of SNPs, the predic-
tion accuracy did not decrease dramatically because we pre-
served a sufficient number of SNPs in LD with QTLs, allow-
ing the GS models to accurately predict the trait. In contrast, 
MAT and PHT are determined by few QTLs; hence, when 
the number of SNPs is reduced, prediction can potentially be 
greatly reduced if we happen to lose coverage in the vicinity 
of some of these QTLs. Even if the concept of GS is based 
on LD between QTLs and markers, the accuracy of GS can 
be strongly influenced by family structure (Habier et al. 
2013; Wientjes et al. 2013). Indeed, Wientjes et al. (2013) 
demonstrated that the level of relationship between selection 
candidates and TP individuals can have a higher effect on 
the accuracy of GS than LD. Habier et al. (2013) suggested 
that modeling polygenic effects via pedigree relationships 
matrix jointly with SNP effects can prevent the decline of 
GS prediction. Based on PCA and eigen decomposition of 
the realized genomic relationship ( G matrix) among the lines 
comprising the TP and VP, no evident structure between the 
two populations was detected in our study, suggesting that 
the decline of accuracy is mainly caused by a lack of SNPs 
in LD with causal QTLs.

It is important to note that the prediction accuracies 
reported here are derived either from internal cross-valida-
tion or using an external VP that shares much in common in 
terms of genetic similarity with the TP. Thus, the correlation 
values obtained in this context are necessarily higher than 
would be seen on true selection candidates, i.e., the progeny 

of a biparental cross, as has been widely reported in the past 
(Sallam et al. 2015). Nonetheless, the trend seen regarding 
the impact of the number of SNPs on the accuracy of pre-
dictions performed on such true selection candidates would 
be expected to be highly comparable to what we report in 
this study.

The incorporation of economic aspects into the evaluation 
of selection strategies is essential for a profitable and effi-
cient GS. Strictly on a theoretical basis, it is difficult to give 
a benchmark for the suitable number of markers needed for a 
genome-wide representation. Using our empirical approach, 
we found that prediction accuracies in GS remained high 
across a broad range of sizes of the SNP catalogue used. A 
decrease in map coverage and prediction accuracies was only 
observed with the fewest SNPs (< 2000). Thus, the cost of 
genotyping in GS can be significantly reduced (by increasing 
the level of multiplexing used) without suffering a decrease 
in the accuracy of the genomic predictions. Costs for GS are 
associated with genotyping and phenotyping. In our experi-
ence, genotyping one line with GBS (96-plex) can cost 3.75 
times less than the use of the 9 K array and 4.25 times less 
than 50 k array. As pedigree information is not available in 
this study, it was not possible to compare SNP-based models 
with the pedigree-based ones. Indeed, we must not lose sight 
of the fact that the use of pedigrees remains an effective and 
economically interesting alternative (Crossa et al. 2010) if 
precise and accurate pedigrees information is available.

Is there an advantage to capturing epistasis in GS 
models?

Comparing the overall performance of the three statisti-
cal models, we found that GBLUPe exhibited a slightly 
better performance for DON, HTM, MAT and GYD, but 
performed equally well as a model capturing only additive 
variance for TKW and PHT. In some previous studies, a 
superiority of epistatic models has been reported. For exam-
ple, Jiang and Reif (2015) reported that taking into account 
epistasis improved the prediction accuracy for grain yield 
in selfing species such as wheat. In others, however, mod-
eling epistasis did not improve accuracy significantly. For 
example, Sallam et al. (2015) found that for four traits in 
barley (DON concentration, FHB resistance, yield, and plant 
height), GS models capturing epistasis performed similarly 
as models capturing only additive variance. Therefore, our 
results are largely consistent with previous work in that a 
significant, yet small, increase in accuracy was achieved only 
for some of the studied traits when using models that capture 
epistasis. As some epistatic effects will be lost due to recom-
bination, using methods that capture and model epistatic 
interaction in regions of low recombination (as proposed by 
Akdemir and Jannink 2015) can lead to a gain in prediction 
accuracy, especially for complex traits and in species like 
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barley known to present a low recombination rate in general 
(Ramsay et al. 2014).

Do SNPs in genic regions lead to more accurate 
predictions?

It is often hypothesized, either explicitly or implicitly, that 
SNP markers located within genes are superior to SNPs 
located outside of the genic space. Here, we tested if using 
subsets comprising the same number of markers but differ-
ing in their location (e.g., genic vs intergenic) could impact 
the accuracy of predicted phenotypes. We could find no 
evidence for such an advantage. On the contrary, intergenic 
SNPs resulted in equally or more accurate predictions in 
all but one case (DON content). Several studies of GS in 
barley (e.g., Lorenz et al. 2012; Lorenz and Smith 2015; 
Sallam et  al. 2015; Sallam and Smith 2016) have used 
array-derived SNPs (BOPA1 and BOPA2), mostly located 
in genic regions, to predict performances for some important 
and complex traits like FHB tolerance, DON accumulation, 
yield and height. Those studies exhibited, on average, com-
parable accuracies of prediction to the results we obtained 
when using the SNP set located in genic regions. It can thus 
be argued that genotyping via a GBS approach, where the 
distribution of SNPs more closely reflects the distribution of 
overall nucleotide diversity (Torkamaneh et al. 2017), results 
in an SNP catalogue that is better suited to GS. It may be 
that SNPs located in the intergenic space are slightly better 
at capturing the underlying haplotype diversity compared 
to SNPs located in the genic space that is likely subject to 
a greater selection pressure. Variation within the intergenic 
sequences can produce phenotypic variation between indi-
viduals (Barrett et al. 2012). As the intergenic space is home 
to important regulatory sequences, such as promoters and 
enhancers, it is conceivable that SNPs in these regions better 
reflect the alleles that are present.
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