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Abstract
A time-changed discretization for the Dirac equation is proposed. More precisely, we
consider a Dirac equationwith discrete space and continuous time perturbed by a time-
dependent diffusion term σ 2Ht2H−1 that seamlessly describes a latticizing version of
the time-changed Fokker–Planck equation carrying the Hurst parameter 0 < H < 1.
Our model problem formulated on the space-time lattice R

n
h,α × [0,∞) (h > 0 and

0 < α < 1
2 ) preserves the main features of the Dirac–Kähler type discretization over

the space-time lattice hZ
n × [0,∞) in case of α, H → 0, and encompasses a regu-

larization of Wilson’s approach (Phys Rev 10(8):2445, 1974] for values of H in the
range 0 < H ≤ 1

2 (limit condition α → 1
2 ). The main focus here is the represen-

tation of the solutions by means of discrete convolution formulae involving a kernel
function encoded by (unnormalized) Hartman–Watson distributions—ubiquitous on
stochastic processes of Bessel type—and the solutions of a semi-discrete equation of
Klein–Gordon type. Namely, on our main construction the ansatz function ̂ΨH (y, t)
appearing on the discrete convolution representation may be rewritten as aMellin con-
volution type integral involving the solutions Ψ (x, t |p) of a semi-discrete equation
of Klein–Gordon type and a Lévy one-sided distribution L H (u) in disguise. Interest-
ing enough, by employing Mellin-Barnes integral representations it turns out that the
underlying solutions of Klein–Gordon type may be represented through generalized
Wright functions of type 1�1, that converge uniformly in case that the quantity α + 1

2
may be regarded as an lower estimate for the Hurst parameter in the superdiffusive
case (that is, if α + 1

2 ≤ H < 1).
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1 Introduction

1.1 General Overview

Apart the discretization of theKlein–Gordon equation, the discretization of Dirac-type
equations is one of the most deeply study equations in lattice gauge theories due to its
implications on the formulation of Quantum Electrodynamics (QED) and Quantum
Chromodynamics (QCD) on space-time lattices (see, for instance, [25, Chapters 4
& 5]). And as it well-known from Wilson, Kogut-Susskind and Rabin fundamental
papers (cf. [21,27,32]), the latticizing versions of such equations does not lead, in
general, to its continuous counterparts in the continuum theory, due to the presence of
doubler fermions– the so-called lattice fermion doubling phenomena, characterized
in detail in Nielsen–Ninomiya’s paper [26] (see also [25, subsection 4.4]).

The lattice fermion doubling holds because the momentum space carrying a lat-
tice with meshwidth proportional to h > 0—the so-called Brillouin zone—has the
topology of the n−torus R

n/ 2π
h Z

n . While in Wilson’s approach [32] the doubler
fermions were removed by adding a cut-off term depending upon the discretization
of the Laplace operator � on the lattice hZ

n in [27] it was shown that a staggered
fermionic version of Nielsen–Ninomiya’s approach, initially proposed on the seminal
paper [21] of Kogut and Susskind, turn out to be linked with the discretization of the
Dirac–Kähler operator d −δ (cf. [27]).We refer to [25, subsection 4.3] for an overview
of Kogut–Susskind’s approach [21], to [29] for a detailed application of Dirac–Kähler
formalism toward homology theory and [9,10] for a multivector calculus perspective
on the lattice hZ

n .
Mainly influenced by the approaches considered in [7,8], the discretization of Dirac

equations à la Dirac–Kähler (cf. [27]) has been widely used on the last decade to
develop further perspectives on the field of discrete harmonic analysis. We refer to [6]
for a multivector formulation of discrete Fourier analysis, to [1] for applications on
the theory of discrete heat semigroups and to [4] for a higher-dimensional extension
of the theory of discrete Hardy spaces.

In author’s recent paper [12] the construction of discretizations for the Dirac oper-
ator was reformulated from a pseudo-differential calculus perspective. The idea was
to relate directly the construction of discrete Dirac operators to the theory of discrete
distributions (see [12, Section 2.]) with the aid of representation of its Fourier mul-
tipliers on the momentum space

(−π
h , π

h

]n . As a result it was possible to obtain not
only a discrete Dirac operator, as in [6–10], but a family of discrete Dirac operators
Dh,α carrying the fractional parameter 0 < α < 1

2 . Each one turn out to be connected
to the ’fractional’ lattice R

n
h,α := (1 − α)hZ

n ⊕ αhZ
n .

Summing up, this approach combines the discrete Fourier analysis framework pro-
posed by Gürlebeck and Sprößig in [14, Chapter 5] with some abstract results on
discrete distributions studied in depth by Ruzhansky and Turunen in [28, Part II].
And in contrast with [1,6], the underlying spaces of discrete distributions turn out



Journal of Fourier Analysis and Applications (2020) 26 :44 Page 3 of 31 44

to be linked with the topology of the n−torus, through the canonical isomorphism
R

n/ 2π
h Z

n ∼= (−π
h , π

h

]n (see, for instance, [6, Section 5] and [1, Section 5] for further
comparisons) in a way that it is possible to have a physical interpretation for the lat-
tice fermion doubling phenomena which does not conflict with the ladder structure of
the Clifford algebra (cf. [9, Section 2]), nor in case where additional symmetries are
involved.

Unfortunately, one cannot say the same for the Wilson’s approach [32] in the con-
tinuum limit, due to the following facts: the chiral symmetries are not recovered and
the additional fermion doublers do not remain on the spectrum (we refer to [25, Sec-
tion 4.2] for more details). From a mathematical perspective, that roughly means that
Nielsen–Nimomiya’s no-go result [26] was evaded since, contrary to [21,27], the addi-
tional lattice fermion doublers appearing on Wilson’s formulation do not depend on
the signature of the Clifford algebra, although the Green’s function carrying Wilson
propagator behaves as the Green’s function carrying a free fermion field (that is, the
fundamental solution of the continuous Dirac operator).

Following Mandelbrot and Van Ness [23] seminal paper on fractional Brownian
motion (fBM) (see also [24, subsection 7.6]) which has been gained widespread
attention on the stochastic analysis community, mainly due to Hairer’s fundamen-
tal paper [15], it becomes natural to inquire if the discrete Dirac equation a la Wilson
proposed in [32] can be interpreted as a time-changed stochastic process.

Of course, the idea of describing physical models depending on phase transitions
through fBM is indeed very old, as one may notice e.g. on Wilson’s quotation during
his Nobel Prize lecture [33] (that may be found in [33, p. 124]):

There is a murky connection between scaling ideas in critical phenomena and
Mandelbrot’s “fractals” theory - a theory of scaling of irregular geometrical
structures (such as coastlines).

Nevertheless, due to the ongoing research interest on discrete multivector structures
onemay view this work as a first step to identify further directions towards a stochastic
perspective, with the aim of enrich the framework that has been developed in the series
of papers [1,4,6–10,12,29].

1.2 Statement of theModel Problem

The model problem under consideration—that it will be coined here and elsewhere as
time-changed Dirac–Fokker–Planck (DFP) equation on the lattice—is strongly moti-
vated by the recent surge of interest on the theory of time-changed Fokker–Planck
equations in continuum (cf. [18,19]) and by the ongoing promissing applications of
such laticizing models toward stochastic discretization (cf. [30]). Other additional
motivations may be found on Hairer’s paper [15]—devoted to an exploitation of
Mandelbrot-Van Ness’s approach [23] to stochastic PDEs—and on Hairer et al. papers
[16,17]—centered on rigorous goal-oriented formulations for discrete counterparts for
(non-linear) stochastic PDEs. Its structure is organized as follows:

• In Sect. 2 we introduce the framework we will work with, namely the main
ingredients and features of Clifford algebras, discrete Fourier analysis and of the
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representations of discrete Dirac and discrete Laplacians on the ’fractional’ lattice
R

n
h,α := (1 − α)hZ

n ⊕ αhZ
n (h > 0 and 0 < α < 1

2 ).• In Sect. 3 we propose a possible a time-changed version for the Dirac equation on
the space-time lattice—time-changed DFP for short—which is akin to a regular-
ization of Wilson-Dirac equation in case where 0 < H ≤ 1

2 . It will be depicted,
in particular, some connections between the fundamental solution of the semi-
discrete heat operator ∂t − �h and stochastic processes of Bessel type.

• Sect. 4 will be devoted to themain results of the paper, mainly to the representation
of time-changed DFP equation as a discrete convolution between the fundamental
solution of the semi-discrete heat equation and the solution of a semi-discrete
equation of Klein–Gordon type. Moreover, the Mellin-Barnes framework will be
considered to show that the underlying solution of the Klein–Gordon equation
admits analytic representations, involving generalized Wright functions of type
1�1 in the superdiffusive case ( 12 + α ≤ H < 1, with 0 < α < 1

2 ).

Throughout this paper, the time-changed DFP equation on the space-time lattice
R

n
h,α × [0,∞) introduced in Sect. 3.1 is far from being a simple second-order per-

turbation of the discrete Dirac equation studied in author’s recent paper [12]. In the
limit h → 0, it corresponds to a finite difference discretization of a Gaussian process
X =∑n

j=1 e j X j carrying a set of independent and identically distributed (i.i.d) ran-

domvariables X1, X2, . . . , Xn with varianceσ 2
H (t) = σ 2t2H (see e.g. [19, Proposition

1. & Remark 2.]). Herein, the geometric calculus nature of Clifford algebras high-
lighted in the series of books (see e.g. [14,31]) allows us to use the discretizations for
theDirac operator considered previously in [7–10,29] to developmore robust algebraic
tools to go from one-dimensional fractional diffusion models to higher dimensional
ones (cf. [24, Chapter 6]) such as the time-changed regularization of theWilson-Dirac
equation [32] highlighted on Remark 3.1 and Remark 3.2.

The main results treated in Sect. 4 are essentially Theorem 4.3 and Corollary 4.5:
In the proof of Theorem 4.3 we tackle the problem of representing the solutions within
the framework introduced in Sects. 2.2, 2.3 and 3.2 whereas in the proof of Corollary
4.5 we show that if we known a-priori the solution of the semi-discrete Klein–Gordon
equation (4.1) (see Theorem4.2), then the solutionΨ (x, t |p) of the time-changedDFP
equation (3.4) can be neatly represented as a Laplace type integral that encompasses
Ψ (x, t |p) and the stable one-side Lévy distributions L H (u) depending on the Hurst
parameter 0 < H < 1.

For our purposes (time-changed equation depending on the Hurst parameter 0 <

H < 1) it becomes relevant to consider, as in author’s recent paper [11], the generalized
Wright functions p�q to encompass the stable one-side Lévy distributions L H (u) of
order 0 < H < 1 appearing on Sect. 4.2 and the Fourier multipliers

cos
(

μt
√

dh(ξ)2
)

and
sin(μt

√

dh(ξ)2)
√

dh(ξ)2

appearing on the proof of Lemma 4.1. For the sake of the reader’s convenience we
will outline some definitions required in Appendix section A required for the proof of
Corollary 4.5, and later, for the proof of Theorem 4.6 in Sect. 4.3.
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Similarly to [1,5] our approach relies heavily on the representation of the funda-
mental solution of semi-discrete heat operator ∂t − �h in terms of modified Bessel
functions of the first kind (see also [12, subsection 4.2]), in view of its major utility in
treating initial value problems of Cauchy type through semigroup analysis. Loosely
speaking, we have shown that the same scheme also works to represent the funda-
mental solution of its time-changed counterpart ∂t − Hσ 2t2H−1�h (zero-drift case of
equation (3.4)).

The role of the modified Bessel functions and alike are indeed compelling and
undisputed in the series of papers on the literature (see e.g. [5] and the references
therein). In particular, its interplay with the discrete heat semigroup in the setting of
discrete Clifford analysis has already been fully answered by Baaske et al. [1] (see
also [12, subsection 4.2]). With the incorporation of a less known interpretation for
the fundamental solution of ∂t − �h in the modeling of Brownian motion through a
stochastic process of Bessel type, as formerly outlined by Yor [34] (see also [2] and
the references given there), we are able to produce a stochastic interpretation that do
precisely fit our needs, as briefly depicted throughout Sects. 3.2 and 4.2.

2 Preliminaries

2.1 Clifford Algebra Setup

Following the standard definitions considered in the book [31] and the standard
notations already considered in [9,10,12], we will introduce the Clifford algebra of
signature (n, n) in the following way:

We will denote by C�n,n the Clifford endowed by the Minkowski space-time R
n,n ,

and by e1, e2, . . . , en , en+1, en+2 . . . , e2n the underlying basis of R
n,n . Herein we

assume that C�n,n is generated by the set of graded anti-commuting relations

e jek + eke j = −2δ jk, 1 ≤ j, k ≤ n
e jen+k + en+ke j = 0, 1 ≤ j, k ≤ n
en+ jen+k + en+ken+ j = 2δ jk, 1 ≤ j, k ≤ n.

(2.1)

Through the linear space isomorphism between C�n,n and the exterior alge-
bra

∧

(Rn,n) provided by the linear extension of the mapping e j1e j2 . . . e jr �→
dx j1dx j2 . . . dx jr (1 ≤ j1 < j2 < . . . < jr ≤ 2n), it readily follows that the basis
elements of C�n,n consists on r−multivectors of the form eJ = e j1e j2 . . . e jr (cf. [31,
Chapter 4]). In case where J = ∅ (empty set) we have e∅ = 1 (basis for scalars).

For our main purposes we will make use of the embedding R
n,n ⊆ C�n,n to

represent, in particular, any n−tuple (x1, x2 . . . , xn) of R
n by means of the linear

combination x =
n
∑

j=1

x je j carrying the basis elements e1, e2, . . . , en with signa-

ture (0, n). In the same order of ideas, we will represent the associated translations
(x1, x2, . . . , x j ± ε, . . . , xn) on lattices of the form εZ

n ⊆ R
n (ε > 0) as x ± εe j .
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Now let

R
n
h,α := (1 − α)hZ

n ⊕ αhZ
n, h > 0 & 0 < α <

1

2

be a lattice of R
n that contains hZ

n .
To properly introduce in Sect. 2.2 a discrete Fourier transform carrying discrete

multivector functions g : R
n
α,h → C ⊗ C�n,n and f : R

n
α,h × [0,∞) → C ⊗ C�n,n

represented through one of the following ansatz (eJ = e j1e j2 . . . e jr )

g(x) =
n
∑

r=0

∑

|J |=r

gJ (x)eJ , with gJ : R
n
α,h → C

f(x, t) =
n
∑

r=0

∑

|J |=r

f J (x, t)eJ , with f J : R
n
α,h × [0,∞) → C

we need to consider the †−conjugation operation a �→ a† on the complexified Clifford
algebra C ⊗ C�n,n defined as

(ab)† = b†a†

(aeJ )† = aJ e†jr . . . e†j2e
†
j1

(1 ≤ j1 < j2 < . . . < jr ≤ 2n)

e†j = −e j and e†n+ j = en+ j (1 ≤ j ≤ n). (2.2)

It is straightforward to infer from (2.2) that a†a = aa† is non-negative so that the
‖ · ‖−norm endowed by complexified Clifford algebra structure C ⊗ C�n,n is defined
as ‖a‖ = √

a†a. In case where a belongs to C ⊗ R
n,n , it then follows that the quantity

‖a‖ coincides with the standard norm of a on C
2n .

To avoid ambiguities throughout the manuscript we will use the bold notations
a,b, . . . , f, g, . . . when we refer to Clifford numbers and/or multivector functions
with membership in the complexified Clifford algebra C ⊗ C�n,n .

2.2 Discrete Fourier Analysis

Let �2(Rn
h,α; C⊗C�n,n) := �2(R

n
h,α)⊗(C ⊗ C�n,n

)

denotes the right Hilbert module
endowed by the Clifford-valued sesquilinear form (cf. [11, p. 533])

〈f(·, t), g(·, t)〉h,α =
∑

x∈R
n
h,α

hn f(x, t)†g(x, t), (2.3)

and let S(Rn
h,α; C�n,n) := S(Rn

h,α)⊗ (C ⊗ C�n,n
)

denote the space of rapidly decay-
ing functions fwith values on C⊗ C�n,n , defined for any R−valued constant M < ∞
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by the semi-norm condition

sup
x∈R

n
h,α

(1 + ‖x‖2)M ‖f(x, t)‖ < ∞.

Following mutatis mutandis [28, Exercise 3.1.7], it is straighforward to see that the
seminorm condition

sup
x∈R

n
h,α

(1 + ‖x‖2)−M ‖g(x, t)‖ < ∞

allows us to properly define the set of all continuous linear functionals with member-
ship inS(Rn

h,α; C⊗C�n,n) through themapping f(·, t) �→ 〈f(·, t), g(·, t)〉h,α , whereby
the family of distributions g(·, t) : R

n
h,α → C⊗C�n,n (for every t ∈ [0,∞)) belong to

the multivector counterpart of the space of tempered distributions on the lattice R
n
h,α .

This function space will be denoted here and elsewhere by

S ′(Rn
h,α; C ⊗ C�n,n) := S ′(Rn

h,α) ⊗ (C ⊗ C�n,n
)

.

Next, let us denote by
(−π

h , π
h

]n an n−dimensional representation of the n−torus
R

n/ 2π
h Z

n and by

L2

((

−π

h
,
π

h

]n ; C ⊗ C�n,n

)

:= L2

((

−π

h
,
π

h

]n)⊗ (C ⊗ C�n,n
)

the C ⊗ C�n,n−Hilbert module endowed by the sesquilinear form

〈f(·, t), g(·, t)〉(− π
h , π

h

]n =
∫

(− π
h , π

h

]n
f(ξ, t)†g(ξ, t)dξ. (2.4)

Thediscrete Fourier transform of a functiong(·, t)withmembership in�2(R
n
h,α; C⊗

C�n,n) is defined as

(Fh,αg)(ξ, t) =

⎧

⎪

⎨

⎪

⎩

hn

(2π)
n
2

∑

x∈R
n
h,α

g(x, t)eix ·ξ , ξ ∈ (−π
h , π

h

]n

0, ξ ∈ R
n \ (−π

h , π
h

]n
. (2.5)

As in [14, subsection 5.2.1], the discrete Fourier transform yields the isometric
isomorphism

Fα,h : �2(R
n
h,α; C ⊗ C�n,n) → L2

((

−π

h
,
π

h

]n ; C ⊗ C�n,n

)

,

whose inverse (F−1
h,αg)(x, t) = ĝh,α(x, t) is given by the Fourier coefficients

ĝh,α(x, t) = 1

(2π)
n
2

∫

(− π
h , π

h

]n
(Fh,αg)(ξ, t)e−i x ·ξ dξ. (2.6)
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For the function spaces S ′(Rn
h,α; C ⊗ C�n,n) and C∞(

(−π
h , π

h

]n ; C ⊗ C�n,n), we
notice first that S ′(Rn

h,α; C ⊗ C�n,n), defined as above, is dense in �2(R
n
h,α; C ⊗

C�n,n). On the other hand, C∞(
(−π

h , π
h

]n ; C⊗C�n,n) is embedded on the dual space
C∞(

(−π
h , π

h

]n ; C ⊗ C�n,n)′, the so-called space of C ⊗ C�n,n−valued distributions
over

(−π
h , π

h

]n (cf. [28, Exercise 3.1.15.] & [28, Definition 3.1.25]).
As a result, the Parseval type relation, involving the sesquilinear forms (2.3) and

(2.4) (cf. [28, Definition 3.1.27]):

〈Fh,αf(·, t), g(·, t)〉(− π
h , π

h

]n = 〈f(·, t), ĝh,α(·, t)
〉

h,α
(2.7)

extends furthermore the isometric isomorphism

Fh,α : �2(R
n
h,α; C ⊗ C�n,n) → L2

((

−π

h
,
π

h

]n ; C ⊗ C�n,n

)

to the mapping Fh,α : S ′(Rn
h,α; C ⊗ C�n,n) → C∞(

(−π
h , π

h

]n ; C ⊗ C�n,n).
That allows us to define a discrete convolution operation 
h,α between a discrete

distribution f(·, t) with membership in S ′(Rn
h,α; C ⊗ C�n,n), and a discrete function

�(x) with membership in S(Rn
h,α; C ⊗ C�n,n):

(

f(·, t)
h,α�
)

(x) =
∑

y∈R
n
h,α

hn�(y)f(y − x, t) (2.8)

through the duality condition

〈

f(·, t)
h,α�, g(·, t)
〉

h,α
= 〈 f(·, t),˜�
h,αg(·, t) 〉h,α, with ˜�(x) = [�(−x)]†.

Noteworthy, the Parseval type relation (2.7) allows us to show that the following
discrete convolution property at the level of distributions:

Fh,α

[

f(·, t)
h,α�
] = (Fh,αf(·, t)

) (Fh,α�
)

(2.9)

yields straightforwardly from the sequence of identities

〈 Fh,α

[

f(·, t)
h,α�
]

, g(·, t) 〉(− π
h , π

h

]n = 〈 f(·, t)
h,α�,F−1
h,α[g(·, t)] 〉h,α

= 〈 f(·, t),˜�
h,αF−1
h,α[g(·, t)] 〉h,α

=
〈

f(·, t),F−1
h,α

(Fh,α
˜� g(·, t)

)

〉

h,α

= 〈 Fh,αf(·, t),Fh,α
˜� g(·, t)

〉

h,α

= 〈 (Fh,αf(·, t)
) (Fh,α�

)

, g(·, t) 〉(− π
h , π

h

]n .
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2.3 Discrete Dirac and Discrete Laplacian

Consider now, for each h > 0, the discrete Laplacian on the lattice hZ
n ⊆ R

n
h,α

�hf(x, t) =
n
∑

j=1

f(x + he j , t) + f(x − he j , t) − 2f(x, t)

h2 . (2.10)

and the Fourier multiplier of Fh,α ◦ (−�h) ◦ F−1
h,α

dh(ξ)2 = 4

h2

∑

j=1

sin2
(

hξ j

2

)

. (2.11)

By means of the mapping properties associated to the discrete Fourier transform
(2.5) together with the Dirac–Kähler discretization on the lattice εZ

n , already consid-
ered in [10] (see also [12, section 1.2]):

Dεf(x, t) =
n
∑

j=1

e j
f(x + εe j , t) − f(x − εe j , t)

2ε
+

+
n
∑

j=1

en+ j
2f(x, t) − f(x + εe j , t) − f(x − εe j , t)

2ε
(2.12)

one can further exploit the framework considered in a series of author’s previous
papers [9,10] (see also [4,6–8] for further comparisons) toward pseudo-differential
calculus. Concretely speaking, the discrete Dirac type operators

Dh,α : S(Rn
h,α; C ⊗ C�n,n) → S(Rn

h,α; C ⊗ C�n,n)

satisfying the factorization property (Dh,α)2 = −�h can be straightforwardly deter-
mined by the Fourier multiplier of Fh,α ◦ Dh,α ◦F−1

h,α , defined componentwise by the
Clifford-vector-valued function (cf. [12, Subsection 2.2.])

zh,α(ξ) =
n
∑

j=1

−ie j
sin((1 − α)hξ j ) + sin(αhξ j )

h
+

+
n
∑

j=1

en+ j
cos(αhξ j ) − cos((1 − α)hξ j )

h
. (2.13)

The key property besides this approach is the square condition zh,α(ξ)2 = dh(ξ)2

between the Fourier multipliers of Fh,α ◦ Dh,α ◦ F−1
h,α and Fh,α ◦ (−�h) ◦ F−1

h,α ,
respectively.
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As it depicted in [12, Remark 2.1], the limit case α → 0

zh,0(ξ) =
n
∑

j=1

−ie j
sin(hξ j )

h
+

n
∑

j=1

en+ j
1 − cos(hξ j )

h
.

yields the Fourier multiplier ofFh,α ◦ Dh ◦F−1
h,α on hZ

n , encoded by the Dirac–Kähler

discretization Dh (set ε = h on Eq. (2.12)), whereas in the limit α → 1
2 , the symbol

zh, 12
(ξ) =

n
∑

j=1

−ie j
2 sin(

hξ j
2 )

h

stands for the Fourier multiplier of the self-adjoint discretization of the Dirac operator
on the lattice h

2Z
n .

Considering now the formal †−conjugation of (2.12) induced by the Clifford alge-
braic property (2.2):

D†
ε f(x, t) =

n
∑

j=1

−e j
f(x + εe j , t) − f(x − εe j , t)

2ε
+

+
n
∑

j=1

en+ j
2f(x, t) − f(x + εe j , t) − f(x − εe j , t)

2ε
.

it readily follows from a direct application of the properties of the discrete Fourier
transform (2.5) that the operator Dh,α : S(Rn

h,α; C ⊗ C�n,n) → S(Rn
h,α; C ⊗ C�n,n)

satisfying

Fh,α(Dh,αg)(ξ) = zh,α(ξ) (Fh,αg)(ξ)

is uniquely determined by

Dh,α := (1 − α)D(1−α)h − αD†
αh . (2.14)

3 Time-Changed Dirac–Fokker–Planck Equation

3.1 TheModel Problem Explained

In this work we propose a time-changed variant of the Dirac equation ∂t�(x, t) =
iμDh,α�(x, t) on R

n
h,α ×[0,∞) by adding an extra time-changed perturbation of the

order of cut-off that seamlessly describes a discrete counterpart of a fractional Wiener
process carrying the time-changed diffusion term Ht2H−1σ 2.
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In order to proceed, let us entertain with the stochastic process {Zt }t≥0 defined
uniquely via the following stochastic differential equation (SDE) over R

n
h,α ×[0,∞):

Zt (x) = Z0(x) +
∫ t

0
−iμDh,α Zs(x)ds +

∫ t

0
d B H

s (x). (3.1)

Here {B H
t }t≥0 stands for the n−dimensional fractional Brownian motion (fBM)

with zero mean (E(B H
t ) = 0) and covariance

cov(B H
s , B H

t ) := E(B H
s B H

t ) − E(B H
s )E(B H

t )

= 1

2
(s2H + t2H − |s − t |2H ).

Also, we shall assume that the random variable Z0 is independent of B H
t , that is

cov(Z0, B H
t ) = 0 to ensure the independence of the processes {−iμDh,α Zt }t≥0 and

{B H
t }t≥0, respectively.
For the deduction of the time-changed Dirac–Fokker–Planck (DFP) type equation

on the space-time lattice (x, t) ∈ R
n
h,α × [0,∞), one has to consider the sesquilinear

form (2.3) over the right Hilbert module �2(R
n
h,α; C ⊗ C�n,n), to represent (3.1) in its

weak form. Namely, by setting

d B H
s (x) = σ 2

2
�h Zs(x)ds2H , with s2H = cov(B H

s , B H
s )

one gets that

〈�(x, t), Zt (x)〉h,α = 〈�(x, t), Z0(x)〉h,α +
+
∫ t

0

〈

�(x, t),−iμDh,α Zs(x)
〉

h,α
ds +

+
∫ t

0

〈

�(x, t),
σ 2

2
�h Zs(x)

〉

h,α

ds2H . (3.2)

Henceforth, one can use the identity ds2H = 2Hs2H−1ds and fact that the discrete
Dirac operator Dh,α (see Eq. (2.14)) and the discrete Laplacian �h = −(Dh,α)2 (see
Eq. (2.10)) are self-adjoint operators w.r.t the sesquilinear form (2.3) (cf. [12, p. 449]):

〈�(x, t), Dh,α Zs(x)〉h,α = 〈Dh,α�(x, t), Zs(x)〉h,α

〈�(x, t),�h Zs(x)〉h,α = 〈�h�(x, t), Zs(x)〉h,α

to derive the following equivalent formulation of (3.2):

〈�(x, t), Zt (x)〉h,α = 〈�(x, t), Z0(x)〉h,α +
+
∫ t

0
〈iμDh,α�(x, t)+Hσ 2s2H−1�h�(x, t), Zs(x)〉h,α ds. (3.3)
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Moreover, by setting �(x, 0) = �0(x) and letting act the partial derivative ∂t on
both sides of (3.3), we obtain that the resulting coupled systems of relations

〈∂t�(x, t), Zt (x)〉h,α = 〈iμDh,α�(x, t) + Hσ 2t2H−1�h�(x, t), Zt (x)〉h,α

〈�(x, 0), Zt (x)〉h,α = 〈�0(x), Zt (x)〉h,α

gives rise to the following time-changed Dirac–Fokker–Planck (DFP) type equation
on the space-time lattice (x, t) ∈ R

n
h,α × [0,∞):

∂t�(x, t) = iμDh,α�(x, t) + σ 2Ht2H−1�h�(x, t), �(x, 0) = �0(x). (3.4)

The above model problem approximates the discrete massless Dirac equation in
the limit H → 0. Its right hand side depending on the time variable term Ht2H−1

carrying the Hurst parameter 0 < H < 1 (see e.g. [18,19] and the references given
there) reflects the time-changed dependence of the discrete Laplacian �h for values
H �= 1

2 (cf. [23]). Moreover, the limit conditions α, H → 0 allows us to recover, from
amultivector calculus perspective, the massless Dirac equation considered on Rabin’s
approach [27] towards the investigation of the lattice fermion doubling phenomena
(see also [12, Subsection 3.2], on which the solution of the discrete Dirac equation
was investigated by means of operational techniques).

Both of this clues allow us to make a reasonable guess that the formulation of the
model problem (3.4) may be viewed as a stochastic rescaling of Wilson’s formulation
[32] on which the second order term σ 2Ht2H−1�h�(x, t) encoding the variance
function σ 2

H (t) = σ 2t2H (see also [15, subsection 3.1]):

1

2

dσ 2
H (t)

dt
= Hσ 2t2H−1

acts as Wilson-like term on the momentum space
(−π

h , π
h

]n × [0,∞), in case where
0 < H ≤ α (0 < α < 1

2 ).
At this stage, one notice here that in case where H = 1

2 , it is commonly to choose
σ 2 = h as the Wilson parameter r – that is assumed to be on the interval 0 < r ≤ 1
(cf. [25, p. 178]). Interesting enough, for values of H in the range 0 < H ≤ α one
easily recognizes that the time-dependent diffusion term satisfies the limit condition
lim

t→∞ σ 2Ht2H−1 = 0.

Remark 3.1 (Regularization ofWilson’s approach) Despite the choice of H that yields
a Wilson-like parameter may be independently taken for values of H on the interval
0 < H < 1

2 (sub-diffusive case), one has considered the constraint H ≤ α to strongly
emphasize that our model problem (3.4) naturally leads, for special choices of H
[bounded above by α], to a fractional time-dependent regularization of Wilson’s sem-
inal approach [32] in the limit α → 1

2 .
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Noteworthy, the replacement of the discrete Dirac operator

1

2
(D+

h/2 + D−
h/2) := lim

α→ 1
2

Dh,α,

endowed by central difference operators on the lattice h
2Z

n (cf. [12, p. 449]), by the
family of discrete Dirac operators Dh,α (0 < α < 1

2 ) allows us to rid from the evaded-
ness of Nielsen–Ninomiya’s no-go result [26] stressed on section 1. Introduction,
since the chiral symmetries as well as the additional fermion doublers underlying to
the Clifford algebra of signature (n, n) are not only preserved for values of the Hurst
parameter H in the range 0 < H ≤ α, but also for H = 1

2 under the limit condition
σ 2 → 0.

Remark 3.2 (Toward fBM) Commonly the diffusion term σ 2 depends on the Hurst
parameter 0 < H < 1. And due to the spectral density analysis studied in depth by
Mandelbrot and Van Ness in [23, Section 7] it remains natural to consider diffusion
terms of the form

σ 2 = �(2 − 2H)

π H(2H − 1)
cos(π(H − 1)),

where � stands for the Gamma function defined via the Eulerian integral (A.8).
Herein, the combination of the identity

σ 2 = �(2 − 2H)

π H(1 − 2H)
sin

(

π

(

1

2
− H

))

with the inequalities 0 < �(2 − 2H) < 1 & 0 < 2 sin
(

π
( 1
2 − H

))

< π (1 − 2H),
for values of H in the range 0 < H < 1

2 , result into the estimate

0 < Hσ 2
(

1

h

)2H−1

<
1

2
, in the limit h → 0.

Hence, by assuming in the sub-diffusive case that the Hurst parameter H can be
neatly approximated by the fractional parameter α (0 < α < 1

2 ), carrying the lattice
R

n
h,α , the asymptotic condition h1−2α ≈ h2−2α in the limit h → 0 suggests us to

choose

2Hσ 2
(

1

h

)2H−1

≈ �(2 − 2α)

π
( 1
2 − α

) sin

(

π

(

1

2
− α

))

h2−2α

as a regularization of theWilson-like parameter r = h highlighted in [25, p. 178] (case
α → 1

2 ) for ourmodel problem (3.4) in the sub-diffusive case (0 < H < 1
2 ). Interesting

enough, such choice is naturally associated to the Fourier multipliers generated from
one-side stable distributions of Lévy type (see for example [24, Chapter 3]).
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3.2 A Stochastic Interpretation of the DFP Equation

In order to provide a stochastic meaning to the solutions of (3.4), we must impose the
normalization condition

∑

x∈R
n
h,α

hn�(x, t) = 1, for all t ≥ 0. (3.5)

In the zero-drift case (μ = 0) the analysis may be considerably simplified to the
study of the discrete fundamental solution of the discrete heat equation (cf. [1]). In
particular, if �(x, 0) = �0(x) equals to the discrete delta distribution

δh(x) =
{ 1

hn
if x = (0, 0, . . . , 0)

0 if x �= (0, 0, . . . , 0)
,

the function �(x, t) := exp(t�h)δh(x) turns out to be fundamental solution of the
semi-discrete heat operator ∂t −�h (cf. [1, Section 4]), approximates the semimartin-
gale case in the limit h → 0 (σ 2 = 2 and H = 1

2 ). Interestingly enough, the following
representation formula

exp(t�h)δh(x) = (2π)
n
2

hn
e
− 2nt

h2 I x1
h

(

2t

h2

)

I x2
h

(

2t

h2

)

. . . I xn
h

(

2t

h2

)

, (3.6)

written in terms of the modified Bessel functions of the first kind Ik(u) (cf. [12,
subsection 4.2]) seamlessy describes to a n−ary product of transition probability den-
sities carrying a finite sequence of Bessel processes R(ν1)

r , R(ν2)
r , . . . , R(νn)

r of order
ν j = |x j |

h ∈ N0 ( j = 1, 2, . . . , n) (cf. [2, pp. 71-76]).
Indeed, using the fact that the modified Bessel function Ik(r) of order k admits the

Laplace identity

Ik(r) =
∫ ∞

0
exp

(

−1

2
k2 p

)

θr (p)dp

in terms of the (unnormalized) Hartman-Watson distribution

θr (p) = r√
2π3u

∫ ∞

0
exp

(

−π2 − p2

2u
− r cosh(p)

)

sinh(p) sin
(π p

u

)

dp

deduced by Marc Yor [34] (see also [2, p. 79]) gives rise to

exp(t�h)δh(x)

= (2π)
n
2

hn
e
− 2nt

h2

∫

[0,∞)n
exp

⎛

⎝−
n
∑

j=1

x2j ξ j

2h2

⎞

⎠�

(

ξ ; 2t

h2

)

dξ, (3.7)
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where dξ denotes the Lebesgue measure and the n−ary product

�

(

ξ ; 2t

h2

)

= θ 2t
h2

(ξ1) θ 2t
h2

(ξ2) . . . θ 2t
h2

(ξn).

With formula (3.7)wehave a precise probabilistic interpretation for the fundamental
solution of ∂t − �h . More generally, by taking into account only the normalization
condition (3.5) – that is, the condition �(x, t) ≥ 0 will be evaded a priori—any
Clifford-vector-valued function �0(x) may be chosen as a discrete quasi-probability
distribution

Pr

⎛

⎝

n
∑

j=1

e j X j = x

⎞

⎠ = hn�0(x) (3.8)

carrying a set of independent and identically distributed (i.i.d) random variables
X1, X2, . . . , Xn , with the aim of provide a Bayesian probability meaning to the dis-
crete convolution representation

exp(t�h)�0(x) =
∑

y∈R
n
h,α

hn�0(y) exp(t�h)δh(y − x)

of the solution of the discrete heat equation studied in detail in refs. [1,5] (see, in
particular, [1, Section 6.] and [5, Section 2]).

In the zero-diffusion case (σ 2 = 0) some interesting choices for the likelihood
function hn�0(x) are e.g. the Poisson andMittag-Leffler distributions depicted in [10,
subsection 4.1 & subsection 4.2].

We will come back afterwards to the precise stochastic interpretation for the solu-
tions of the DFP equation (3.4), based on the proof of Theorem 4.3 in Sect. 4.2.

4 Main Results

4.1 Semi-discrete Klein–Gordon Equations

In this subsection we focus on the study of solutions associated to the time-changed
DFP type equation (3.4) on the space-time lattice (x, t) ∈ R

n
h,α × [0,∞) and on the

solutions of the semi-discrete Klein–Gordon type equation on (x, t) ∈ R
n
h,α ×[0,∞):

⎧

⎪

⎪

⎨

⎪

⎪

⎩

∂2t Ψ (x, t |p) + 4pt∂tΨ (x, t |p)+
+(2p + 4p2t2)Ψ (x, t |p) = μ2�hΨ (x, t |p)

Ψ (x, 0|p) = �0(x)

[∂tΨ (x, t |p)]t=0 = iμDh,α�0(x).

(4.1)

Before proceeding with the main results, we just want to underscore that the
exponentiation operator exp

(

iμt Dh,α

)

may be used to generate the solutions of the



44 Page 16 of 31 Journal of Fourier Analysis and Applications (2020) 26 :44

Klein–Gordon type equation on the lattice (cf. [12, Corollary 3.1]). The following
lemma, that will be useful on this subsection and elsewhere, mimics the proof of [12,
Theorem 1.1]:

Lemma 4.1 Let zh,α(ξ) and dh(ξ)2 be the Fourier multipliers ofFh,α ◦Dh,α ◦F−1
h,α and

Fh,α ◦ (−�h)◦F−1
h,α , respectively. Then, the exponentiation function exp(iμtzh,α(ξ))

admits the following representation

exp(iμtzh,α(ξ)) = cos
(

μt
√

dh(ξ)2
)

+ sin(μt
√

dh(ξ)2)
√

dh(ξ)2
izh,α(ξ).

Proof First, recall that exp
(

iμtzh,α(ξ)
) = cosh

(

iμtzh,α(ξ)
) + sinh

(

iμtzh,α(ξ)
)

,
whereby

cosh
(

iμtzh,α(ξ)
) =

∞
∑

k=0

(μt)2k

(2k)!
(

izh,α(ξ)
)2k

sinh
(

iμtzh,α(ξ)
) =

∞
∑

k=0

(μt)2k+1

(2k + 1)!
(

izh,α(ξ)
)2k+1 (4.2)

denotes the even resp. odd part of the formal series expansion of exp
(

iμtzh,α(ξ)
)

.
From the factorization property zh,α(ξ)2 = dh(ξ)2 we thereby obtain that

(izh,α(ξ))2k = i2k(zh,α(ξ)2)k = (−1)k(
√

dh(ξ)2)2k

(izh,α(ξ))2k+1 = izh,α(ξ)(izh,α(ξ))2k = (−1)k (
√

dh(ξ)2)2k+1
√

dh(ξ)2
izh,α(ξ),

hold for every k ∈ N0.
Finally, by substituting the previous relations on the right hand side of (4.2), one

readily obtain by linearity arguments the following identities, involving the formal
series expansions of sine and cosine functions, respectively:

cosh
(

iμtzh,α(ξ)
) =

∞
∑

k=0

(−1)k(μt)2k

(2k)! (
√

dh(ξ)2)2k

= cos
(

μt
√

dh(ξ)2
)

sinh
(

iμtzh,α(ξ)
) =

∞
∑

k=0

(−1)k(μt)2k+1

(2k + 1)!
(
√

dh(ξ)2)2k+1
√

dh(ξ)2
izh,α(ξ)

=
sin
(

μt
√

dh(ξ)2
)

√

dh(ξ)2
izh,α(ξ),

completeting the proof of Lemma 4.1. ��
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With the construction furnished in Lemma 4.1 we are able to prove that the expo-
nentiation function exp

(

iμt Dh,α

)

generates a solution for the semi-discrete Klein
Gordon equation (4.1). That corresponds to the following theorem:

Theorem 4.2 For a given Clifford-valued function function �0 with membership in
S(Rn

h,α; C ⊗ C�n,n), the ansatz function

Ψ (x, t |p) = e−pt2
(

cos(μt
√−�h)�0(x) + sin(μt

√−�h)√−�h
i Dh,α�0(x)

)

satisfies the conditions of the evolution problem (4.1).

Proof First, let us take the ansatz function

Ψ (x, t) = cos(μt
√−�h)�0(x) + sin(μt

√−�h)√−�h
i Dh,α�0(x),

By applying the discrete Fourier transform Fh,α on both sides we thereby obtain
from Lemma 4.1 that

(Fh,αΨ (·, t)
)

(ξ) = cos
(

μt
√

dh(ξ)2
)

(Fh,α�0
)

(ξ)

+ sin(μt
√

dh(ξ)2)
√

dh(ξ)2
izh,α(ξ)

(Fh,α�0
)

(ξ)

corresponds to the representation of Ψ (x, t) on the momentum space
(−π

h , π
h

]n ×
[0,∞). A simple computation moreover shows that (FhΨ (·, t)) (ξ) provides us a
solution for the Cauchy problem on

(−π
h , π

h

]n × [0,∞) :
⎧

⎨

⎩

∂2t
(Fh,αΨ (·, t)

)

(ξ) = −μ2dh(ξ)2
(Fh,αΨ (·, t)

)

(ξ)
(Fh,αΨ (·, 0)) (ξ) = (Fh,α�0

)

(ξ)
[

∂t
(Fh,αΨ (·, 0)) (ξ)

]

t=0 = iμzh,α(ξ)
(Fh,α�0

)

(ξ).

(4.3)

Next, let us take the substitution
(Fh,αΨ (·, t)

)

(ξ) = ept2
(Fh,αΨ (·, t |p)

)

(ξ) on
(4.3) for a given p ≥ 0.

Clearly, one has

(Fh,αΨ (·, 0)) (ξ) = (Fh,αΨ (·, 0; p)
)

(ξ) = (Fh,α�0
)

(ξ).

On the other hand, a straightforward computation based on the Leibniz rule more-
over shows that

[

∂t

(

ept2 (Fh,αΨ (·, t |p)
)

(ξ)
)]

t=0

=
[

ept2 ( ∂t
(Fh,αΨ (·, t |p)

)

(ξ) + 2pt
(Fh,αΨ (·, t |p)

)

(ξ)
)

]

t=0
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= izh,α(ξ)
(Fh,α�0

)

(ξ)

∂2t

(

ept2 (Fh,αΨ (·, t |p)
)

(ξ)
)

= ∂t

[

ept2 (∂t
( Fh,αΨ (·, t |p)

)

(ξ) + 2pt
(Fh,αΨ (·, t |p)

)

(ξ)
)

]

= ept2 [(∂t + 2pt)
(

∂t
(Fh,αΨ (·, t |p)

)

(ξ) + 2pt
(Fh,αΨ (·, t |p)

)

(ξ)
)]

= ept2
(

∂2t + 4pt∂t + 2p + 4p2t2
)

(Fh,αΨ (·, t |p)
)

(ξ).

From the above set of relations one can therefore conclude that (FhΨ (·, t)) (ξ) is
a solution of the semi-discrete Cauchy problem

⎧

⎪

⎪

⎨

⎪

⎪

⎩

∂2t
(Fh,αΨ (·, t |p)

)

(ξ) + 4pt∂t
(Fh,αΨ (·, t |p)

)

(ξ)+
+(2p + 4p2t2)

(Fh,αΨ (·, t |p)
)

(ξ) = −μ2dh(ξ)2
(Fh,αΨ (·, t |p)

)

(ξ)
(Fh,αΨ (·, 0; p)

)

(ξ) = (Fh,α�0
)

(ξ)
[

∂t
(Fh,αΨ (·, t |p)

)

(ξ)
]

t=0 = iμzh,α(ξ)
(Fh,α�0

)

(ξ).

(4.4)

Finally, by taking the inverse of the discrete Fourier transform Fh,α on both sides
of (4.4) we conclude that

Ψ (x, t |p) = e−pt2
(

cos(μt
√−�h)�0(x) + sin(μt

√−�h)√−�h
i Dh,α�0(x)

)

is a solution of (4.1). ��

4.2 Time-Changed DFP vs. Klein–Gordon

Let us turn again our attention to the time-changed DFP (3.4) on the space-time lattice
R

n
h,α × [0,∞). We notice that on the momentum space

(−π
h , π

h

]n × [0,∞), the
equation (3.4) reads as

∂t (Fh,α�(·, t))(ξ) =
(

iμzh,α(ξ) − σ 2Ht2H−1dh(ξ)2
)

(Fh,α�(·, t))(ξ),

(Fh,α�(·, 0))(ξ) = (Fh,α�0)(ξ), (4.5)

upon the application of the discrete Fourier transform (2.5).

Considering now the exponentiation function exp
(

iμtzh,α(ξ) − σ 2t2H

2 dh(ξ)2
)

, we

recall that

exp

(

iμtzh,α(ξ) − σ 2t2H

2
dh(ξ)2

)

= exp

(

−σ 2t2H

2
dh(ξ)2

)

exp
(

iμtzh,α(ξ)
)

(4.6)
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results from the fact that zh,α(ξ) commutes with dh(ξ)2. Thus

(Fh,α�(·, t))(ξ) = exp

(

iμtzh,α(ξ) − σ 2t2H

2
dh(ξ)2

)

(Fh,α�0)(ξ) (4.7)

corresponds to the representation of the solution of the evolution equation (3.4) on the
momentum space

(−π
h , π

h

]n × [0,∞), since (Fh,α�(·, 0))(ξ) = (Fh,α�0)(ξ) and

∂t (Fh,α�(·, t))(ξ) = exp

(

−σ 2t2H

2
dh(ξ)2

)

[

∂t exp
(

iμtzh,α(ξ)
)]

(Fh,α�0)(ξ) +

+
[

∂t exp

(

−σ 2t2H

2
dh(ξ)2

)]

exp
(

iμtzh,α(ξ)
)

(Fh,α�0)(ξ)

= (iμzh,α(ξ) − σ 2Ht2H−1dh(ξ)2)(Fh,α�(·, t))(ξ).

So ifwe take the discrete convolution property (2.9) underlying tomapping property
Fh,α : S ′(Rn

h,α; C ⊗ C�n,n) → C∞(
(−π

h , π
h

]n ; C ⊗ C�n,n), we thus have proved the
following:

Theorem 4.3 Let �0 be Clifford-valued function membership in S(Rn
h,α; C ⊗ C�n,n),

and FH a kernel function defined by the integral formula

FH (x, t |μ, σ 2) = 1

(2π)
n
2

∫

(− π
h , π

h

]n
exp

(

−σ 2t2H

2
dh(ξ)2

)

exp
(

iμtzh,α(ξ)
)

e−i x ·ξ dξ.

Then we have the following:

(i) The ansatz

�(x, t) = exp

(

iμt Dh,α + σ 2t2H

2
�h

)

�0(x) (4.8)

solves the Dirac–Fokker–Planck equation (3.4) on the space-time lattice R
n
h,α ×

[0,∞).
(ii) �(x, t) is uniquely determined by the discrete convolution representation

(FH (·, t |μ, σ 2)
h,α�0)(x) =
∑

y∈R
n
h,α

hn�0(y)FH (x − y, t |μ, σ 2).

In order to obtain an interplay with the Klein–Gordon equation associated to the
Cauchy problem (4.1) we would like to stress first that the product rule (4.6) allows
also to recast the operational formula (4.8) as

�(x, t) = exp

(

σ 2t2H

2
�h

)

Ψ (x, t), with Ψ (x, t) = exp
(

iμt Dh,α

)

�0(x)
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so that

�(x, t) =
∑

y∈R
n
h,α

hnΨ (y, t)FH (x − y, t |0, σ 2) (4.9)

corresponds to an equivalent formulation for the convolution representation provided
by Theorem 4.3. Essentially, that involves the discrete convolution between the solu-
tion Ψ (x, t |0) := Ψ (x, t) of (4.1) and the kernel function FH (x, t |0, σ 2).

With FH , described as before, a closed formula for

FH (x, t |0, σ 2) = exp

(

σ 2t2H

2
�h

)

δh(x)

may be easily obtained upon the replacement t → σ 2t2H

2 on the right hand sides of

(3.6) and (3.7) so that FH (x − y, t |0, σ 2) = e
− nσ2 t2H

h2 NH (x − y, t |σ 2), with

NH (x − y, t |σ 2)

= (2π)
n
2

hn
I x1

h

(

t2H σ 2

h2

)

I x2
h

(

t2H σ 2

h2

)

. . . I xn
h

(

t2H σ 2

h2

)

= (2π)
n
2

hn

∫

[0,∞)n
exp

⎛

⎝−
n
∑

j=1

(x j − y j )
2ξ j

2h2

⎞

⎠�

(

ξ ; t2H σ 2

h2

)

dξ. (4.10)

Remark 4.4 In case that the initial condition �(x, 0) = �0(x) endows the quasi-
probability distribution (3.8), it is straightforward to see from statement (i) of
Theorem 4.3 that the solution �(x, t) encoded by the stochastic process {Zt }t≥0 (see
Sect. 3.1) satisfies the quasi-probability condition (3.5) fixed in Sect. 3.2.

However the resulting convolution representation for�(x, t) obtained in statement
(ii) of Theorem 4.3—and recasted in Eq. (4.9) in terms of the solution Ψ (x, t |0) :=
Ψ (x, t) of the Klein–Gordon problem (4.1)—does not allows us to interpret the map-
ping x �→ hn�(x, t) as likelihood distribution in the Bayesian sense, even if the
mapping x �→ hn�0(x) defines a discrete probability distribution satisfying the null
condition Dh,α�0(x) = 0 (an analytic condition in disguise).

Indeed, in the view ofTheorem 4.2, the null condition Dh,α�0(x) = 0 only assures
that

exp
(

iμt Dh,α

)

�0(x) = cos(μt
√−�h)�0(x)

is at most a real-valued function, even if �(x, 0) = �0(x) is a real-valued function
satisfying the discrete probability distribution constraints hn�0(x) ≥ 0 and (3.5).

Next, we will make use of the Laplace identity (A.14) involving the Lévy one-

sided distribution Lν(u) = 1

u
0�1

[

(0,−ν)

1

uν

]

(see Eq. (A.13) of Appendix A.2)
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to relate the solutions of the time-changed Dirac–Fokker–Planck equation (3.4) with
the solutions of semi-discrete Klein–Gordon equation (4.1).

Corollary 4.5 Let �(x, t) be the solution of the time-changed DFP equation (3.4)
provided by Theorem 4.3 and Ψ (x, t |p) the solution of the differential-difference
Klein–Gordon equation (4.1) provided by Theorem 4.2

Then, we have the following:

(1) On the momentum space
(−π

h , π
h

]n ×[0,∞), the solutions �(x, t) and Ψ (x, t |p)

are interrelated by the operational representation

(Fh,α�(·, t))(ξ) =
=
∫ ∞

0

(Fh,αΨ (·, t |p)
)

(ξ) 0�1

[

(0,−H)

σ 2

2pH
dh(ξ)2

]

dp

p
, (4.11)

with

0�1

[

(0,−H)

σ 2

2pH
dh(ξ)2

]

= p

(

σ 2dh(ξ)2

2

)− 1
H

L H

⎛

⎝p

(

σ 2dh(ξ)2

2

)− 1
H

⎞

⎠ .

(2) On the space-time lattice R
n
h,α × [0,∞), the solutions �(x, t) and Ψ (x, t |p) are

interrelated by the discrete convolution representation

�(x, t) =
∑

y∈R
n
h,α

hn
̂ΨH (y, t)NH (x − y, t |σ 2),

with

̂ΨH (y, t) =
∫ ∞

0
Ψ (y, t |p) 0�1

[

(0,−H)

nσ 2

h2 pH

]

dp

p

=
∫ ∞

0
Ψ (y, t |p)

(

nσ 2

h2

)− 1
H

L H

⎛

⎝p

(

nσ 2

h2

)− 1
H

⎞

⎠ dp. (4.12)

Proof For the proof of statement (1), we recall that for the substitution s =
(

σ 2

2 dh(ξ)2
) 1

H
t2 on both sides of (A.14), the sequence of identities

exp

(

−σ 2t2H

2
dh(ξ)2

)

=

=
∫ ∞

0
e
−u
(

σ2
2 dh(ξ)2

)
1
H t2

0�1

[

(0,−H)

1

u H

]

du

u

=
∫ ∞

0
e−pt2

0�1

[

(0,−H)

σ 2

2pH
dh(ξ)2

]

dp

p
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yield straightforwardly from the change of variable p = u
(

σ 2

2 dh(ξ)2
)− 1

H
.

Thus,

(Fh,α�(·, t))(ξ) = exp

(

−σ 2t2H

2
dh(ξ)2

)

exp
(

iμtzh,α(ξ)
)

(Fh,α�0)(ξ)

=
∫ ∞

0
exp(−pt2) exp(iμtzh,α(ξ)) 0�1

[

(0,−H)

σ 2

2pH
dh(ξ)2

]

dp

p
.

Now, from the combination of Lemma 4.2 with Proposition 4.2 we realize that
exp(−pt2) exp(iμtzh,α(ξ))(Fh,α�0)(ξ) equals to

(Fh,αΨ (·, t |p)
)

(ξ) so that the pre-
vious integral identity becomes then

(Fh,α�(·, t))(ξ) =
∫ ∞

0

(Fh,αΨ (·, t |p)
)

(ξ) 0�1

[

(0,−H)

σ 2

2pH
dh(ξ)2

]

dp

p
.

For the proof of (2), notice first that

�(x, t) =
∑

y∈R
n
h,α

hne
− nσ2 t2H

h2 Ψ (y, t)NH (x − y, t |σ 2).

Then, in the same order of ideas of the proof of statement (1), we employ the
Laplace identity

e
− nσ2 t2H

h2 =
∫ ∞

0
e−pt2

0�1

[

(0,−H)

nσ 2

h2 pH

]

dp

p

derived from (A.14) of Appendix A.2 to conclude that e
− nσ2 t2H

h2 Ψ (y, t) equals to
̂ΨH (y, t), as desired. ��

4.3 Solution Representation Through GeneralizedWright Functions

We have essentially used on the proof of Corollary 4.5 that the solution �(x, t) can
be represented as a discrete convolution between the kernel function (4.10) and the
function

e
− nσ2 t2H

h2 Ψ (y, t) = 1

(2π)
n
2

∫

(− π
h , π

h

]n
e
− nσ2 t2H

h2 exp
(

iμtzh,α(ξ)
)

(Fh,α�0)(ξ)e−iy·ξ dξ.

Bearing in mind the result obtained in Lemma 4.1, we know already from the
framework developed in [12, Section 3] (see, in particular, [12, Theorem 3.1.]) that

the function e
− nσ2 t2H

h2 Ψ (x, t) described as above may be reformulated as a discrete
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convolution involving the kernel functions

K(0)
H (y, t |μ, σ 2) = 1

(2π)
n
2

∫

(− π
h , π

h

]n
e
− nσ2 t2H

h2 cos(μt
√

dh(ξ)2)e−iy·ξ dξ

K(1)
H (y, t |μ, σ 2) = 1

(2π)
n
2

∫

(− π
h , π

h

]n
e
− nσ2 t2H

h2
sin(μt

√

dh(ξ)2)
√

dh(ξ)2
e−iy·ξ dξ.

(4.13)

That is,

e
− nσ2 t2H

h2 Ψ (y, t) = (K(0)
H (·, t |μ, σ 2)
h,α�0)(y) + (K(1)

H (·, t |μ, σ 2)
h,αi Dh,α�0)(y)

=
∑

x∈R
n
h,α

�0(x) K(0)
H (y − x, t |μ, σ 2) +

+
∑

x∈R
n
h,α

i Dh,α�0(x) K(1)
H (y − x, t |μ, σ 2).

To obtain analytic representations forK(0)
H andK(1)

H we are going to derive identities
involving the generalized Wright functions with the aid of the Mellin transform (see
Appendix A). Before stating the main construction of this section, first define the

auxiliar kernel function W(β)
H

(

y, μt | ω,
nσ 2

h2

)

via integral Eq. (4.14):

W(β)
H

(

y, μt | ω,
nσ 2

h2

)

= 1

(2π)
n
2

∫

(− π
h , π

h

]n
1�1

⎡

⎣

(

β+ω
2H , 1

H

)

(

β + 1
2 , 1
)

− μ2t2dh(ξ)2

4

(

nσ 2

h2

)− 1
H

⎤

⎦ e−iy·ξ dξ.

(4.14)

We note that from direct application of [20, Theorem 1] (see also subsection A.2
of Appendix A) the series expansion of Wright type 1�1 appearing on the integral
(4.14) is uniformly convergent for values of H in the range 1

2 ≤ H < 1 so that one can
only interchange term-by-term of the series with the integral under such constraint. In
particular, we note that the aforementioned series expansion:

• Is uniformly convergent for all t ≥ 0 in case of 1
2 < H < 1 (yields from the

condition 1 − 1
H > −1);

• For H = 1
2 we can only assure the uniformly convergence of the series of 1�1

type on the compact interval that yield from the inequality |λ| ≤ ρ, with λ =
−μ2t2dh(ξ)2

4

(

nσ 2

h2

)− 1
H
& ρ = 1

(

1
2

) 1
2
, whenever the parameter ω appearing on 1�1
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satisfies the condition Re (ω) < 0 (that yields from the constraint Re (κ) > 1
2 ,

with κ = (β + 1
2 ) − (β + ω)).

Since we are interested on the description of the solutions of the DFP equation
(3.4) the space-time lattice R

n
h,α × [0,∞) depending upon the fractional parameter

0 < α < 1
2 , that justifies the introduction of the sufficient condition α + 1

2 ≤ H < 1
on the statement of the following theorem.

Theorem 4.6 Let K(β)
H resp. W(β)

H be the kernel functions defined via Eq. (4.13) resp.
(4.14). In case where the condition α + 1

2 ≤ H < 1 is imposed to the Hurst parameter

H, there holds that W(β)
H converges uniformly in the space-time lattice R

n
h,α ×[0,∞).

Moreover, for β = 0, 1, the kernel functions K(β)
H admits the Mellin-Barnes repre-

sentation formula

K(β)
H (y, t |μ, σ 2)

= 1

2π i

∫ c+i∞

c−i∞

√
π
(

μ
2

)β

H

(

nσ 2

h2

)− β+ω
2H

W(β)
H

(

y, μt | ω,
nσ 2

h2

)

t−ωdω.

(4.15)

Proof From the discussion taken previously, we have seen that the sufficient condition
α + 1

2 ≤ H < 1 assures the uniformly convergence of the auxiliar function W(β)
H

defined via Eq. (4.14). Thus, it remains to prove only the closed formula (4.15).
Firstly, we recall that in view of Lemma 4.1 and of Eqs. (A.10) and (A.11) (see

Sect. A.2 of Appendix A), one can represent the Fourier multipliers

e
− nσ2 t2H

h2 cos(μt
√

dh(ξ)2) and e
− nσ2 t2H

h2
sin(μt

√

dh(ξ)2)
√

dh(ξ)2

appearing on (4.13) as

e
− nσ2 t2H

h2 cos(μt
√

dh(ξ)2)

= √
π e

− nσ2 t2H

h2 0�1

[

( 1
2 , 1
) − μ2t2dh(ξ)2

4

]

(4.16)

e
− nσ2 t2H

h2
sin(μt

√

dh(ξ)2)
√

dh(ξ)2

= μt
√

π

2
e
− nσ2 t2H

h2 0�1

[

( 3
2 , 1
) − μ2t2dh(ξ)2

4

]

. (4.17)

Thus, the computation of the kernel functions (4.13) may be reformulated bymeans
of the compact formula (β = 0, 1)
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K(β)
H (y, t |μ, σ 2) = 1

(2π)
n
2

∫

(− π
h , π

h

]n

√
π
(μ

2

)β

tβ e
− nσ2 t2H

h2 0�1

[

(

β + 1
2 , 1
) − μ2t2dh(ξ)2

4

]

e−iy·ξ dξ.

(4.18)

In particular, in the view of the Mellin inversion formula (A.2) the identity (4.18)
becomes then

K(β)
H (y, t |μ, σ 2) =
= 1

(2π)
n
2

∫

(− π
h , π

h

]n

(

1

2π i

∫ c+i∞

c−i∞
M{ f (t)g(t)}(ω) t−ωdω

)

e−iy·ξ dξ,(4.19)

with

f (t) := √
π
(μ

2

)β

tβe
− nσ2 t2H

h2 & g(t) := 0�1

[

(

β + 1
2 , 1
) − μ2t2dh(ξ)2

4

]

In the view of the properties (A.3), (A.8) and (A.12) (see Appendix A) one notice
that the functions f (t) and g(t) satisfy the Mellin identities

M { f (t)} (ω − s) =
√

π
(

μ
2

)β

2H

(

nσ 2

h2

)− β+ω−s
2H

�

(

β + ω

2H
− s

2H

)

M {g(t)} (s) = �
( s
2

)

�(β + 1
2 − s

2 )

(

μ2t2dh(ξ)2

4

)− s
2

. (4.20)

Subsequently, from the Parseval type identity involving the Mellin transform (A.6)
allows us to represent M{ f (t)g(t)}(ω) as a complex integral over the fundamental
strip Re(s) = c. In concrete, one has

M{ f (t)g(t)}(ω)

= 1

2π i

∫ c+i∞

c−i∞

√
π
(

μ
2

)β

2H

(

nσ 2

h2

)− β+ω
2H

�
( s
2

)

�
(

β+ω
2H − s

2H

)

�(β + 1
2 − s

2 )

⎛

⎝

μ2t2dh(ξ)2

4

(

nσ 2

h2

)− 1
H

⎞

⎠

− s
2

ds.

Furthermore, by taking the change of variable s → 2s on the above integral, one
can recastM{ f (t)g(t)}(ω) as a Wright function of type 1�1. Namely, in the view of
Mellin-Barnes representation formula (A.12), there holds
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M{ f (t)g(t)}(ω)

=
√

π
(

μ
2

)β

H

(

nσ 2

h2

)− β+ω
2H

1�1

⎡

⎣

(

β+ω
2H , 1

H

)

(

β + 1
2 , 1
)

− μ2t2dh(ξ)2

4

(

nσ 2

h2

)− 1
H

⎤

⎦ .

(4.21)

Thereby, from the previous identity we recognize after a wise change of integration
that the function K(β)

H (y, t |μ, σ 2) defined via Eq. (4.18) equals to (4.15), concluding
in this way the proof of Theorem 4.6. ��
Acknowledgements The author would like to thank to the anonymous referees for the careful reading of
the paper and for the criticism throughout the reports. That allowed to improve the quality of the submitted
version in a clever style.

Appendix A: Fractional Calculus Background

We aim at presenting in this appendix a systematic account of basic properties and
characteristics of generalized Wright functions (also known as Fox-Wright functions
(cf. [22])) in interplay with the Mellin transform.

A.1 TheMellin Transform

The well-known Mellin transformM (cf. [3]) is defined for a locally integrable func-
tion f on ]0,∞[ by the integral

M{ f (t)}(s) =
∫ ∞

0
f (t)t s−1dt, with s ∈ C. (A.1)

In order to provide the existence of the inverseM−1 of (A.1) through the inversion
formula

f (t) = 1

2π i

∫ c+i∞

c−i∞
M{ f (t)}(s) t−s ds, with t > 0 & c = �(s) (A.2)

in suchway that the contour integral is independent of the choice of the parameter c, one
needs to restrict the domain of analyticity of the complex-valued functionM{ f (t)}(s)
to the fundamental strip−a < Re(s) < −b paralell to the imaginary axis iR, whereby
the parameters a and b are determined through the asymptotic constraint

f (t) =
{

O(t−a−1) if t → 0+
O(t−b−1) if t → ∞ .
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It is straighforward to see after a wise change of variable on the right hand side of
(A.1), we infer that

M{tβ f (t)}(s) = M{ f (t)} (s + β) , for β ∈ C

M{ f (tγ )}(s) = 1

|γ | (M f )

(

s

γ

)

, for γ ∈ C \ {0}
M{ f (κt)}(s) = κ−s(M f )(s), for κ > 0.

With the above sequence of operational identities, neatly amalgamated through the
compact formula

M{tβ f (κtγ )}(s) = 1

|γ |κ
− s+β

γ M{ f }
(

s + β

γ

)

(A.3)

carrying the parameters β ∈ C, γ ∈ C \ {0} and κ > 0, there holds the Mellin
convolution theorem

M{ f 
Mg}(s) = M{ f }(s)M{g}(s) (A.4)

encoded by the convolution type integral (cf. [3, Theorem 3.])

( f 
Mg)(t) :=
∫ ∞

0
f

(

t

p

)

g(p)
dp

p
. (A.5)

We refer to [3, Section 4.] for additional properties associated to the Mellin convo-
lution (A.5). In particular, the Parseval type property

M{ f (t)g(t)}(ω) = 1

2π i

∫ c+i∞

c−i∞
M{ f (t)}(ω − s) M{g(t)}(s) ds (A.6)

yields straightforwardy from the combination of the set of identities

M{ f (t)}(ω − s) = M
{

t−ω f

(

1

t

)}

(s),

M{ f (t)g(t)}(ω) =
(

t−ω f

(

1

t

)


Mg

)

(1)

resulting from (A.3) and (A.4), respectively, with the set of properties (A.5) and (A.2).

A.2 GeneralizedWright Functions

Generalized Wright functions p�q are a rich class of analytic functions that include
generalized hypergeometric functions p Fq and stable distributions (cf. [22] & [24,
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Chapter 3]).With the aimof amalgamate some the technicalwork required in Sects. 4.2
and 4.3 we will take into account the definition of p�q in terms of series expansion

p�q

[

(ak, αk)1,p

(bl , βl)1,q
λ

]

=
∞
∑

m=0

∏p
k=1 �(ak + αkm)
∏q

l=1 �(bl + βlm)

λm

m! , (A.7)

where λ ∈ C, ak, bl ∈ C and αk, βl ∈ R \ {0} (k = 1, . . . , p; l = 1, . . . , q).
Here and elsewhere

�(s) =
∫ ∞

0
e−t t s−1dt (A.8)

stands for the Eulerian representation for the Gamma function.
We note that in particular, that the trigonometric functions may be seen as particular

cases of the Mittag-Leffler and Wright functions

Eρ,β(λ) = 1�1

[

(1, 1)
(β, ρ)

λ

]

resp. φ(ρ, β; λ) = 0�1

[

(β, ρ)
λ

]

.

Namely, in view of (A.12) and on the Legendre’s duplication formula

�(2s) = 22s−1

√
π

�(s)�

(

s + 1

2

)

(A.9)

one readily has

cos(λ) = 1�1

[

(1, 1)
(1, 2)

− λ2
]

= √
π 0�1

[

( 1
2 , 1
) − λ2

4

]

(A.10)

sin(λ)

λ
= 1�1

[

(1, 1)
(2, 2)

− λ2
]

=
√

π

2
0�1

[

( 3
2 , 1
) − λ2

4

]

. (A.11)

showing that cos(λ) and sin(λ)
λ

are spherical Bessel functions in disguise.
In the paper [20], Kilbas et al have checked for αk, βl > 0 that p�q admits the the

Mellin-Barnes type integral representation

p�q

[

(ak, αk)1,p

(bl , βl)1,q
λ

]

= 1

2π i

∫ c+i∞

c−i∞
�(s)

∏p
k=1 �(ak − αks)

∏q
l=1 �(bl − βl s)

(−λ)−s ds (A.12)

in a way that p�q and the inverse of the Mellin transform (see Eqs. (A.1) and (A.2)
) are interrelated by the operational formula

p�q

[

(ak, αk)1,p

(bl , βl)1,q
λ

]

= M−1

{

�(s)
∏p

k=1 �(ak − αks)
∏t

l=1 �(bl − βl s)

}

(−λ).
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This result may be summarized as follows: if intersection between the simple poles
bl = −m (m ∈ N0) of �(s) and the simple poles ak+m

αk
(k = 1, . . . , p; m ∈ N0) of

�(ak −αks) (k = 1, . . . , p) satisfies the condition ak+m
αk

�= −m, we have the following
characterization:

(1) In case of
q
∑

l=1

βl −
p
∑

k=1

αk > −1, the series expansion (A.7) is absolutely conver-

gent for all λ ∈ C.

(2) In case of
q
∑

l=1

βl −
p
∑

k=1

αk = −1, the series expansion (A.7) is absolutely conver-

gent for all values of |λ| < ρ and of |λ| = ρ, Re(κ) > 1
2 , with

ρ = �
q
l=1|βl |βl

�
p
k=1|αk |αk

and κ =
q
∑

l=1

bl −
p
∑

k=1

ak + p − q

2
.

Other important classes of generalized Wright functions are the modified Bessel
functions

Iν(u) =
(u

2

)ν

0�1

[

(ν + 1, 1)
u2

4

]

of order ν and the one-sided Lévy distribution Lν which is represented through the
Laplace identity

exp(−sν) =
∫ ∞

0
e−su Lν(u) du, 0 < ν < 1. (A.13)

For the later one we would like to emphasize that Lν may be seamlessly described

in terms of the Wright functions φ(ρ, β; λ) = 0�1

[

(β, ρ)
λ

]

(−1 < ρ < 0)

(cf. [13,22]). In concrete, the term-by-term integration of the k−terms of φ(ρ, β; λ)

provided by (A.8) yields

e−sν =
∫ ∞

0
e−su

0�1

[

(0,−ν)

1

uν

]

du

u
(A.14)

so that (A.13) may be reformulated in terms of the Mellin convolution (A.5). That is,
e−sν = ( f 
Mg)(1), with

f (t) = 0�1

[

(0,−ν)
tν
]

and g(t) = e−st .

Moreover, Lν(u) is uniquely determined by

Lν(u) = 1

u
0�1

[

(0,−ν)

1

uν

]

.
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