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Abstract
For the noncommutative 2-torus, we define and study Fourier transforms arising from
representations of states with central supports in the bidual, exhibiting a possibly
nontrivial modular structure (i.e. type III representations). We then prove the associ-
ated noncommutative analogous ofRiemann–LebesgueLemmaandHausdorff–Young
Theorem. In addition, the L p-convergence result of the Cesaro means (i.e. the Fejer
theorem), and theAbelmeans reproducing the Poisson kernel are also established, pro-
viding inversion formulae for the Fourier transforms in L p spaces, p ∈ [1, 2]. Finally,
in L2(M) we show how such Fourier transforms “diagonalise” appropriately some
particular cases of modular Dirac operators, the latter being part of a one-parameter
family of modular spectral triples naturally associated to the previously mentioned
non type II1 representations.

Keywords Noncommutative harmonic analysis · Noncommutative geometry ·
Noncommutative torus · Type III representations · Noncommutative measure
theory · Modular spectral triples
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1 Introduction

The present paper is devoted to extend the Fourier analysis to non-type II1 represen-
tations of the noncommutative 2-torus, that is when the underlying “measure” on the
noncommutative manifold under consideration is not the canonical trace. This would
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include also the type II1 case when the underlying measure relative to the trace is
deformed by an inner, possibly unbounded, density.

The argument of the present paper falls into the standard lines of investigation
of operator algebras and noncommutative harmonic analysis, perhaps having many
potential interactions with other branches of mathematics, and quantum physics. Due
to the crucial role played by the necessarily nontrivial modular data, such a topic can
be viewed as a generalisation of the analysis developed in [6] for the representation
of the noncommutative torus associated to the tracial state.

For the noncommutative 2-torus Aα , we have recently shown in [10] that it is
possible to construct explicitly type III representations, at least when α is Liouville
number. In addition, if α is one such number with a faster approximation property by
rationals, it is also possible to construct modular spectral triples that, following [8], are
obtained by deforming the untwisted Dirac operator and the associated commutator
by using the Tomita modular operator which is neither bounded nor inner.

As a quick introduction, we recall that the study of Connes’ noncommutative geom-
etry grew impetuously in the last decades in view of several potential applications to
mathematics and physics. The main ingredient is the so-called spectral triple, which
is the candidate to encode the most important properties of the underlying “noncom-
mutative manifold”. For an exhaustive explanation of the fundamental role played by
the spectral triples in noncommutative geometry, the reader is referred to the seminal
monograph [7], the expository paper [5], and the literature cited therein.

Having in mind such possible applications, the seminal paper [8] also pursued the
plan to exhibit twisted spectral triples for which the Dirac operator and the associated
derivation are deformed by directly using the Tomita modular operator, provided the
last is nontrivial. In that definition of twisted spectral triple, also theTomita conjugation
plays a role, which can be identified as a kind of “charge conjugation” well known
in quantum physics. The twisted spectral triples considered in the above mentioned
paper were then called modular. It is also clear that such modular spectral triples can
play a role in constructing new noncommutative geometries in a type III setting, by
emphasising the need to take the modular data into account.

One of the most studied examples in noncommutative geometry is indeed the non-
commutative 2-torus Aα (see e.g. [3]), since it is a quite simple model, though highly
nontrivial. It is related to the discrete Canonical Commutation Relations, and can be
considered as a quantum deformation of the classical 2-torus T

2, according to the
angle 2πα entering in the definition of the symplectic form involved in the construc-
tion.Whenα is irrational, theC∗-algebraAα is simple and admits a unique, necessarily
faithful, trace τ . Such a trace represents the natural noncommutative generalisation
of the Lebesgue measure on the undeformed 2-torus T

2. Therefore, the associated
GNS representation πτ gives rise to a von Neumann factor πτ (Aα)′′, isomorphic to
the Murray-von Neumann hyperfinite type II1 factor, which can be viewed as the non-
commutative counterpart of the vonNeumann group algebra L∞(T2,m×m),m being
the Haar measure (i.e. the normalised Lebesgue measure) on the unit circle. Hence,
Aα is not a type I C∗-algebra for irrational α, and therefore it must exhibit also type
II∞ and III representations. The preliminary step to construct explicit non type II1
representations of the noncommutative torus, and consequently examples of modular
spectral triples, was carried out in [10].
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In order to develop the Fourier analysis for these new models (i.e. when the under-
lying “measure” is not the canonical trace) associated to the noncommutative torus,
we introduce and investigate two essentially different Fourier transforms naturally
associated to the left and right embeddings, which are particular cases of the ones

L∞(
π(Aα)′′

) ≡ π(Aα)′′ ↪→ ιθ∞,1

(
π(Aα)′′

) ⊂ π(Aα)′′∗ ≡ L1(π(Aα)′′
)

given in (3.1), due to the non-triviality of the modular structure. Here, θ = 0, 1
correspond indeed to the left and right embeddings, respectively. Notice that our inves-
tigation appears new also for any representation of type II1 (including all examples
treated in [8]) and II∞, when the modular group is non trivial, even if “inner”.

Our construction can also be generalised to the noncommutative deformation Aα

of the d-dimensional torus T
d , α being a real skew-symmetric d × d-matrix (e.g. [6],

Section 2.2), after constructing non type II1 representations for suchmodels, following
the method developed in [10].

For such noncommutative examples of Fourier transforms, we prove the analo-
gous of Riemann–Lebesgue Lemma and Hausdorff–Young Theorem. In addition, for
p ∈ [1, 2] we establish an inversion formula arising from the Cesaro mean, that is a
noncommutative version of the Fejer Theorem. Similar results can be obtained for the
Abel average which is associated with the Poisson kernel, and also for the other cases
mentioned in [6].

The last part of the present paper is devoted to a useful application of the Fourier
analysis developed here, to new modular spectral triples for the noncommutative 2-
torus. Firstly, for non type II1 cases, we extend the construction of deformed Dirac
operators and correspondingmodular spectral triples in [10] to a one-parameter family
for η ∈ [0, 1], where the case η = 0 is nothing but the one studied in the previous
mentioned paper. Secondly, in L2(M) we show how such Fourier transforms “diago-
nalise” appropriately the particular cases of modular Dirac operators, corresponding
to η = 0, 1/2, 1, part of such a one-parameter family of modular spectral triples.

To conclude the introduction, we recall other interesting questions, such as those
listed in [6], which we leave open in the present analysis, postponing them for a future
possible investigation. Among them, we mention the construction and the study of
the noncommutative Hardy spaces relative to the situations emerging from the present
paper. Other important problems are those connected to the spaces of the so-called
Fourier multipliers. Concerning the latter problem,we note that the analysis developed
in [6,20] cannot be directly carried out in the present situation, since the underlying
states ω are constructed only for very particular deformation angles α, deeply depend-
ing on that angle, see [10,16]. Therefore, the deformation angle α cannot be merely
considered as a parameter, and a more refined analysis should be used for the non type
II1 cases in the sequel.

2 Preliminaries

2.1 Notations

Let E be a normed space. We simply denote by ‖ · ‖ its norm whenever no confusion
arises. In particular, ‖x‖ ≡ ‖x‖H will be the Hilbertian norm of x ∈ H. For a
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continuous ormeasurable function f defined on the locally compact space X equipped
with the Radon measure μ, ‖ f ‖ ≡ ‖ f ‖∞ will denote the “esssup” norm (or the “sup”
norm for f continuous) of the function f .

In such a situation, Cb(X) will denote the C∗-algebra consisting of all bounded
continuous functions defined on X , equipped with the natural algebraic operations,
and norm ‖ f ‖ ≡ ‖ f ‖∞ := supx∈X | f (x)|. The situation of a point-set X , together
with theC∗-algebraB(X) = Cb(X) of all bounded functions defined on X , is reduced
to a particular case of the previous one by considering X equipped with the discrete
topology.

Let T := {z ∈ C | |z| = 1} be the abelian group consisting of the unit circle. The
dual topological group T̂ is isomorphic to the discrete group Z. The corresponding
Haar measures are the normalised Lebesgue measure dm = dz

2π ı z = dθ
2π for z = eıθ

on the circle, and the counting measure on Z, respectively.
The Fourier transform and anti-transform of a bounded signed Radon measure

μ ∈ C(T)∗ are respectively defined as

μ̂(n) :=
∫

T

z−ndμ(z) , qμ(n) :=
∫

T

zndμ(z), n ∈ Z.

For f ∈ L1(T,m), its Fourier transform and anti-transform are usually defined as
those of the measure f dm:

f̂ (n) :=
∮

f (z)z−n dz

2π ı z
, qf (n) :=

∮
f (z)zn

dz

2π ı z
, n ∈ Z.

The symbol D denotes the derivative w.r.t. the natural argument z ∈ T, i.e. D ≡ d
dz ,

and if z = eıθ then d
dθ = ı z d

dz . In particular, if g ∈ C1(T),

d

dθ
g(eıθ ) = ı zDg(z).

Let (X ,B) be a measurable space, together with two σ -additive positive measures
μ and ν on the σ -algebra B. If μ dominates ν in the sense of measures (e.g. [22],
Sect. 6), we write ν 
 μ. If ν 
 μ and μ 
 ν, then μ and ν are equivalent as
measures, and we write μ ∼ ν.

We also write X ∼ Y whenever two sets X and Y , equipped with the same algebraic
structure, are algebraically isomorphic. For example, ifA andB are involutive algebras
(and in particular, C∗-algebras or W ∗-algebras), we write A ∼ B if there exists a ∗-
isomorphism ρ : A → B of A onto B.

For a function f , M f denotes the multiplication operator acting on functions g
as M f g := f g. For example, if f is a measurable function on the measure space
(X ,B, ν), bounded almost everywhere, the multiplication operator M f is the closed
operator acting on L2(X ,B, ν) with domain

DM f :=
{
g ∈ L2(X ,B, ν) |

∫

X

∣∣ f (x)g(x)
∣∣2dν(x) < +∞

}
,
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defined for g ∈ DM f as

(M f g)(x) := f (x)g(x), x ∈ X .

If f : X → X is an invertible map on a point-set X :

– f 0 := idX , and its inverse is denoted by f −1;
– for the n-times composition, f n := f ◦ · · · ◦ f

︸ ︷︷ ︸
n−times

;

– for the n-times composition of the inverse, f −n := f −1 ◦ · · · ◦ f −1

︸ ︷︷ ︸
n−times

.

Therefore, f n : X → X is meaningful for any n ∈ Z with the above convention, and
provides an action of the group Z on the set X .

2.2 Modular Spectral Triples

Concerning the usual terminology, the main concepts and results in operator algebras
theory such as theTomitamodular theory and so forth, the reader is referred to [4,24,25]
and the reference cited therein.

LetA be a unital C∗-algebra. Denote by S(A) ⊂ A∗+ the set of the states, that is the
positive and normalised functionals on the C∗-algebra A.

Let ω ∈ S(A) with s(ω) ∈ Z(A∗∗). For such states with central support in the
bidual, it can be shown (e.g. [17]) that the cyclic vector ξω ∈ Hω is separating for
πω(A)′′, (Hω, πω, ξω) being the GNS representation of ω. Therefore,

Hω  πω(a)ξω �→ πω(a∗)ξω ∈ Hω

is well defined on the dense subset
{
πω(a)ξω | a ∈ A

} ⊂ Hω, and closable. The polar
decomposition of its closure Sω, named the Tomita involution, is usually written as
Sω = Jω�

1/2
ω , where Jω and �ω are the Tomita conjugation and modular operator,

respectively. We also report the useful relation (cf. [24], Section 2.12)

Jω f (�ω)Jω = f̄ (�−1
ω ), (2.1)

holding for each Borel function f on R+.
Here, we provide the definition of (even) modular spectral triple we will use in

the sequel, which is slightly different from the analogous one in [8] and generalise
Definition 2.4 in [10]. We refer the reader to [7] and the references cited therein, for
general aspects and some natural applications of spectral triples.

Definition 2.1 For each η ∈ [0, 1], amodular spectral triple associated to a unitalC∗-
algebra A is a triplet (ω,A, L)η, where ω ∈ S(A), A ⊂ A is a dense ∗-algebra and L
is a densely defined closed operator acting onHω satisfying the following conditions:

(i) s(ω) ∈ Z(A∗∗);
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(ii) the deformed Dirac operator

D(η)
L :=

(
0 �

η−1
ω L�

−η
ω

�
−η
ω L∗�η−1

ω 0

)

acting onHω ⊕Hω, uniquely defines a selfadjoint operator with compact resol-

vent: D(η)
L is densely defined essentially selfadjoint with

(

1 +
(
D(η)

L

)2
)−1/2

compact;
(iii) for each a ∈ A, the deformed commutator

D
(η)
L

(
πω(a)

) := ı

(
0 �

η−1
ω [L, πω(a)]�−η

ω

�
−η
ω [L∗, πω(a)]�η−1

ω 0

)

uniquely defines a bounded operator: D
D

(η)
L (πω(a))

= Hω ⊕ Hω and

sup
{∥∥D(η)

L

(
πω(a)

)
ξ
∥∥ | ξ ∈ D

D
(η)
L (πω(a))

, ‖ξ‖ � 1
}

< +∞;

(iv) πω(A)DL ⊂ DL , πω(A)DL∗ ⊂ DL∗ .

The closure of the Dirac operator in (ii) will be also denoted as D(η)
L with an abuse

of notation.
Notice that, similarly to the untwisted case in order to study the possibly associated

Fredholm module (see e.g. [11]), condition (iv) above is included only to make the
commutators [L, πω(a)], [L∗, πω(a)] appearing in (ii) directly meaningful.

2.3 The Noncommutative 2-Torus

We fix the noncommutative 2-torus based on the deformation of the classical 2-torus
T
2, corresponding to the rotation of the angle 4πα. The multiplicative factor 2 is

introduced only for a pure matter of convenience explained in [10]. Indeed, for a fixed
α ∈ R, the noncommutative torus A2α associated with the rotation by the angle 4πα,
is the universal C∗-algebra with identity I generated by the commutation relations
involving two noncommutative unitary indeterminates U , V :

UU∗ = U∗U = I = VV ∗ = V ∗V ,

UV = e4π ıαVU .
(2.2)

From now on, without loosing generality (cf. [3]) we also assume that α ∈ (0, 1/2).
We express A2α in the so-called Weyl form. Let a := (m, n) ∈ Z

2 be a double
sequence of integers, and define

W (a) := e−2π ıαmnUmV n, a ∈ Z
2. (2.3)
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Obviously, W (0) = I = 1IA2α , and the commutation relations (2.2) become

W (a)W (A) = W (a + A)e2π ıασ(a,A),

W (a)∗ = W (−a), a,A ∈ Z
2,

(2.4)

where the symplectic form σ is defined as

σ(a,A) := (mN − Mn), a = (m, n), A = (M, N ) ∈ Z
2.

We now fix a function f ∈ B(Z2), which we may assume to have finite support. The
element W ( f ) ∈ A2α is then defined as

W ( f ) :=
∑

a∈Z
2

f (a)W (a).

The set

{W ( f ) | f is a function on Z
2 with finite support}

provides a dense ∗-algebra of A2α . Indeed, the relations (2.4) are transferred on the
generators W ( f ) as follows:

W ( f )∗ = W ( f �), W ( f )W (g) = W ( f �g),

where

f �(a) := f (−a),

( f �g)(a) =
∑

A∈Z
2

f (A)g(a − A)e−2π ıασ(a,A).

The deformed convolution above depends on the chosen number α. Since such a
number is fixed in the sequel, we simply denote that with the � symbol.

For irrational numbers α, we also recall that A2α is simple and has a necessarily
unique and faithful trace

τ(W ( f )) := f (0), W ( f ) ∈ A2α.

In this situation, by [3], Remark 1.7, any element A ∈ A2α is uniquely determined by
its Fourier coefficients

f (a) := τ(W (−a)A), a ∈ Z
2. (2.5)
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We note that, for each fixed n ∈ Z, f (n)(m) := f (m, n) defines a sequence whose
Fourier anti-transforms

}f (n)(z) :=
∑

m∈Z

f (m, n)zm, z ∈ T,

provides a sequence of continuous functions
{

}f (n) | n ∈ Z

}
⊂ C(T).

In order to obtain explicit type III representations of the noncommutative 2-torus,
we tacitly suppose that the deformation angle α is irrational, satisfying sufficiently
fast approximation properties by rationals, see below.

2.4 Diffeomorphisms of the Unit Circle

The Liouville numbers, denoted here as L-numbers, are necessarily irrational, and
satisfy by definition the fast approximation by rationals as follows.

(L) A Liouville number α ∈ (0, 1) is a real number such that, for each N ∈ N the
inequality

∣∣
∣∣α − p

q

∣∣
∣∣ <

1

qN

has an infinite number of solutions for p, q ∈ N with gcd(p, q) = 1.

We also consider numbers satisfying the following faster approximation by rationals,
and denoted as UL-numbers.

(UL) A Ultra-Liouville number α ∈ (0, 1) is a real number such that, for each λ > 1
and N ∈ N, the inequality

∣∣∣∣α − p

q

∣∣∣∣ <
1

λq
N

again admits an infinite number of solutions for p, q ∈ N with gcd(p, q) = 1.

We refer the reader to [14,23] for properties and details on such Liouville numbers.
In order to construct states onA2α with a nontrivial modular structure, and then type

III representations with associated nontrivial modular spectral triples, we consider
an orientation-preserving C∞-diffeomorphism (called simply “a diffeomorphism”)
f ∈ C∞(T) with the rotation number (e.g. [13]) ρ(f ) = 2α. By the theorem of
Denjoy, f is conjugate to the rotation R2α of the angle 4πα through an uniquely
determined homeomorphism hf of the unit circle satisfying hf (1) = 1, and

f = hf ◦ R2α ◦ h−1
f . (2.6)

In such a situation, T is defined as a “square root” of f :

T := hf ◦ Rα ◦ h−1
f . (2.7)
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We note that

μf := (hf )
∗m = m ◦ h−1

f ,

is the unique invariant measure, which is also ergodic, for the natural action of f on
T. For a Diophantine number α, it can be shown that hf is indeed smooth, and thus
μf ∼ m, the last denoting the normalised Haar measure on the circle.

For a Liouville number α, things are quite different. In fact, there are diffeomor-
phisms as above for which the unique invariant measure (hf )∗m is singular w.r.t. the
Haar measure m: (hf )∗m ⊥ m.

Summarising, if α is Diophantine the construction in [10] produces representations
which are equivalent to the tracial one, leading to type II1 von Neumann factors.
Conversely, if α is a L-number, in [16] diffeomorphisms as above were constructed
with the prescription that

πω(A2α)′′ ∼ L∞(T, dθ/2π) �β Z

is a type II∞, or III˘ von Neumann factor for each λ ∈ [0, 1]. Here, β is the action
induced on functions g on the unit circle by the corresponding action of f on points:
β(g) = g ◦ f −1. If in addition α is a UL-number, then it is also possible to explic-
itly construct nontrivial modular spectral triples for A2α , which fulfil the prescribed
properties. The reader is referred to [7,8] for the significance of the concept of spec-
tral triples and the modular ones in noncommutative geometry, and to [10] for the
construction of nontrivial (i.e. non type II1) modular spectral triples.

Another natural object associated to C1-diffeomorphisms of the unit circle which
plays a crucial role in constructing modular spectral triples, is the so-called growth
sequence {�n(f ) | n ∈ N}, defined as

�n(f ) := max{‖Df n‖∞, ‖Df −n‖∞}, n ∈ N.

For smooth diffeomorphisms f of the circle conjugate to an irrational rotation, it can
be shown that �n(f ) cannot have a too wild behaviour at infinity, see [29]. If α is Dio-
phantine, then �n(f ) is bounded because hf in (2.6) is smooth. For diffeomorphisms
constructed in [16] for a L-number α, it is shown in [10] that �n(f ) = o(n), and
�n(f ) = o(ln n) if in addition α is a UL-number.

Consider g ∈ B(Z2) such that W (g) ∈ A2α . For k ∈ N, l = 0, 1, define the
following sequence of seminorms

ρk,l
(
W (g)

) := sup
n∈Z

{
(|n| + 1)k

∥∥∥Dl
(

}g(n) ◦ R−n ◦ h−1
f

)∥∥∥∞

}
,

provided }g(n) ◦ R−n ◦ h−1
f ∈ C1(T), n ∈ Z. Define

A
o
2α :=

{
W (g) | ρk,l

(
W (g)

)
< +∞, k ∈ N, l = 0, 1

}
,
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which was shown in [10], Section 11, to be a unital ∗-subalgebra of A2α , stable under
the entire functional calculus.

2.5 States on the Noncommutative 2-Torus

As explained before, for α ∈ (0, 1/2) being an irrational number, fix a diffeomor-
phism f ∈ C∞(T) which we suppose to be always C∞ without any specific mention,
satisfying (2.6). As previously pointed out, if α is a L-number or a UL-number, it
will be possible to construct among others, type III representations and in addition
nontrivial modular spectral triples, respectively.

The starting point is to consider the unique homeomorphism hf satisfying (2.6),
together with the measure μ := m ◦ hf . Since

μ ∼ μ ◦ Rn
2α , n ∈ Z, (2.8)

it is shown in [10] that the state ω ≡ ωμ on A2α defined as

ω(W ( f )) :=
∑

m∈Z

qμ(m) f (m, 0)

has central support in the bidual A
∗∗
2α: s(ω) ∈ Z(A∗∗

2α). The GNS representation
(Hω, πω, ξω) associated to ω is given by

Hω = �2
(
Z; L2(T,m)

)
,

(πω(W ( f ))g)n(z) =
∑

l∈Z

(
}f (l) ◦ h−1

T 2 ◦ T 2n−l
)

(z)gn−l(z),

(ξω)n(z) = δn,0, z ∈ T, n ∈ Z,

where T is the “square root” of f given in (2.7).
By (2.8), we have

m ∼ m ◦ f n, n ∈ Z

(which of course holds true even for each C1-diffeomorphism), with Radon-Nikodym
derivative

δn(z) := dm ◦ f n

dm
(z) = z(Df n)(z)

f n(z)
, z ∈ T, n ∈ Z. (2.9)

The modular structure is then expressed as follows. With a ∈ R, on

D
�

a/2
ω

:=
{
x ∈ Hω |

∑

n∈Z

∫

T

δn(z)
a |xn(z)|2dm(z) < +∞

}
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we have for the modular operator:

(�a/2
ω x)n(z) = δn(z)

a/2xn(z), n ∈ Z, z ∈ T.

Concerning the modular conjugation, we get

(Jωx)n(z) = δn(z)
1/2x−n(f n(z)), n ∈ Z, z ∈ T,

which is meaningful for each x ∈ Hω.

2.6 Operator Spaces

We consider a normed space E equipped with a sequence of norms on Mn(E), the
spaces of the n×n matrices with entries in E , satisfying for x ∈ Mn(E), y ∈ Mm(E),
a, b ∈ Mn , n,m = 1, 2, . . . , the following properties:

(i) ‖axb‖Mn(E) � ‖a‖Mn‖x‖Mn(E)‖b‖Mn ,
(ii) ‖x ⊕ y‖Mn+m (E) = max{‖x‖Mn(E), ‖y‖Mm (E)}.
Such a normed space, together with these sequence of norms, is said to be an (abstract)
operator space. Conversely, for a subspace E ⊂ A of a C∗-algebra A, the norms on
Mn(E) inherited by the inclusions Mn(E) ⊂ Mn(A), automatically satisfy (i) and (ii)
above, and therefore E is a (concrete) operator space in a natural way. It is proved in
[21] that a normed space E , equipped with a sequence of norms on all Mn(E), can be
faithfully represented as a subspace of a C∗-algebra if and only if these norms satisfy
(i) and (ii) above.

Let E be an operator space. The topological dual E∗ can be viewed also as an
operator space, when Mn(E∗) are equipped with the norms given for f ∈ Mn(E∗)
by

‖ f ‖Mn(E∗) := sup
{‖ f (a)‖Mnm | ‖a‖Mm (E) � 1,m ∈ N

}
.

Here, with a ∈ Mm(E), the matrix f (a) is defined as

f (a)(i, j)(k,l) := fik(a jl), i, k = 1, . . . , n, j, l = 1, . . . ,m.

Such an operator space E∗ is called in [2] the standard dual of E .
Let E, F be operator spaces. A linear map T : E → F is said to be completely

bounded if for T ⊗ idMn : Mn(E) → Mn(F) we have

‖T ‖cb := sup
n

∥∥T ⊗ idMn

∥∥ < +∞.

Examples of linearmapswhich are bounded but not completely bounded, can be easily
exhibited, see e.g. Sect. 3.
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3 On Noncommutative Lp-Spaces

We fix a normal faithful state ω on the W ∗-algebra M . The ∗-algebra of analytic
elements for the action of the modular group, that is that formed by all elements
for which R  t �→ σω

t (a) ∈ M has a analytic continuation to an entire function
C  z �→ σω

z (a) ∈ M (see e.g. [24]) is denoted by M∞.
For θ ∈ [0, 1], consider the noncommutative L p-spaces L p

θ (M, ω) = L p
θ (M), asω

is kept fixed. These can be constructed by complex interpolation by considering various
embeddings M ↪→ M∗, one for each θ , see [9,15,26]. Here, θ = 0, 1 correspond to
the left and right embeddings

M  x �→
{
ω( · x)
ω(x · ) ∈ M∗,

respectively.We alsomention another equivalentway of approaching L p-spaces devel-
oped in [12].

The key-point for the construction of noncommutative L p-spaces is the modular
theory (e.g. [24]), and complex interpolation (e.g. [1]). In fact, for x ∈ M the map

R  t �→ σω
t (x)ω = ω

( · σω
t (x)

) ∈ M∗

extends to a bounded and continuous map on the strip {z ∈ C | −1 � Im(z) � 0},
analytic in the interior. After putting L1

θ (M) := M∗ for each θ ∈ [0, 1], L∞
θ (M) :=

ιθ∞,1(M) ∼ M with the norm inherited by that of M , and checking that the complex
interpolation functor Cθ based on such analytic functions coincides (equal norms)
with the standard one Cθ (see Theorem 1.5 in [15]), it is possible to define

L p
θ (M) := C1/p(ιθ∞,1(M), M∗

) = C1/p
(
ιθ∞,1(M), M∗

)
, 1 < p < +∞.

In such a way, for 1 � p � q � +∞ there are contractive embeddings

ιθq,p : Lq
θ (M) ↪→ L p

θ (M).

We also remark (cf. [9]) that one can equip the L p-spaces with a natural operator space
structure arising from the canonical embeddings

ιθ∞,1 ⊗ id : Mn(M) → Mn(M∗).

As stated in Proposition 3 in [9], ιθ∞,1 is indeed completely bounded. For the conve-
nience of the reader, we provide some details about the proof of such a result omitted
in the original one.

Proposition 3.1 For each θ ∈ [0, 1], the embedding

M  x �→ ιθ∞,1(x) = ω
( · σω−ıθ (x)

) ∈ M∗ (3.1)

is a complete contraction.
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Proof By the Phragmén–Lindelöf Theorem (e.g. [22], Theorem 12.8), complete
boundedness for the left and right embeddings (i.e. for θ = 0, 1) implies complete
boundedness for all θ ∈ [0, 1]. Therefore, we reduce the matter to the left and right
embeddings.

By considering the natural embedding Mm(M)  y �→ y ⊕ 0 ∈ Mn(M) for
n � m, we can restrict to the cases wherem = n. Thus, in order to check the complete
boundedness, for each x, y ∈ Mn(M) and i, j, k, l = 1, . . . , n we should compute
the operator norm of the numerical matrices L, R ∈ Mn2 whose entries are given by

L(i j),(kl) := ω(y jl xik), R(i j),(kl) := ω(xik y jl).

Concerning the second one, we easily get

R = (
ω ⊗ idMn2

)
(x ⊗ y),

and therefore

‖R‖Mn2
� ‖x‖Mn(M)‖y‖Mn(M).

For the first one, we can straightforwardly see that there exist a permutation (depending
on n) σn of the set

(11), . . . , (1n), . . . , (n1), . . . , (nn) ∼ 1, . . . , n2,

and therefore a selfadjoint unitary Vn acting on C
n2 such that

L = Vn
(
ω ⊗ idMn2

)
(y ⊗ x)Vn .

For example, when n = 2,

σ2 =
(
1 2 3 4
1 3 2 4

)
,

and for n = 3,

σ3 =
(
1 2 3 4 5 6 7 8 9
1 4 7 2 5 8 3 6 9

)
.

Consequently, again

‖L‖Mn2
� ‖x‖Mn(M)‖y‖Mn(M).

��
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It is possible to show that such an operator space structure coincides with the Pisier
OH-structure (cf. [19]) at level of Hilbert spaces, that is

C1/2
(
ιθ∞,1(M), M∗

) ≡ L2(M) = OH(Hω), θ ∈ [0, 1],

see [9], Theorem 5.
With such identifications, we have that the topological dual L p

θ (M)′ is completely
isomorphic to Lq

1−θ (M) in a canonical way, see [9,15].
Such an operator space structure on the noncommutative L p-spaces obtained by

interpolation arising by the various embeddings of M ≡ L∞(M) into M∗ ≡ L1(M)

as before, is called canonical.
To simplify the notations, we put for p, q ∈ [1,+∞] with q � p,

iq,p := ι0q,p, jq,p := ι1p,q .

For a ∈ M , we denote with La and Ra its left and right embedding in M∗, that is

La := ι0∞,1(a) = i∞,1(a), Ra := ι1∞,1(a) = j∞,1(a).

We note that it is also customary to equip M∗ with the operator space structure arising
from the various embeddings relative to θ ∈ [0, 1] ofM into the predual of the opposite
algebra (M◦)∗, see e.g. Section 2.1 of [6]. Denote by κθ∞,1 : M ↪→ (M◦)∗ such an
embedding, and consider the canonical identification o : M∗ → (M◦)∗ given by

o(ϕ)(x◦) := ϕ(x), ϕ ∈ M∗, x◦ ∈ M◦.

Apart from other things, this choice means to exchange the left with the right embed-
ding as follows: κθ∞,1 = o ◦ ι1−θ

∞,1, see e.g. [15], Proposition 7.3, and [9], Proposition

3. With this choice, the embeddings κθ∞,1 would not be completely bounded. To this
aim, we prove the following, probably known to the experts,

Proposition 3.2 For the Hilbert spaceH = �2(N), the map (ot )−1 : B(H) → B(H)◦
is not completely bounded.

Proof First we note that, in general, (ot )−1(x) = x◦, provides the canonical identifica-
tion between M and M◦. Let now τ be the normalised (i.e. taking value 1 on minimal
projections) normal, semifinite, faithful trace onB(H). It is easily seen thatB(H)◦ is
∗-isomorphic to πτ (B(H))′, where the isomorphism is given by

T (x◦) = Jτ πτ

(
ot (x◦)

)∗
Jτ .

With j := T ◦ (ot )−1 : B(H) → πτ (B(H))′ given by j(x) = Jτ πτ (x)∗ Jτ , (ot )−1

would be completely bounded if and only if j were so. Consider now the transpose
map (cf. [27,28]) θ : B(H) → B(H) on numerical matrices. On Hτ = L2(H)
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corresponding to all Hilbert-Schmidt class operators acting onH = �2(N), we define
the unitary selfadjoint operator

V x := θ(x), x ∈ Hτ .

With In the identity operator on C
n , it is then straightforward to check that

(
j ⊗ idMn

)
(x) = (V ⊗ In)

(
πτ ◦ θ ⊗ idMn

)
(x)

(
V ⊗ In),

and therefore by [27], Theorem 1.2,

∥∥( j ⊗ idMn

)
(x)

∥∥
Mn(B(Hτ ))

= ∥∥(θ ⊗ idMn

)
(x)

∥∥
Mn(B(H))

= n.

Hence, j cannot be completely bounded. ��

4 The Fourier Transform for the Noncommutative Torus

For each fixed ω ∈ S(A2α) put M := πω(A2α)′′, the von Neumann algebra generated
by the GNS representation πω.

We are interested in statesωwith central support in the bidualA∗∗
2α , that is the cyclic

vector ξω is also separating for M .
Concerning a suitable definition of the Fourier transform for the cases when the

reference measure is not the trace, we have to understand what is the right replacement
wkl ∈ A2α of the “characters” (eıθ1)k(eıθ2)l ∈ C(T2) in the commutative case, where
for the tracial case correspond toUkV l . Another natural question is how to “integrate”
w.r.t. the reference state. Indeed, for x ∈ M and i∞,1(x), j∞,1(x) the left and right
embedding respectively, for the definition of the Fourier coefficients we have at least
the following alternatives corresponding to the left and the right embeddings of M
into M∗:

ω(w∗
kl x) = 〈πω(x)ξω, πω(wkl)ξω〉,

ω(wklσ
ω−ı (x)) = 〈πω(wkl)ξω, πω(x∗)ξω〉.

In the second alternative, the choice not to consider the adjoint of the chosen characters
is only a matter of convenience, see Sect. 6. Such a choice of the characters wkl may
depend on the selected alternative.

Notice also that for the tracial cases and even for the commutative case C(T2),
these alternatives collapse to only one, due to the tracial property of the underlying
“measure”. In the cases we are managing in the present section, one possible choice
is reported as follows.

For T 2 = f as in (2.7), put fk(m, n) := δm,0δn,k , gl(m, n) := (̂hT 2)l(m)δn,0, and
define {ukl | k, l ∈ Z} ⊂ πω(A2α), where

ukl := πω

(
W ( fk)W (gl)

)
, k, l ∈ Z.
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We can embed such elements in Hω = ⊕
Z
L2(T, dm) by defining ekl := uklξω,

obtaining

ekln (z) = zlδn,k, z ∈ T, k, l ∈ Z.

It is easily seen that

〈ekl , ers〉 = δk,r

∮
zl−s dz

2π ı z
= δk,rδl,s, (4.1)

that is {ekl | k, l ∈ Z} ⊂ Hω ≡ ⊕
Z
L2(T,m) forms an orthonormal system which is

indeed a basis.
For ω ∈ S(A2α), we denote with an abuse of notation, again with ω its vector state

extension to all of M = πω(A2α)′′:

ω(a) := ωξω(a) = 〈aξω, ξω〉, a ∈ πω(A2α)′′.

In addition, to make uniform the notation we write L1
0(M) = M∗, even if L1

θ (M) =
M∗, independently on θ ∈ [0, 1].
Definition 4.1 For x ∈ M∗ = L1

0(M) of the form La , we define the sequence x̂(k, l)
of the Fourier coefficients as

x̂(k, l) := ω(u∗
kla), k, l ∈ Z. (4.2)

Since

|ω(u∗
kla)| � ‖La‖ = ‖x‖, k, l ∈ Z, (4.3)

(4.2) extends by continuity to all L1
0(M), providing a sequence x̂ ∈ �∞(Z2).

We have the following noncommutative version of the Riemann–Lebesgue Lemma.

Theorem 4.2 We have ̂L1
0(M) ⊂ c0(Z2) with ‖x̂‖c0 � ‖x‖L1 . In addition, x̂ = 0 ⇒

x = 0.

Proof By the definition of the Fourier coefficients, if x ∈ L1
0(M) we see that the

double sequence x̂ is uniformly bounded with ‖x̂‖∞ � ‖x‖.
Suppose now that x̂ = 0. This means that x(y) = 0 on the set made of elements y

such that y∗ is of the form

y∗ =
∑

|r |,|s|�n

arsurs,

which generate a norm-dense subset of πω(A2α), and a ∗-weakly dense subset of
πω(A2α)′′ ≡ M . Since L1

0(M) ≡ M∗, by continuity we conclude that x(y) = 0 for
all y ∈ M . Then x = 0.
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It remains to check that

lim|k|,|l|→+∞ x̂(k, l) = 0.

In fact, for the total set {Lurs | r , s ∈ Z}, by (4.1),

L̂urs (k, l) = δk,rδl,s → 0,

as |k|, |l| → +∞.
For generic x ∈ L1

0(M) and ε > 0, we choose a finite linear combinations of the
urs of the form

xε =
∑

|r |,|s|�n

crs Lurs ,

such that ‖x − xε‖ < ε. Then

|̂x(k, l)| � |̂x(k, l) − x̂ε(k, l)| + |x̂ε(k, l)|
�
∣∣ω(u∗

kl(x − xε)
∣∣+ |x̂ε(k, l)| � ε + |x̂ε(k, l)| → ε,

because x̂ε(k, l) → 0 as |k|, |l| → +∞ as noticed before.
The proof follows as ε > 0 is arbitrary. ��

Remark 4.3 Also for this case, it is not hard to show that ̂L1
0(M) � c0(Z2).

For such a purpose, it is enough to consider the sequence of Dirichlet kernels {Dn |
n ∈ N} ⊂ L1(T,m), and the associated functionals {Xn | n ∈ N} ⊂ L1(M) given by

Xn
(
πω(W ( f ))

) :=
∫

T

(
}f (0) ◦ h−1

T 2

)
(z)Dn(z)dm(z).

Denoting by D̂n the usual Fourier transforms of the Dn with an abuse of the notation,
the Fourier coefficients and the L1-norms of the Xn are given by

X̂n(k, l) = D̂n(l)δk,0

and ‖Xn‖L1 = ‖Dn‖1, respectively. Reasoning as in [22], we have ‖X̂n‖∞ = 1 for
each n ∈ N, but conversely ‖Xn‖L1 → +∞. This leads to a contradiction if we

suppose that ̂L1
0(M) = c0(Z2).

Suppose now ξ ∈ Hω = L2
0(M). Then its left embedding xξ in M∗ ≡ L1

0(M) is
given by

xξ ( · ) = 〈 · ξ, ξω〉,
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and therefore its Fourier transform is given for k, l ∈ Z, by

x̂ξ (k, l) = xξ (u
∗
kl) = 〈u∗

klξ, ξω〉 = 〈ξ, uklξω〉 = 〈ξ, ekl〉. (4.4)

Namely, the Fourier coefficients of xξ are precisely those arising from the orthogonal
expansion of ξ w.r.t. the orthonormal basis {ekl | k, l ∈ Z} of Hω. Therefore,

‖x̂ξ‖�2 = ‖ξ‖L2 , (4.5)

that is the Fourier transform provides a unitary isomorphismwhen restricted to L2
0(M)

as expected.
For the Fourier transform of elements in L2

0(M), we simply write

ξ̂ (k, l) := x̂ξ (k, l) = 〈ξ, ekl〉, ξ ∈ Hω, k, l ∈ Z. (4.6)

We now pass to consider the extension of the Fourier transform to L p, p ∈ (1, 2).
Indeed, by (4.3) which holds true for generic element in L1

0(M) (cf. Theorem 4.2), and
(4.5), we can define the Fourier transform for p ∈ [1, 2] and q its conjugate exponent
(i.e. 1/p + 1/q = 1 with the convention 1/0 = ∞) by complex interpolation (cf.
[15]),

Fp,q : L p
0 (M) → �q(Z2),

which satisfies

‖F‖p,q := ‖Fp,q‖B(L p,�q ) � 1, p ∈ [1, 2],

because of

‖F‖1,∞ � 1, ‖F‖2,2 = 1.

Concerning the involved completely bounded norms, we also have

Proposition 4.4 The Fourier transforms F, given in (4.2) for (a norm dense set in)
L1
0(M) and in (4.6) for L2

0(M), provide complete contractions w.r.t. the canonical
operator space structure for the noncommutative L p-spaces obtained by interpolation.

Proof The case p = 1 proceeds as follows. For any element f ∈ Mn(�
1(Z2)), its oper-

ator norm is computed in the following way. As in Sect. 2.6, with a ∈ Mm(�∞(Z2))

and after defining f (a) ∈ Mnm by

f (a)(i, j)(k,l) := fik(a jl), i, k = 1, . . . , n, j, l = 1, . . . ,m,

we have

‖ f ‖
Mn(�1(Z

2)) := sup
{
‖ f (a)‖Mnm | ‖a‖

Mm (�∞(Z2)) � 1,m ∈ N

}
.
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Firstly, we note that such an element f uniquely defines a linear map on M⊗�∞(Z2)

given by F := idM ⊗ f , assuming the form

F(a) :=
∑

α

fik(α)aα,

where we have denoted by α ∈ Z
2 a generic element of Z

2. This provides a bounded
linear map

F : M⊗�∞(Z2) → Mn(M)

with norm ‖F‖ � ‖ f ‖
Mn(�1(Z

2)). In order to check its boundedness, we proceed as
follows.

For elements {ξ(i), η(i)}ni=1 ⊂ Hω, fix any orthonormal basis {er }1�r�2n of any
2n-dimensional space K ⊂ Hω containing the vectors ξ(i), η(i), i = 1, . . . , n.
Take a ∈ M⊗�∞(Z2). With ars(α) := 〈aαer , es〉, the matrix

(
ars(α)

)
α∈Z

2, 1�r ,s�2n

defines an element ã ∈ M2n(�
∞(Z2)) with norm less than that of a. As usual, we also

denote with f (a) the 2n2 × 2n2 matrix with entries given by

f (a)(ir),( js) :=
∑

α∈Z
2

fi j (α)(ars(α)), r , s ∈ N, i, j = 1, . . . , n.

The elements {ξ(i), η(i)}ni=1 ⊂ Hω with components ξr (i) := 〈ξ(i), er 〉, ηr (i) :=
〈η(i), er 〉w.r.t. the previous orthonormal basis, define vectors ξ̃ , η̃ ∈ C

n⊗C
2n ∼ C

2n2

with components

ξ̃ir := ξr (i), η̃ir := ηr (i), 1 � r � n, i = 1, . . . , n.

We compute

∣∣∣
∣

n∑

i, j=1

〈F(a)ξi , η j 〉
∣∣∣
∣ =

∣∣∣
∣
∑

i, j,α

fi j (α)〈aαξi , η j 〉
∣∣∣
∣

=
∣∣
∣∣
∑

i, j;r ,s

(∑

α

fi j (α)ars(α)

)
ξr (i)ηs( j)

∣∣
∣∣

= |〈 f (a)ξ̃ , η̃〉| � ‖ f (a)‖‖ξ̃‖‖η̃‖ � ‖ f ‖
Mn(�1(Z

2))‖ã‖‖ξ̃‖‖η̃‖

� ‖ f ‖
Mn(�1(Z

2))‖a‖M⊗�∞(Z2)

( n∑

i=1

‖ξi‖2
)1/2( n∑

i=1

‖ηi‖2
)1/2

,

and the assertion follows.
Fix now f ∈ Mn(�

1(Z2)), which can be supposed to have finite support, such
that ‖ f ‖

Mn(�1(Z
2)) � 1. After noticing that {uα}α∈Z

2 gives rise to an element u ∈
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M⊗�∞(Z2) with unit norm, we consider a generic element Lx ∈ Mm(M∗) for x ∈
Mm(M) and compute

f
(
F1,∞(Lx )

)
(i, j)(k,l) =

∑

α

f jl(α)ω(u∗
αxik) = ω

((∑

α

f jl(α)u∗
α

)
xik

)

= ω
(
F(u∗) jl xik

) = Lxik

(
F(u∗) jl

)
.

Thus, by reasoning as in the proof of Proposition 3.1, we have

∥∥ f
(
F1,∞(Lx )

)∥∥
Mmn

� ‖Lx‖Mm (L1) ‖F‖ = ‖Lx‖Mm (L1) .

By taking the supremum on the r.h.s. for f in the unit ball of Mn(�
1(Z2)) and on n,

we obtain the assertion by noticing that elements of the type Lx as above provide a
set dense in norm of Mn(M∗).

For the case p = 2, pick ξ ∈ Mn(Hω) and consider the matrices 〈ξ, ξ 〉, 〈̂ξ, ξ̂ 〉 ∈
Mn2 whose entries are given by

〈ξ, ξ 〉(i,k),( j,l) := 〈ξi j , ξkl〉, 〈̂ξ, ξ̂ 〉(i,k),( j,l) := 〈ξ̂i j , ξ̂kl〉.

After denoting by Pv the orthogonal projection onto the one dimensional subspace
spanned by the vector v ∈ Hω, by (4.4) we compute

〈ξ̂i j , ξ̂kl〉 =
∑

m,n∈Z

〈ξi j , emn〉〈emn, ξkl〉 =
∑

m,n∈Z

〈Pemnξi j , ξkl〉

=
〈( ∑

m,n∈Z

Pemn

)
ξi j , ξkl

〉
= 〈ξi j , ξkl〉, i, j, k, l ∈ Z,

because the emn provide a basis for Hω, and thus
(∑

m,n∈Z
Pemn

) ↑ IHω
in the

strong operator topology. Consequently, ‖〈̂ξ, ξ̂ 〉‖Mn2
= ‖〈ξ, ξ 〉‖Mn2

and therefore

‖F‖(cb)
2,2 = 1 by [9], Proposition 1. ��

Remark 4.5 When p = 2, we have proved that F2,2 is indeed a complete isometry
between the canonical operator space structures of L2

0(M) and �2(Z2), both coinciding
with the Pisier OH-structure (cf. [19]), see [9], Theorem 5.

Summarising, we have the noncommutative version of the Hausdorff–Young Theorem
in our setting.

Theorem 4.6 Let p ∈ [1, 2] with q ∈ [2,+∞] its conjugate exponent. The Fourier
transform restricts to a complete contraction

Fp,q : L p
0 (M) → �q(Z2),

which is indeed a complete isometry for p = 2.
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Proof By Proposition 4.4, the assertion follows as Cθ = Cθ (equal norms, Theorem
1.5 in [15], and Theorem 2 in [9]) provides exact interpolation functors, see e.g. [1],
Theorems 4.1.2 and 4.1.4. ��
Notice that the last theorem can be viewed as a noncommutative version of the Riesz-
Thorin Theorem.

The computation explained above allows to consider the noncommutative version
of the Hausdorff–Young Theorem for the Fourier anti-transform defined as follows.
In fact, fix any element f ∈ �1(Z2) and define qf ∈ M given by

qf :=
∑

k,l∈Z

f (k, l)ukl . (4.7)

The definition for the Fourier anti-transform for p = 2 proceeds as follows. For each
f ∈ �1(Z2) we consider the maps, the latter being the left embedding of M inHω:

f ∈ �1(Z2) �→ qf ∈ M �→ qf ξω =
∑

k,l∈Z

f (k, l)ekl ∈ Hω.

Therefore, �2(Z2)  f �→ qf ∈ Hω assumes the form

qf :=
∑

k,l∈Z

f (k, l)ekl .

Concerning the L p-spaces, p ∈ [2,+∞], the Fourier anti-transform is then associated
to the left embedding of M inside M∗.

Denoting by T such a Fourier anti-transform, we have

Proposition 4.7 The Fourier anti-transforms T1,∞ and T2,2 are well defined as
complete contractions w.r.t. the canonical operator space structures for the noncom-
mutative (left) L p-spaces obtained by interpolation.

Proof For the case p = 1, we proceed as in Proposition 4.4. Firstly we note that, if
f ∈ �1(Z2) then

‖ qf ‖L∞ =
∥∥∥∥
∑

α∈Z
2

f (α)ua

∥∥∥∥ �
∑

α∈Z
2

| f (α)| = ‖ f ‖�1 ,

and therefore the Fourier anti-transform is well defined as a bounded map between
�1(Z2) and L∞(M).

To check complete boundedness, fix f ∈ Mn(�
1(Z2)) and g ∈ Mm(M∗) with

‖g‖Mm (M∗) � 1, With F as before, after recalling that ‖F‖ � ‖ f ‖, we compute

g( qf )(i, j)(k,l) = g jl

(∑

α

fik(α)uα

)
= g jl

(
F(u)ik

)
.
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Therefore, ‖g( qf )‖Mnm � ‖ f ‖
Mn(�1(Z

2)) that is T1,∞ is completely bounded.

For p = 2, with f ∈ Mn(�
2(Z2)) we compute

〈|fik, |f jl〉 =
〈
∑

m,n∈Z

fik(m, n)emn,
∑

r ,s∈Z

f jl(r , s)e
rs

〉

=
∑

m,n;r ,s∈Z

fik(m, n) f jl(r , s)〈emn, ers〉

=
∑

m,n;r ,s∈Z

fik(m, n) f jl(r , s)δm,rδn,s = 〈 fik, f jl〉.

Therefore, T2,2 is a complete isometry concerning the left embedding. ��

Theorem 4.8 Let p ∈ [1, 2] with q ∈ [2,+∞] its conjugate exponent. The Fourier
anti-transform defined in (4.7) extends to a complete contraction

Tp,q : �p(Z2) → Lq
0(M),

which is indeed a complete isometry for p = 2.

Proof The proof follows analogously to that of Theorem 4.6, by taking into account
Proposition 4.7. ��

5 The Noncommutative Version of the Fejer Theorem

In our context, we provide a noncommutative version of the Fejer Theorem based on
the Cesaromean of the Fourier coefficients. By using a suitable version of the so-called
“transferencemethod”, we reduce thematter to the classical convolutionwith the Fejer
kernel on T

2 as for the classical (e.g. [18]) and the tracial (cf. [6]) cases. We also get
the same result for the Abel mean of the Fourier coefficients by reducing the matter
to the convolution with the Poisson kernel, and argue that our analysis can be used to
manage all cases listed in Section 3 of [6] and many others. All such cases will provide
inversion formulas for the Fourier transform in L p-spaces, p = [1, 2], arising from
non type II1 representations (and also for type II1 ones when the modular operator is
not trivial including the cases treated in [8]) of the noncommutative 2-torus.

We start by noticing that the usual transference method, used in [6] for the tracial
case, cannot be directly applied to the situations under consideration. This is because
the 2-parameter group of ∗-automorphisms of A2α determined by

A2α  (U , V ) �→ (zU , wV ) ∈ A2α, z, w ∈ T,

does not leave invariant the reference state ω. Yet, we can get the expected result, even
for the situation studied in the present paper.
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Consider the action of Z on L∞(T,m) generated by the powers of the ∗-
automorphism β given by

β(H)(z) := H(f −1(z)), H ∈ L∞(T,m), z ∈ T.

The ∗-isomorphism

πω(A2α)′′ ∼ L∞(T,m) �β Z

is realised as follows (cf. [10], Section 6). Let πo : L∞(T,m) → πω(A2α)′′ be the
injective ∗-homomorphism given by

πo(H)n := Mβ−n(H) = MH◦f n , H ∈ L∞(T,m), n ∈ Z,

where Mh is the multiplication operator for the function h.
In addition, for

g ∈ Hω = �2
(
Z; L2(T,m)

) ∼
⊕

Z

L2(T,m),

we consider the shift λ which is a unitary operator acting on Hω given by (λg)n :=
gn−1, n ∈ Z. We get

λkπo(H)λ−k = πo
(
βk(H)

)
, k ∈ Z.

Therefore, πω(A2α)′′ is generated by the πo(H) and the powers of λ:

πω(A2α)′′ =
{ ∑

|k|�l

πo(Hk)λ
k | Hk ∈ L∞(T,m), l ∈ N

}′′
,

see e.g. [25], Section X.1, or [4], Section 2.7.1.
Now, let x = ∑

k πo(Hk)λ
k be a linear generator of M = πω(A2α)′′ with

xn =
∑

k

MHk◦f nλk, n ∈ Z.

For w = (w1, w2) ∈ T
2, we consider the following maps ρw defined on such genera-

tors of M by

ρw

(∑

k

MHk◦f nλk
)

:=
(∑

k

wk
2MHk◦f n◦Rw1

λk
)

, (5.1)

where for w ∈ T, Rw denotes, with an abuse of notation, the map Rw(z) := wz,
z ∈ T.
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Proposition 5.1 The maps (5.1) extend to ∗-automorphisms of πω(A2α)′′. In addition,
they uniquely define contractions

ρ
(p,0)
w : L p

0 (M) → L p
0 (M), 1 � p < +∞,

satisfying

iq,pρ
(q,0)
w = ρ

(p,0)
w iq,p, 1 � p � q � +∞. (5.2)

Proof Notice that ρw = ρ1,w1ρ2,w2 = ρ2,w2ρ1,w1 , where

ρ1,w

(∑

k

MHk◦f nλk
)

:=
(∑

k

MHk◦f n◦Rw
λk
)

,

ρ2,w

(∑

k

MHk◦f nλ
k
)

:=
(∑

k

wkMHk◦f nλ
k
)

.

It is easily seen that ρ2,w define automorphisms of M . By Theorem X.1.7 in [25], ρ1,w
also define automorphisms of M .

The pre-transpose map

tρw := ρt
w�M∗ ,

also defines an isometry of M∗ = L1
0(M) satisfying

tρw�M= ρw,

because M ∼ i∞,1(M) ≡ {
Lx | x ∈ M

} = L∞
0 (M) ⊂ L1

0(M). Therefore, by
interpolation (cf. [1]), ρw define contractions

ρ
(p,0)
w : L p

0 (M) → L p
0 (M)

satisfying (5.2). ��
We note that it is possible to verify by direct inspection that the ρ

(2,0)
w are isometric

isomorphisms. Indeed, if x ∈ ⊕
Z
L2(T,m), for w = (w1, w2) ∈ T

2 we get

∥
∥ρ(2,0)

w (x)
∥
∥2 =

∑

n∈Z

∫

T

∣
∣wn

2 xn(w1z)
∣
∣2dm(z) =

∑

n∈Z

∫

T

∣
∣xn(z)

∣
∣2dm(z) = ‖x‖2.

The following results are crucial in the sequel.

Lemma 5.2 Let x ∈ L p
0 (M), and w = (w1, w2) ∈ T

2, then

̂
ρ

(p,0)
w (x)(k, l) = w−l

1 w−k
2 x̂(k, l), k, l ∈ Z.
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Proof If p > 1, one has (and it can be taken as the definition of the Fourier transform
for p > 2)

x̂(k, l) = î p,1(x)(k, l) = i p,1(x)(u
∗
kl),

where if x ∈ M = L∞
0 (M), x̂ = L̂ x ≡ ̂i∞,1(x). Thus, we can restrict the analysis to

p = 1.
For such a purpose, for each x ∈ L1

0(M) and ε > 0, we take xε ∈ M such that
‖x − i∞,1(xε)‖ < ε. Since ε is arbitrary and

∣∣w−l
1 w−k

2 x̂(k, l) − ̂
ρ

(1,0)
w (x)(k, l)

∣∣ �
∣∣̂x(k, l) − ̂i∞,1(xε)(k, l)

∣∣

+ ∣∣w−l
1 w−k

2
̂i∞,1(xε)(k, l) − ̂

ρ
(1,0)
w (i∞,1(xε))(k, l)

∣∣

+ ∣∣ ̂
ρ

(1,0)
w (i∞,1(xε))(k, l) − ̂

ρ
(1,0)
w (x)(k, l)

∣∣

� ‖x − i∞,1(xε)‖1
+ ∣∣w−l

1 w−k
2

̂i∞,1(xε)(k, l) − ̂
ρ

(1,0)
w (i∞,1(xε))(k, l)

∣∣

+ ∥∥ρ(1,0)
w

(
i∞,1(xε) − x

)∥∥
1

� 2ε + ∣∣w−l
1 w−k

2
̂i∞,1(xε)(k, l) − ̂

ρ
(1,0)
w (i∞,1(xε))(k, l)

∣∣,

the assertion will follow if we prove it for the generators of L1(M) = M∗ of the form
La ≡ i∞,1(a). We first note that

ρw(ukl)ξω = wl
1w

k
2uklξω, (5.3)

and then

̂
ρ

(1,0)
w

(
La
)
(k, l) = La

(
ρw(ukl)

∗) = 〈aξω, ρw(ukl)ξω〉
= w−l

1 w−k
2 〈aξω, uklξω〉 = w−l

1 w−k
2 L̂a(k, l).

��
Proposition 5.3 For each 1 � p � 2, we get

L p− lim
w→1

ρ
(p,0)
w x = x, x ∈ L p

0 (M).

Proof For x ∈ L2
0(M) ∼ Hω = ⊕n∈ZL2(T, dm), we get by the Lebesgue dominated

convergence theorem,

∥∥ρ(2,0)
w x − x

∥∥2
2 =

∑

n∈Z

∫

T

dm(z)
∣∣wn

2 xn(w
1
1z) − xn(z)

∣∣2 → 0,
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as w → 1 ≡ (1, 1) ∈ T
2. Thus, the result holds true for p = 2. For 1 � p < 2

and ε > 0, let now x ∈ L p
0 (M). Since i2,p(L2) is dense in each such L p-spaces, we

pick xε ∈ L2
0(M) such that ‖x − i2,p(xε)‖p < ε. Again by Proposition 5.1, we also

have
∥∥ρ(p,0)

w (x − i2,p(xε))
∥∥
p < ε for each w ∈ T

2. We then compute by the Holder
inequality,

∥∥ρ(p,0)
w x − x

∥∥
p < 2ε + ∥∥ρ(p,0)

w (i2,p(xε)) − i2,p(xε)
∥∥
p

� 2ε + ∥∥i2,p
(
ρ(2,0)
w (xε) − xε

)∥∥
p

� 2ε + ∥∥ρ(2,0)
w xε − xε

∥∥
2.

Since ε > 0 is arbitrary, by the previous part
∥∥ρ(p,0)

w x − x
∥∥
p → 0 whenever w → 1.

��
Here, there is the noncommutative version of the Fejer theorem in our context. It will
provide an inversion formula for the Fourier transform for 1 � p � 2.

Theorem 5.4 Let 1 � p � 2 and x ∈ L p
0 (M). Then we get,

L p− lim
N→+∞

∑

|k|,|l|�N

(
1 − |k|

N + 1

)(
1 − |l|

N + 1

)
x̂(k, l)i∞,p(ukl) = x .

Proof We first prove that, for each fixed x ∈ L p
0 (M) and N = 1, 2, . . . ,

∑

|k|,|l|�N

(
1 − |k|

N + 1

)(
1 − |l|

N + 1

)
x̂(k, l)i∞,p(ukl)

=
∫

T
2
dm(w1)dm(w2)�N (w1)�N (w2)ρ

(p,0)
w1,w2

(x),

where �N is the Fejer kernel. By a standard 3ε-argument, it is enough to check the
identity for the total set (in L p

0 (M)′ ∼ Lq
1(M), q being the conjugate exponent) of

elements of the type j∞,q(u∗
rs), r , s ∈ Z. By Lemma 5.2,

ρ(p,0)
w1,w2

(x)
(
j∞,q(u

∗
rs)

) = ̂
ρ

(p,0)
w1,w2(x)(r , s) = w−s

1 w−r
2 x̂(r , s),

and thus
∫

T
2
dm(w1)dm(w2)�N (w1)�N (w2)ρ

(p,0)
w1,w2

(x)
(
j∞,q(u

∗
rs)

)

= x̂(r , s)
∫

T

dm(w1)�N (w1)w
−s
1

∫

T

dm(w2)�N (w2)w
−r
1

= �̂N (r)�̂N (s )̂x(r , s)

=
(
1 − |r |

N + 1

)(
1 − |s|

N + 1

)
x̂(r , s)
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=
∑

|k|,|l|�N

(
1 − |k|

N + 1

)(
1 − |l|

N + 1

)
x̂(k, l)ω(u∗

rsukl)

=
∑

|k|,|l|�N

(
1 − |k|

N + 1

)(
1 − |l|

N + 1

)
x̂(k, l)i∞,p(ukl)

(
j∞,q(u

∗
rs)

)
.

The proof now follows by Proposition 5.3 as the Fejer kernel�N (z) is an approximate
identity (e.g. [18]) on T. ��
We report the following generalisation corresponding to the Abel mean associated
to the Poisson kernel, whose proof is completely analogous to the previous one. The
details relative to the remaining cases in [6] are left to the reader.

Theorem 5.5 Let 1 � p � 2 and x ∈ L p
0 (M). Then we get,

L p−lim
r↑1

∑

k,l∈Z

r |k|+|l| x̂(k, l)i∞,p(ukl) = x .

Proof We note that, as before,
∑

k,l∈Z

r |k|+|l| x̂(k, l)i∞,p(ukl)

=
∫

T
2
dm(w1)dm(w2)Pr (w1)Pr (w2)ρ

(p,0)
w1,w2

(x),

where Pr , 0 � r < 1 is the Poisson kernel, which is again an approximate identity on
T. The assertion follows by Proposition 5.3. ��

6 An Alternative Definition of the Fourier Transform

Even if it is still unclear how to construct a one-parameter group of Fourier transforms,
one for each embedding in (3.1) of M in its predual M∗, we are able to provide an
alternative definition of the Fourier transform, which is essentially associated to the
right embedding

M  a → j∞,1(a) = Ra ∈ M∗,

in the following way.

Definition 6.1 For x ∈ M∗ = L1
1(M) of the form Ra , we define the sequence ux(k, l)

of the Fourier coefficients as

ux(k, l) := ω(aukl), k, l ∈ Z. (6.1)

It is immediate to check that, for a ∈ M we get

ŇLa(k, l) = ω(ukla) �= ω(u∗
kla) = L̂a(k, l),
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R̂a(k, l) = ω(au∗
kl) �= ω(aukl) = ŇRa(k, l).

This simply means that, for general f ∈ M∗ = L1
0(M) = L1

1(M) and k, l ∈ Z, we
get

f̂ (k, l) = f (u∗
kl) �= f (ukl) = uf (k, l).

For p = 2, suppose for simplicity that ξ ∈ D
�

1/2
ω
. Then

L1
1(M)  xξ := j2,1(ξ) = 〈 · �1/2

ω ξ, ξω〉.

Therefore, for k, l ∈ Z we obtain by Jω�
1/2
ω = �

−1/2
ω Jω (cf. (2.1)),

uxξ (k, l) = 〈ukl�1/2
ω ξ, ξω〉 = 〈ξ, Jωe

kl〉, (6.2)

which is meaningful for all ξ ∈ Hω.
By putting

εkl := Jωe
kl , k, l ∈ Z,

we note that the εkl still provide an orthonormal basis forHω as the conjugation Jω is
an anti-unitary involution. For the Fourier transform (6.2) of a generic vector ξ ∈ Hω,
we put

uξ(k, l) := 〈ξ, εkl〉, k, l ∈ Z.

The corresponding Fourier anti-transform

f ∈ �1(Z2) → f̆ ∈ M = L∞
1 (M),

that is the analogous of (4.7), is defined as

f̆ :=
∑

k,l∈Z

f (k, l)u∗
kl . (6.3)

By taking into account

L∞
1 (M) = M  a ↪→ �1/2

ω aξω ∈ Hω = L2
1(M)

and Jω�
1/2
ω = �

−1/2
ω Jω as before, for the Fourier anti-transform

f ∈ �2(Z2) → f̆ ∈ L2
1(M),
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we obtain

f̆ =
∑

k,l∈Z

f (k, l)�1/2
ω u∗

klξω =
∑

k,l∈Z

f (k, l)εkl , k, l ∈ Z.

Therefore, the Fourier anti-transform “˘” is also a (complete) unitary equivalence at
level of Hilbert spaces as expected.

From the last consideration, compared with the analogous one (4.4), we can recog-
nise why “̂” and “u” are associated to the left and right embedding of M in M∗,
respectively.

As noticed before, it is still unclear howwe can interpolate between both definitions
to obtain a one-parameter of Fourier transforms associated to the other embeddings
ιθ∞,1 : M ↪→ M∗, θ ∈ (0, 1).

Also for this case of the Fourier transformu and the corresponding anti-transform
˘ , the Riemann–Lebesgue Lemma (cf. Theorem 4.2), the Hausdorff–Young inequality
(cf. Theorem 4.6), and finally Theorem 4.8 hold true.We leave the details of the proofs
to the reader.

The corresponding results analogous to Theorems 5.4 and 5.5 hold true as well.
For this situation, we report the crucial details of the proof.

Theorem 6.2 Let 1 � p � 2 and x ∈ L p
0 (M). Then

L p− lim
N→+∞

∑

|k|,|l|�N

(
1 − |k|

N + 1

)(
1 − |l|

N + 1

)
ux(k, l) j∞,p(u

∗
kl) = x,

L p−lim
r↑1

∑

k,l∈Z

r |k|+|l|
ux(k, l) j∞,p(u

∗
kl) = x .

Proof With ρ
(p,1)
w : L p

1 (M) → L p
1 (M) the extension of the ∗-automorphism in (5.1)

to the right L p-spaces, by (5.3) we check for x = j∞,p(a),

ρ(p,1)
w1,w2

(x)
(
i∞,q(urs)

) = Ŕ

ρ
(p,1)
w1,w2(x)(r , s) = 〈aρw(urs)ξω, ξω〉

= ws
1w

r
2〈aursξω, ξω〉 = ws

1w
r
2ux(r , s).

Therefore, by a standard 3ε-argument, we argue that for a generic x ∈ L p
1 (M),

∑

|k|,|l|�N

(
1 − |k|

N + 1

)(
1 − |l|

N + 1

)
ux(k, l) j∞,p(u

∗
kl)

=
∫

T
2
dm(w1)dm(w2)�N (w1)�N (w2)ρ

(p,1)

w−1
1 ,w−1

2
(x),

×
∑

k,l∈Z

r |k|+|l|
ux(k, l) j∞,p(u

∗
kl)

=
∫

T
2
dm(w1)dm(w2)Pr (w1)Pr (w2)ρ

(p,1)

w−1
1 ,w−1

2
(x).
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Then the assertions follow analogously to those of the corresponding results in the
previous section. ��

We compare the definitions of the Fourier transforms in the present paper with the
original ones concerning the situation associated to the canonical trace τ , and for the
commutative situation C(T2) corresponding to the case when the deformation angle
α is zero.

Suppose that A ∈ A2α . By taking into account our definitions of the Fourier trans-
form and that in (2.5), for x := Lπτ (A) = Rπτ (A) ∈ πτ (A2a)

′′∗ we get

x̂(k, l) = e2π ıαklτ
(
W (−l,−k)A

)
,

ux(k, l) = e−2π ıαklτ
(
W (l, k)A

)
,

where the Weyl operators W (m, n) are defined in (2.3).
The classical case corresponds to α = 0, that is A0 ∼ C(T2), and the underlying

measure corresponds to the Haar onem×m = dθ1dθ2
4π2 . In this situation, each element in

L1(M) uniquely corresponds to a (equivalence class of) function f in L1(T2,m×m):

L1(M)  x ≡ fx ∈ L1(T2,m × m) ∼ L1(M).

Therefore, we get

x̂(k, l) =
∫

T
2
fx
(
eıθ1 , eıθ2

)
e−ı(lθ1+kθ2) dθ1dθ2

4π2 = f̂x (l, k),

ux(k, l) =
∫

T
2
fx
(
eıθ1 , eıθ2

)
eı(lθ1+kθ2) dθ1dθ2

4π2 = |fx (l, k),

where f̂ and qf denote the classical Fourier transform and anti-transform of f ∈
L1(T2,m × m).

We end the present section by noticing the following fact arising by algebraic
similarities. Even if there is no reasonable motivation to consider A2α as a group-like
quantum object withZ

2 as its “dual object”, we can consider the map (6.3) as a Fourier
transform from �1(Z2) to M , whose corresponding anti-transform M∗ → �∞(Z2) is
given by (6.1). This alternative way to see the emerging situation does not cause any
trouble.

7 Deformed Dirac Operators andModular Spectral Triples

The present section is devoted to defining a one-parameter family of modular spectral
triples for each η ∈ [0, 1], extending the ones defined in Section 9 of [10]. As an
application of the previous analysis, we show how the Fourier transforms defined here,
allow us to “diagonalise” the corresponding Dirac operators D(η), η = {0, 1/2, 1}.
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For a fixed diffeomorphism f of the unit circle T with growth sequence �n(f ) as
in Sect. 2.4, we start with an undeformed Dirac operator by putting

Dn =
(
0 Ln

L∗
n 0

)
:=

⎛

⎝
0

(
ı z d

dz − an I
)

(
−ı z d

dz − an I
)

0

⎞

⎠ ,

with a0 = 0 and

an := sign(n)

|n|∑

l=1

1

�l− 1−sign(n)
2

(f )
, n ∈ Z\{0}.

Here,

sign(n) :=
{−1 if n < 0,

1 if n � 0,

and L = ⊕
n∈Z

(
ı z d

dz − an I
)
is precisely the operator appearing in Definition 2.1

of the modular spectral triple. To simplify notation, we drop the subscript “L” in the
foregoing analysis.

Consider the Sobolev–Hilbert space

H1(T) := {
f ∈ AC(T) | f ′ ∈ L2(T,m)

}
,

where AC(T) denotes the set of all absolutely continuous complex valued functions
on the unit circle.

For η ∈ [0, 1] and δn as in (2.9), we can define deformed Dirac Operators as

D(η) =
⊕

n∈Z

(
0 M

δ
η−1
n

LnMδ
−η
n

M
δ
−η
n
L∗
nMδ

η−1
n

0

)

=
⊕

n∈Z

D(η)
n =

(
0 �

η−1
ω L�

−η
ω

�
−η
ω L∗�η−1

ω 0

)

,

on their natural domain

D :=
{
ξ ∈

⊕

n∈Z

H1(T) ⊕ H1(T) |
∑

n∈Z

‖D(η)
n ξn‖2 < +∞

}
.

As explained in [10], each D(η)
n is invertible with bounded inverse, after defining for

n = 0,

(D(η)
0 )−1 := (D(η)

0 )−1P⊥
Ker

(
D(η)
0

).

In addition, each (D(η)
n )−1 is compact.

By following the lines of Theorem 9.1 of [10], we get
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Proposition 7.1 If �n(f ) = o(ln n), then for each η ∈ [0, 1], D(η) has compact resol-
vent.

Proof For the inverses (D(η)
n )−1, which are all compact operators, we have for each

n ∈ Z,

(D(η)
n )−1 =

(
0 M

δ
1−η
n

(L∗
n)

−1Mδ
η
n

Mδ
η
n
L−1
n M

δ
1−η
n

0

)

.

Suppose now �n(f ) = o(ln n). By following the same computations in the above
mentioned theorem, we get for |n| sufficiently large,

∥∥(D(η)
n )−1

∥∥ � �n(f )
∥∥D−1

n

∥∥ � 1
1

ln |n|
∑|n|

l=2
1
ln l

→ 0

as n → ∞, and the assertion follows. ��
We have shown in [10] that if f is one of the diffeomorphisms constructed in [16]
for α a UL number, then the D(η) have compact resolvent. The same happens if α is
Diophantine and f is any diffeomorphism of the unit circle with ρ(f ) = 2α.

In order to construct the associated modular spectral triples, we have to define the
corresponding deformed commutators. For t := (t1, t2) ∈ R

2, we define

�t(A) :=
(

σω
t1 (A) 0
0 σω

t2 (A)

)
.

To simplify the analysis, we first suppose that A ∈ M∞, the set of the entire elements
of M under the action of the modular group. For such operators and for η ∈ [0, 1], we
define z(η) := −ı(1 − η, η) and put

D(η)(A) ≡ ı
[
D(η), A

]
(η)

:= ı
(
D(η)�z(η)(A) − �−z(η)(A)D(η)

)
.

A straightforward computation yields

D(η)(A) = ı

(
0 �

η−1
ω [L, A]�−η

ω

�
−η
ω [L∗, A]�η−1

ω 0

)

. (7.1)

Notice that D(η)(A) can be meaningful even if A is not an analytic element. In the
sequel, we assume (7.1) as the definition of the deformed derivation for each η ∈ [0, 1].

Now we show that the deformed derivation in (7.1) provides sufficiently many
bounded operators.

Proposition 7.2 Let a ∈ A
o
2α . Then D(η)(πω(a)) defines a bounded operator acting

onHω ⊕ Hω.

Proof We sketch the proof, and refer the reader to Section 9 and 11 of [10] for further
details. We first note that it is enough to check the assertion for the generators of
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A
o
2α , and in particular for the one step shift λ and its inverse λ−1. By considering the

adjoints and all η ∈ [0, 1], it is enough to check the boundedness for the following
case, obtaining

∥
∥∥
(
�η−1

ω [L, λ]�−η
ω g

)

n

∥
∥∥ � |an−1 − an|�|n|(f )1−η�|n−1|(f )η‖g‖.

By taking into account that |an−1 − an| = 1/�|n|(f ) and �l(f )/�l±1(f ) � �1(f ),
the assertion follows. ��
Notice that, in [10] it is shown thatD(η)(πω(a)) uniquely defines a bounded operator
for elements a in a dense ∗-subalgebra of A2α , and thus we can define (nontrivial in
type III cases) modular spectral triples associated to the twisted Dirac operator D(η).
Indeed, the modular spectral triple satisfying (i)–(iv) in Definition 2.1 is given by(
ωμ, A

o
2α,L

)
η
, provided �n(f ) = o(ln n), which happens if f is a diffeomorphism

constructed according to Proposition 3.1 of [10] for a UL-number α, or if α is Dio-
phantine. For the latter case, the representation πωμ always generates the type II1
hyperfinite factor R, whereas for the former the type is determined by the ratio set
r
(
R2α, [μ]) (or equivalently by r(f , [m])) if it is not of type II1. We also note that the

D(η) define ∗-maps on their natural (common) domain:

D(η)(πω(a))∗ = D(η)(πω(a∗)), η ∈ [0, 1], a ∈ A
o
2α.

Wenowshowhow the previously definedFourier transform inSect. 4 diagonalisesD(η)

for η = 0, 1, while the one defined in Sect. 6 diagonalises D(1/2). Indeed, denote F :
Hω → �2(Z2) one of the Fourier transforms defined above. Then

(
F⊕F

)
D(η)

(
F−1⊕

F−1) provides hermitian matrices

(
F ⊕ F

)
D(η)

(
F−1 ⊕ F−1) =

(
0 A(η)

(
A(η)

)∗ 0

)
,

where the A(η) = (
A(η)

(k,l)(r ,s)

)
k,l,r ,s∈Z

are (infinite) numerical matrices given, for
η = 0, 1/2, 1 and k, l, r , s ∈ Z, by

A(0)
(k,l)(r ,s) = 〈�−1

ω Lekl , ers〉
A(1)

(k,l)(r ,s) = 〈L�−1
ω ekl , ers〉

A(1/2)
(k,l)(r ,s) = 〈�−1/2

ω L�−1/2
ω εkl , εrs〉.

It is then enough to compute the right upper corners A(η) of
(
F⊕F

)
D(η)

(
F−1⊕F−1),

obtaining

Proposition 7.3 For k, l, r , s ∈ Z, we have

〈
�−1

ω Lekl , ers
〉 = (ıl − ak)1̂/δk(s − l)δk,r ,
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〈
L�−1

ω ekl , ers
〉 = (ıs − ak)1̂/δk(s − l)δk,r ,

〈
�−1/2

ω L�−1/2
ω εkl , εrs

〉 = −(
ılδl,s + a−k δ̂k(l − s)

)
δk,r .

Proof For the first equality, we get

〈
�−1

ω Lξkl , ξrs
〉 =

∑

n∈Z

(ıl − an)δk,nδr ,n

∮
dz

2π ı z
1/δn(z)z

−(s−l)

=(ıl − ak)1̂/δk(s − l)δk,r .

The second one follows analogously.
The third equality follows after some computations. We first note that

〈
�−1/2

ω L�−1/2
ω εkl , εrs

〉 = 〈Lu∗
klξω, u∗

rsξω〉.

Secondly, after some computations we get

(
u∗
klξω

)
n(z) = f n(z)−lδn,−k, n ∈ Z, z ∈ T.

We consider the elementary changes of variables

w := f −k(z), k ∈ Z.

For the first addendum of L, we get

〈(⊕

Z

ı z
d

dz

)
u∗
klξω, u∗

rsξω

〉
= ıδk,r

∮
z
d

dz

(
f −k(z)−l)f −k(z)s

dz

2π ı z

= −ılδk,r

∮
w−(l−s) dw

2π ıw
= −ılδk,rδl,s .

For the second addendum, after the changes of variables as above and (2.9), we get

〈(⊕

n∈Z

an I

)
u∗
klξω, u∗

rsξω

〉
= a−kδk,r

∮
f −k(z)−(l−s) dz

2π ı z

= a−kδk,r

∮
w−(l−s) w

f k(w)(Df −k)(f k(w))

dw

2π ıw

= a−kδk,r

∮
w−(l−s) wDf k(w)

f k(w)

dw

2π ıw
= a−kδk,r δ̂k(l − s).

Collecting together, we obtain the assertion. ��
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