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Abstract
In this work, we show an injectivity result and support theorems for integral moments
of a symmetricm-tensor field on a simple, real analytic, Riemannianmanifold. Integral
moments of symmetric m-tensor fields were first introduced by Sharafutdinov. First
we generalize a Helgason type support theorem proven by Krishnan and Stefanov
(Inverse Probl Imaging 3(3):453–464, 2009). We use this extended result along with
the first integral moments of a symmetric m-tensor field to prove the aforementioned
results.
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1 Introduction

Let (�, g) be a compact, simple, real-analytic Riemannian manifold of dimension n
with smooth boundary ∂�.We parametrize themaximal geodesics in�with endpoints
on ∂� by their starting points and directions.

Set

�− := {(x, ξ) ∈ T�| x ∈ ∂�, |ξ | = 1, 〈ξ, ν(x)〉 < 0
}
,
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where ν(x) is the outer unit normal to ∂� at x . Then we define the q-th integral
moment of a symmetric m-tensor field f , I q f as a function on �− by

I q f (x, ξ) =
∫ l(γx,ξ )

0
tq〈 f (γx,ξ (t)), γm

x,ξ (t)〉dt

=
∫ l(γx,ξ )

0
tq fi1...im (γx,ξ (t))γ̇

i1
x,ξ (t) · · · γ̇ im

x,ξ (t)dt .

where γx,ξ (t) is the geodesic starting from x in the direction ξ and l(γx,ξ ) is the value
of the parameter t at which this geodesic intersects the boundary again.

The above definition of integral moments for symmetric m-tensor fields was first
introduced bySharafutdinov in the context ofRn , see [16]. In the samepaper, he proved
that if the first (m + 1) integral moments I q f for q = 0, 1, . . . ,m of a compactly
supported symmetric m-tensor field f are known along all straight lines, then f can
be uniquely recovered.
The zeroth integral moment coincides with the usual geodesic ray transform of a
symmetric m-tensor field. In this work, we are interested in injectivity results and
support theorem for integral moments defined above. Microlocal techniques play a
very crucial role in proving such results. Guillemin first introduced the microlocal
approach in the Radon transform setting, see [7]. Analytic microlocal techniques were
used by Boman andQuinto in [3] to prove support theorems for Radon transformswith
positive real-analytic weights. For more literature on such support theorems, we refer
to the reader [1,2,4–6,13,14,23] and references therein. For the analytic microlocal
techniques used in this paper, we will mainly refer to [11,18–21].

The geodesic ray transform of a symmetric 2-tensor field which in our notation will
be denoted by I 0( f ), arises naturally in the context of lens and boundary rigidity prob-
lems and has been studied in e.g. [15,17,19,20]. Support theorems for such transforms
are of independent interest among mathematicians. In [20], the authors prove an s-
injectivity result for symmetric 2-tensor fields. The same proof works for a symmetric
tensor field of any order. That is, if I 0( f ) = 0 for all geodesics of� then its solenoidal
part vanishes. A question arises as to what data is sufficient for us to conclude such an
injectivity result for the tensor field f itself. Using the result stated above, we show
that if I q f = 0 for q = 0, 1, . . . ,m for all the geodesics of �, then f = 0. Injectivity
results for the local geodesic ray transform of a function have been proved in [22]
using new techniques. We also treat the case in which the integral moments are known
for the open set of geodesics that do not intersect a given geodesically convex set. We
do so using the techniques laid out in [11], where the authors prove a Helgason type
support theorem for symmetric 2-tensor fields over simple, real analytic Riemannian
manifolds. We first extend the result in [11] for symmetric m tensor fields. Using this
new result, we prove a stronger version of such support type theorems, i.e. if we know
I q f = 0 for q = 0, 1, . . . ,m over the open set of geodesics not intersecting a convex
set, then it implies that the support of f lies in the convex set. We would also like to
mention that Krishnan already proved such a support theorem for the case of functions
in [9].
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The paper is organized as follows. In Sect. 2, we give the definitions and our main
theorems. Section 3 has some preliminary propositions and lemmas that are needed
for the proof of the main theorems. In Sect. 4, we will prove a Helgason type support
theorem which we state in Sect. 2 and prove the support theorem. In Sect. 5, we
prove the s-injectivity result mentioned above and use it to prove the injectivity of
integral moments. Finally in the “Appendix”, we provide the proof of some lemmas
and inequalities.

2 Definitions and Statements of the Theorems

Definition 1 (Simple manifold) A compact Riemannian manifold (�, g) with bound-
ary is said to be simple if

(i) The boundary ∂� is strictly convex: 〈∇ξ ν(x), ξ 〉 > 0 for each ξ ∈ Tx (∂�) where
ν(x) is the unit outward normal to the boundary.

(ii) The map expx : exp−1
x (�) → � is a diffeomorphism for each x ∈ �.

The second condition ensures that any two points x, y in � are connected by a
unique geodesic in � that depends smoothly on x, y. Any simple manifold � is
necessarily diffeomorphic to a ball inRn , see [17]. Therefore, in the analysis of simple
manifolds, we can assume that� is a domain� ⊂ R

n . We are going to work on a fixed
simple Riemannian manifold (�, g) with a fixed real analytic atlas. Let Sm(�) be the
collection of symmetric m-tensor fields defined on � and C∞(Sm(�)) be the space
of symmetric m-tensor fields whose components are in C∞(�). We will assume the
Einstein summation convention and raise and lower indexes using the metric tensor.
The tensors fi1...im and f i1...im = f j1... jm g

i1 j1 · · · gim jm will be thought of as the same
tensors with different representations.

For 0 ≤ k ∈ Z, we define the real Hilbert space Hk(Sm(�)) as a completion of
C∞(Sm(�)) with respect to the Sobolev norm || · ||k corresponding to the following
inductively defined inner product (·, ·)k :

( f , g)k = (∇ f ,∇g)k−1 + ( f , g)L2(Sm (�)) ,

where

( f , g)L2(Sm (�)) =
∫

�

fi1...im (x)gi1...im (x)dx

and L2(Sm(�)) = { f ∈ Sm(�) : || f ||L2(Sm (�)) = ( f , f )L2(Sm (�)) < ∞} =
H0(Sm(�)).

It is well known from [17] that any symmetric m-tensor field can be decomposed
uniquely in the following way:

Theorem 1 [17,Theorem3.3.2] Let�bea compactRiemannianmanifoldwith bound-
ary; let k ≥ 1 and m ≥ 0 be integers. For every field f ∈ Hk(Sm(�)), there exist
uniquely determined f s ∈ Hk(Sm(�)) and v ∈ Hk+1(Sm−1(�)) such that

f = f s + dv, δ f s = 0, v|∂� = 0
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where d is symmetrized covariant derivative and δ is the formal dual of− d. The fields
f s and dv are known as the solenoidal and the potential parts of f respectively.

Let �̃ be an open, real analytic extension of � such that g can also be extended to
a real analytic metric in �̃. We will also extend all symmetric tensor fields f defined
on � by 0 in �̃ \ �. We will think of each maximal geodesic in � as a restriction of a
geodesic with distinct endpoints in �̃ \ � to �. Let γ[x,y] be the geodesic connecting
x and y.

Let A be an open set of geodesics with endpoints in �̃ \ � such that any
geodesic in A is homotopic, within the set A, to a geodesic lying outside �. Set
of points lying on the geodesics in A is denoted by �A i.e. �A = ⋃

γ∈A
γ and

∂A� = �A ∩ ∂�. Now we will define what we mean by a geodesically convex
subset.

Definition 2 A subset K of the Riemannian manifold (�, g) is said to be geodesically
convex if for any two points x ∈ K and y ∈ K , the geodesic connecting them lies
entirely in the set K .

Finally, let E ′(�̃) be the space of compactly supported tensor fields with distribu-
tional components. We can then extend the definition of I by duality on tensor fields
which are distributions in �̃ supported in �, see [11]. Now we are ready to state the
main theorems that we will prove in this article.

Theorem 2 Let f be a symmetric m-tensor field on a simple, real analytic Riemannian
manifold (�, g) with components in E ′(�̃) and supported in �. Let K be a closed
geodesically convex subset of �. If for each geodesic γ not intersecting K , we have
that I 0 f (γ ) = 0 then we can find a (m − 1)-tensor field v with components in
D′(int(�̃) \ K ) such that f = dv in int(�̃) \ K and v = 0 in int(�̃) \ �.

Here we would like to mention that this theorem has been shown to be true for the
case m = 2 in [11].

Theorem 3 Let f be a symmetric m-tensor field on a simple, real analytic Riemannian
manifold (�, g) with components in E ′(�̃) and supported in � and K be a closed
geodesically convex subset of �. If for each geodesic γ not intersecting K , we have
that I q f (γ ) = 0 for q = 0, 1, . . . ,m then supp( f ) ⊂ K.

Theorem 4 Let (�, g) be a simple, real analytic Riemannian manifold and suppose
that g is real analytic in a neighborhood of cl(�). If for a symmetric m-tensor field f
with components in L2(�), we have that I q f = 0 for q = 0, 1, . . . ,m, then f = 0.

Here we would like to comment that the Theorem 4 also follows as a corollary of
Theorem 3 when f is supported in�, however as we show in this paper that it can also
be proved independently using s-injectivity of ray transform where we say I 0 = I is
s-injective if I f = 0 implies f s = 0. In the next section we will prove a proposition
and some lemmas that will be needed for the proofs of our main theorems.
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3 Preliminaries

We will now prove some results which are analogue of some results already proved
for the case of symmetric 2-tensor fields in [11]. These will be needed later in the
proof of our main theorems.

Fix a maximal geodesic γ0 connecting x0 = y0 in the closure of �̃. We construct
normal coordinates x = (x ′, xn) at x0 in �̃ so that xn is the distance to x0, and ∂

∂xn is
normal to ∂

∂xα , α < n, see [21, Section 2]. In these coordinates, the metric g satisfies
gni = δni , for all i , and the Christoffel symbols satisfy �i

nn = �n
in = 0. Under these

coordinates lines of the type x ′ = constant are now geodesics with xn as the arc length
parameter.

Let U be a tubular neighborhood of γ0 in �, U = {(x ′, xn) : |x ′| < ε, a(x ′) ≤
xn ≤ b(x ′)}, where ∂� is locally given by xn = a(x ′) and xn = b(x ′). In the next
proposition, we prove that for a symmetricm-tensor field f , one can always construct
an (m − 1)-tensor field v in U such that for

h := f − dv

one has

hi1...im−1n = 0, for all possible values of i j and v(x ′, a(x ′)) = 0.

We use the notation Ũ to denote the tubular neighborhood of γ0 of the same type but
in �̃.

Remark 1 Numbers of n in the suffix of the tensor vn...ni1...ik will be clear from the
order of the tensor v. For example, if v is a m-tensor then

vn...ni1...ik = vn . . . n
︸ ︷︷ ︸
(m−k)

i1...ik .

Proposition 1 Let f be a smooth symmetric m-tensor field then there exists a unique
(m − 1)-tensor field v such that v(x ′, a(x ′)) = 0 and for h = f − dv, we have

hi1...im−1n = 0, for all possible values of i j .

To prove this proposition, we need the following lemma for which we provide a proof
in the “Appendix”:

Lemma 1 Let v be a symmetric (m − 1)-tensor field. Then for any 0 ≤ k ≤ m, we
have

(dv)n...nik ...i1 = (m − k)

m

∂vn...nik ...i1

∂xn
− 2(m − k)

m

k∑

l=1

�
p
il n

vn...nik ...îl ...i1 p

+ 1

m

k∑

l=1

∂vn...nik ...îl ...i1

∂xil
− 2

m

k∑

l,q=1,l =q

�
p
il iq

vn...nik ...îl ... ˆiq ...i1 p
.
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Now, let us come back to the proof of Proposition 1.

Proof of Proposition 1 Let us first recall the following definition:

(dv)i1...im = σ(i1, . . . , im)

(
∂vi1...im−1

∂xim
−

m−1∑

l=1

�
p
imil

vi1,...il−1 pil+1...im−1

)

where σ is a the symmetrization operator.
Proving

hi1...im−1n = 0

is equivalent to proving the existence of an (m − 1)−tensor field v such that

(dv)i1...im−1n = fi1...im−1n .

First, we consider

∂vn...n

∂xn
= fn...n .

We can solve this equation together with the initial condition vn...n(x ′, a(x ′)) = 0 to
get vn...n .

Now, we use this vn...n to get vn...ni for 1 ≤ i ≤ (n − 1) by solving the following
system of equation:

(dv)n...ni = fn...ni

⇒ ∂vn...ni

∂xn
(x) − 2� p

invn...np(x) = m

m − 1
fn...ni (x) − 1

m − 1

∂vn...n

∂xi
(x)

together with initial conditions vn...ni (x ′, a(x ′)) = 0.
Proceeding in a similar manner let us assume that for a given k such that 0 ≤

(k − 1) ≤ (m − 1), we have already found vn...nik−1...i1 for which hn...nik−1...i1 =
fn...nik−1...i1 − (dv)n...nik−1...i1 = 0. If (k − 1) = (m − 1) then we are done and if not
then we can find vn...nik ...i1 in the following manner. Using Lemma 1, we can construct
the following system of equations for hn...nik ...i1 = 0.

∂vn...nik ...i1

∂xn
(x) − 2

k∑

l=1

�
p
il n

vn...nik ...îl ...i1 p
(x)

= 1

(m − k)

{

m fn...nik ...i1(x) −
k∑

l=1

∂vn...nik ...îl ...i1

∂xil
(x)

+ 2
k∑

l,q=1,l =q

�
p
il iq

vn...nik ...îl ... ˆiq ...i1 p
(x)

⎫
⎬

⎭
.



Journal of Fourier Analysis and Applications (2019) 25:1487–1512 1493

Finally, we solve the above system of equations with the initial conditions
vn...nik ...i1(x

′, a(x ′)) = 0 to get vn...nik ...i1 uniquely. We repeat the same process till
k = (m − 1) to prove the proposition. ��
Lemma 2 Let f be supported in �, and I 0 f (γ ) = 0 for all maximal geodesics in
Ũ belonging to some neighborhood of the geodesics x0 = const. Then v = 0 in
int(Ũ ) \ �.

Proof First let f ∈ C∞(�̃)with support in�.Wewill give another invariant definition
of v and use it to conclude our lemma. For any x ∈ Ũ and any ξ ∈ TxŨ \ {0} so that
γx,ξ stays in Ũ , we set

u(x, ξ) =
∫ 0

τ−(x,ξ)

fi1...im (γx,ξ (t))γ̇
i1
x,ξ (t) · · · γ̇ im

x,ξ (t)dt . (1)

where τ−(x, ξ) ≤ 0 is defined by tracing back the geodesic, such that γx,ξ (τ−(x, ξ)) ∈
∂M .

Extend the definition of γx,ξ for ξ = 0 as a solution of the geodesic equation. Then
u(x, ξ) is positive homogeneous of order (m − 1) in ξ . Consider

u(x, λξ) = λm−1u(x, ξ)

⇒ ξ j1 · · · ξ jm−1
∂m−1

∂ξ j1 · · · ∂ξ jm−1
u(x, λξ) = (m − 1)! u(x, ξ),

diff. (m − 1) times w.r.t λ

⇒ ξ j1 · · · ξ jm−1
∂m−1

∂ξ j1 · · · ∂ξ jm−1
u(x, ξ) = (m − 1)! u(x, ξ), for λ = 1.

Now, we shall define a symmetric (m − 1)-tensor field v as the following:

vi1...im−1(x) = 1

(m − 1)!
∂m−1

∂ξ i1 · · · ∂ξ im−1
u(x, ξ)

∣∣∣∣
ξ=en

. (2)

Consider for any 0 ≤ l ≤ (m − 1)

vi1...im−1−l n...n(x) = 1

(m − 1)!
∂m−1

∂ξ i1 · · · ∂ξ im−1−l ∂ξn · · · ∂ξn
u(x, ξ)

∣∣∣∣
ξ=en

= 1

(m − 1)! ξ j1 · · · ξ jl ∂m−1

∂ξ i1 · · · ∂ξ im−1−l ∂ξ j1 · · · ∂ξ jl
u(x, ξ)

∣∣∣∣
ξ=en

= l!
(m − 1)!

∂m−1−l

∂ξ i1 · · · ∂ξ im−1−l
u(x, ξ)

∣∣∣∣
ξ=en

(using homogenity of u).
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Then, we have

vn...n(x) = u(x, en).

We will now show that with this definition of v, for h = f − dv, one has

hi1...im−1n = 0, for all possible values of i j .

Define

w(x, ξ) =
∫ 0

τ−(x,ξ)

hi1...im (γx,ξ (t))γ̇
i1
x,ξ (t) · · · γ̇ im

x,ξ (t)dt . (3)

��
Claim 1 Let 0 ≤ l ≤ (m − 1) and w(x, ξ) be defined as above. Then

∂ l

∂ξ j1 · · · ∂ξ jl
w(x, ξ)

∣∣∣∣
ξ=en

= 0. (4)

Proof of Claim 1 Consider for any 0 ≤ l ≤ (m − 1),

∂ l

∂ξ j1 · · · ∂ξ jl
w(x, ξ) = ∂ l

∂ξ j1 · · · ∂ξ jl
u(x, ξ)

− ∂ l

∂ξ j1 · · · ∂ξ jl
∫ 0

τ−(x,ξ)

(dv)i1...im (γx,ξ (t))γ̇
i1
x,ξ (t) · · · γ̇ im

x,ξ (t)dt

= ∂ l

∂ξ j1 · · · ∂ξ jl
u(x, ξ) − ∂ l

∂ξ j1 · · · ∂ξ jl
∫ 0

τ−(x,ξ)

d

dt

(
vi1...im−1 (γx,ξ (t))γ̇

i1
x,ξ (t) · · · γ̇ im−1

x,ξ (t)
)
dt

= ∂ l

∂ξ j1 · · · ∂ξ jl
u(x, ξ) − ∂ l

∂ξ j1 · · · ∂ξ jl

(
vi1...im−1 (x)ξ

i1 · · · ξ im−1
)

= ∂ l

∂ξ j1 · · · ∂ξ jl
u(x, ξ) − (m − 1)!

(m − l − 1)!
(
v j1... jl i1...im−l−1 (x)ξ

i1 · · · ξ im−l−1
)

⇒ ∂m−1

∂ξ j1 · · · ∂ξ jl
w(x, ξ)

∣∣∣∣
ξ=en

= ∂ l

∂ξ j1 · · · ∂ξ jl
u(x, ξ)

∣∣∣∣
ξ=en

− (m − 1)!
(m − l − 1)! v j1... jl n...n(x)

= (m − 1)!
(m − l − 1)! v j1... jl n...n(x) − (m − 1)!

(m − l − 1)! v j1... jl n...n(x)

= 0.

Thus the Claim 1 is proved. ��
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Now let us recall the following relation from [17, Section 1.2]:

Gw(x, ξ) = hi1...im (x)ξ i1 · · · ξ im (5)

where G = ξ i∂xi − �k
i jξ

iξ j∂ξ k is the generator of the geodesic flow. After differenti-
ating (5) (m − 1) times w.r.t. ξ , we get

∂m−1

∂ξ j1 . . . ∂ξ jm−1
Gw(x, ξ) = m! h j1... jm−1i (x)ξ

i

⇒ ∂m−1

∂ξ j1 . . . ∂ξ jm−1
Gw(x, ξ)

∣∣∣∣
ξ=en

= m! h j1... jm−1n(x).

Wewill prove that the L.H.S. of the above equation is 0 which will complete the proof
our lemma. Consider

∂Gw(x, ξ)

∂ξ j1
= ∂

∂ξ j1

(
ξ i

∂

∂xi
w(x, ξ)

)
− �k

i j
∂

∂ξ j1

(
ξ i ξ j ∂

∂ξ k
w(x, ξ)

)

= ∂w(x, ξ)

∂x j1
+ ξ i

∂2w(x, ξ)

∂ξ j1∂xi

− �k
i j

∂

∂ξ j1

(
ξ i ξ j

) ∂w(x, ξ)

∂ξ k
− �k

i jξ
i ξ j ∂

2w(x, ξ)

∂ξ j1∂ξ k

⇒ ∂2Gw(x, ξ)

∂ξ j1∂ξ j2
= ∂2w(x, ξ)

∂x j1∂ξ j2
+ ∂2w(x, ξ)

∂ξ j1∂x j2
+ ξ i

∂3w(x, ξ)

∂ξ j1∂ξ j2∂xi

− �k
i j

∂2

∂ξ j1∂ξ j2

(
ξ i ξ j

) ∂w(x, ξ)

∂ξ k
− �k

i j
∂

∂ξ j1
(ξ i ξ j )

∂2w(x, ξ)

∂ξ j2∂ξ k

− �k
i j

∂

∂ξ j2
(ξ i ξ j )

∂2w(x, ξ)

∂ξ j1∂ξ k
− �k

i jξ
i ξ j ∂3w(x, ξ)

∂ξ j1∂ξ j2∂ξ k

= ∂2w(x, ξ)

∂x j1∂ξ j2
+ ∂2w(x, ξ)

∂ξ j1∂x j2
+ ξ i

∂3w(x, ξ)

∂ξ j1∂ξ j2∂xi
− 2�k

j1 j2

∂w(x, ξ)

∂ξ k

− 2�k
i j1ξ

i ∂
2w(x, ξ)

∂ξ j2∂ξ k
− 2�k

i j2ξ
i ∂

2w(x, ξ)

∂ξ j1∂ξ k
− �k

i jξ
i ξ j ∂3w(x, ξ)

∂ξ j1∂ξ j2∂ξ k
.

Using similar calculations, we get

∂m−1Gw(x, ξ)

∂ξ j1 . . . ∂ξ jm−1
= ξ i

∂mw(x, ξ)

∂ξ j1 . . . ∂ξ jm−1∂xi

−
m−1∑

l,k=1,l =k

2�k
jl jp

∂m−2w(x, ξ)

∂ξ k∂ξ j1 . . . ∂ ˆξ jl . . . ∂ ˆξ jp . . . ∂ξ jm−1

+
m−1∑

l=1

∂m−1w(x, ξ)

∂x jl ∂ξ j1 . . . ∂ ˆξ jl . . . ∂ξ jm−1
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−
m−1∑

l=1

2�k
i jl ξ

i ∂m−1w(x, ξ)

∂ξ k∂ξ j1 . . . ∂ ˆξ jl . . . ∂ξ jm−1

− �k
i jξ

iξ j ∂mw(x, ξ)

∂ξ k∂ξ j1 . . . ∂ξ jm−1
.

From the relation above it follows:

∂m−1Gw(x, ξ)

∂ξ j1 . . . ∂ξ jm−1

∣∣∣∣
ξ=en

= 0, (Using Claim 1 and �k
nn = 0).

Now that we have proved the proposition for the case when f is smooth, it can be
extended to the case when f is a distribution by exactly the same reasoning as in [11,
Lemma 3.1]. ��

4 Proofs of Theorems 2 and 3

We will start with proving some lemmas and propositions required to prove our main
theorems.

From now on, we will work with �̃ and we also note that the analytic wavefront
set of f ,WFA( f ), is contained in the interior of T ∗�̃. The canonical projection form
T ∗�̃ onto the base �̃ will be denoted by π .

Lemma 3 Let f be a symmetric m-tensor field as above. Let γ0 be a geodesic of
�̃ and U, as in the previous section, be a neighborhood of γ0 in �̃. Assume that
WFA( f )

⋂
π−1(U ) does not contain co-vectors of the type (ξ ′, 0), then the analytic

wavefront of h = f − dv, i.e. W FA(h) also does not contain such co-vectors.

Proof Since v and dv have the same analytic wavefront set, so we will prove the
lemma for v. We will prove this by induction by proving it for vn...nik ...i1 for every
k ≤ (m − 1). Let us first do the analysis for vn...n . Note that vn...n can be rewritten as
a convolution with the Heaviside function in the following manner:

vn...n(x) =
∫ xn

−∞
fn...n(x

′
, yn)dyn

=
∫ ∞

−∞
fn...n(x

′
, yn)H(xn − yn)dyn .

The analytic wavefront set of the convolution can be found by applying [8, 8.2.16].
Since we have assumed that WFA( f )

⋂
π−1(U ) does not contain co-vectors of the

type (ξ ′, 0), hence it will be true for vn...n(x) as well. Now let us assume that the
lemma holds for any 0 ≤ k−1 < (m−1) i.e. vn...nik−1...i1 satisfies the same wavefront
conditions. We will show that this implies that the Lemma 3 is true for k. For this
consider the system of ODEs from Lemma 1,

∂vn...nik ...i1

∂xn
(x) − 2

k∑

l=1

�
p
il n

vn...nik ...îl ...i1 p
(x)
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= 1

(m − k)

{

m fn...nik ...i1 (x) −
k∑

l=1

∂vn...nik ...îl ...i1

∂xil
(x) + 2

k∑

l,q=1,l =q

�
p
il iq

vn...nik ...îl ... ˆiq ...i1 p
(x)

⎫
⎬

⎭
,

vn...nik ...i1 (x
′, a(x ′)) = 0.

This can be rewritten as :

∂n(ṽ) − A(x ′, xn)ṽ = w,

ṽ|xn<<0 = 0

where A is an analytic matrix, ṽ = vn...nik ...i1 and WFA(w)
⋂

π−1(U) does not have
covectors of the type (ξ ′, 0).

By Duhamel’s principle the solution to the above equation is given by:

ṽ(x ′, xn) = ∫ xn−∞ �(x ′, xn, yn)w(x ′, yn)dyn

where � is analytic. The expression given above for ṽ(x ′, xn) can be rewritten as:

ṽ(x ′, xn) =
∫

Rn
�(x ′, xn, yn)H(xn − yn)δ(x ′ − y′)w(y′, yn)dy′dyn .

The kernel of the integral operator is given by: �(x ′, xn, yn)H(xn − yn)δ(x ′ − y′).
Note that the frequency set of the analytic wavefront set of the Heaviside and delta
distributions here are perpendicular to each other and hence satisfy Hörmander’s non
cancellation condition [8, Theorem 8.5.3]. The lemma then follows from the argument
in [11, Lemma 3.2]. ��

4.1 Analyticity Along Conormal Directions

Before moving further, we will need the following proposition which is an analogue
of Proposition 2 from [21] and generalizes that proposition for the case when f is
a symmetric m-tensor field. We will mimic the proof for the case when m = 2 as
given in that paper and adapt the arguments wherever necessary to make it work for a
symmetric tensor field of any order.

Proposition 2 Let � and f be as above. Let γ0 be a fixed geodesic through x0 normal
to ξ0 where (x0, ξ0) ∈ T ∗�\0. Assume (I 0 f )(γ ) = 0 for all γ in a neighborhood of
γ0 and g is analytic in this neighborhood. Let δ f = 0 near x0. Then

(x0, ξ0) /∈ WFA( f ).

Proof For the given geodesic γ0 that passes through x0 and is normal to ξ0, let us
consider a tubular neighborhood U of γ0 endowed with analytic semi-geodesic coor-
dinates x = (x ′, xn) on it.Without loss of generality, assume that x0 = 0. Furthermore,
∀x ∈ γ0, x ′ = 0. Note that U ={(x ′, xn) : |x ′| < ε and l− < xn < l+; 0 < ε << 1}
in this co-ordinate system. Choose ε such that {x : xn = l−, l+ and |x ′| < ε} lies
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outside �. Clearly ξ0 = (ξ ′
0, 0). Hence our goal is now to show:

(0, ξ0) /∈ WFA( f ).

As stated earlier, we will reproduce the arguments from [21] here for the sake of
completeness. Consider Z = {|x | < 7ε

8 : |xn| = 0} and let the x ′ variable be denoted
on Z by z′. Then (z′, θ ′) are local co-ordinates in nbd(γ0) (in the set of geodesics) given
by (z′, θ ′) → γ(z′,0),(θ ′,1). Here, |θ ′| << 1 (where, the geodesic is in the direction
(θ ′, 1)). By following their arguments verbatim, we get

∫
eiλz

′(x,θ ′).ξ ′
aN (x, θ ′) fi1...im (x)bi1(x, θ ′) . . . bim (x, θ ′)dx = 0. (6)

Here, (x, θ ′) �→ aN (a sequence of functions indexed by N ) is analytic and satisfies

|∂αaN | ≤ (CN )|α|, α ≤ N , (7)

see [21, Equation (38)]. Also, note that b(0, θ ′) = θ and aN (0, θ ′) = 1.
Further, let us choose θ(ξ) to be a vector depending analytically on ξ near ξ = ξ0

and satisfying the following conditions:

θ(ξ) . . . ξ = 0, θn(ξ) = 1 and

θ(ξ0) = (0, . . . , 1) = en

Now, we can rewrite (6) using the above mapping in the following form:

∫
eiλφ(x,ξ) ˜aN (x, ξ) fi1...im (x)b̃i1(x, ξ) . . . b̃im (x, ξ)dx = 0. (8)

Here φ(x, ξ) = z′ . . . ξ ′. This phase function has been shown in [21] to be non-
degenerate in a neighborhood of (0, ξ0) by showing φxξ (0, ξ) = Id. This also implies
that x �→ φξ (x, ξ) is a diffeomorphism in this neighborhood.

To establish the above condition in a neighborhood of the geodesic γ0, one chooses
the co-normal vector

ξ0 = en−1, i.e. the covector (0, 0, . . . , 0, 1, 0) (9)

and defines

θ(ξ) =
(

ξ1, . . . , ξn−2,−
ξ21 + . . . + ξ2n−2 + ξn

ξn−1
, 1

)

.

This definition of θ is consistent with the requirement put on θ(ξ) as above. One can
then show that the differential of the map ξ �→ θ(ξ) where ξ ∈ S

n−1 is invertible at
ξ0 = en−1, see [21, Equation (44)].
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Lemma 4 [21, Lemma 5] Let, θ(ξ) and φ(x, ξ) be as above. Then, ∃ δ > 0 such that
if

φξ (x, ξ) = φξ (y, ξ)

for some x ∈ U, |y| < δ, |ξ − ξ0| < δ where ξ is complex, then y = x.

We study the analytic wavefront set of f using Sjöstrand’s complex stationary phase
method. For this assume x , y as in Lemma 4 and |ξ0 − η| < δ

C̃
with C̃ >> 2 and

δ << 1. Multiply (8) by

χ̃(ξ − η)e
iλ

(
i (ξ−η)2

2 −φ(y,ξ)

)

where χ̃ is the characteristic function of the ball B(0, δ) ⊂ C
n and then integrate w.r.t.

ξ to get:

∫∫
eiλ�(y,x,ξ,η) ˜̃aN (x, ξ) fi1...im (z)b̃i1(x, ξ) . . . b̃im (x, ξ)dxdξ = 0. (10)

In the above equation, ˜̃aN = χ̃(ξ − η)ãN is another analytic and elliptic amplitude
for x close to zero and |ξ − η| < δ

C̃
and

� = −φ(y, ξ) + φ(x, ξ) + i

2
(ξ − η)2.

Furthermore,

�ξ = φξ (x, ξ) − φξ (y, ξ) + i(ξ − η).

To apply the stationary phase method we need to know the critical points of ξ �→ �.
For x and y as in Lemma 4 above, we have:

(i) If y = x , ∃ a unique real critical point ξc = η

(ii) If y = x , there are no real critical points
(iii) Also by Lemma 4, if y = x , there is a unique complex critical point if |x − y| <

δ/C1 and no critical points for |x − y| > δ/C0 for some constants C0 and C1
with C1 > C0.

Define, ψ(x, y, η) := �(ξc). Then at x = y
(i) ψy(x, x, η) = −φx (x, η) (ii) ψx (x, x, η) = φx (x, η) (iii) ψ(x, x, η) = 0.
Now, we split the x integral in (10) into integration over {x : |x − y| > δ/C0} for

some C0 > 1 and its complement. Since, |�ξ | has a positive lower bound for {x :
|x − y| > δ/C0} and there are no critical points of ξ �→ � in this set, we can estimate
that integral in the following manner: First note that, eiλ�(x,ξ) = �ξ ∂ξ

iλ|�ξ |2 e
iλ�(x,ξ).
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Integrating by parts N times repeatedly with respect to ξ together with (7) and using
the fact that |ξ − η| = δ on the boundary, we get (please see “Appendix” for details)

∣∣∣∣

∫∫

|x−y|>δ/C0

eiλ�(y,x,ξ,η) ˜̃aN (x, ξ) fi1...im (x)b̃i1(x, ξ) . . . b̃im (x, ξ)dxdξ

∣∣∣∣ ≤ C

(
CN

λ

)N

+ CNe− λ
C . (11)

We choose N ≤ λ/Ce ≤ N + 1 to get an exponential error on the right. Now in
estimating the integral

∣∣∣∣

∫

|x−y|≤δ/C0

eiλ�(y,x,ξ,η) ˜̃aN (x, ξ) fi1...im (x)b̃i1(x, ξ) . . . b̃im (x, ξ)dxdξ

∣∣∣∣ , (12)

we use [18, Theorem 2.8] and [18, Remark 2.10] to conclude:

∫

|x−y|≤δ/C0

eiλψ(x,α) fi1...im (x)Bi1...im (x, α; λ)dx = O(e−λ/C ) (13)

where α = (y, η) and B is a classical analytical symbol with principal part b̃⊗ . . .⊗ b̃.
See “Appendix” below for a proof of estimates (13).

Let, β = (y, μ) where, μ = φy(y, η) = η + O(δ). At y = 0, we have μ = η.
Also α �→ β is a diffeomorphism following similar analysis as in [21, Section 4]. If
we write α = α(β), then the above equation becomes:

∫

|x−y|≤δ/C0

eiλψ(x,β) fi1...im (x)Bi1...im (x, β; λ)dx = O(e−λ/C ) (14)

where ψ satisfies (i), (ii) and (iii), and B is a classical analytical symbol as before and
ψy(x, x, η) = −μ, ψx (x, x, η) = μ and ψ(x, x, η) = 0.
The symbols in (14) satisfy:

σP (B)(0, 0, μ) = θ(μ) ⊗ . . . ⊗ θ(μ) = θ⊗m(μ)

and in particular,

σP (B)(0, 0, ξ0) = en ⊗ . . . ⊗ en .

Let, θ1 = en , θ2, . . . , θN be N = (n+m−2
m

)
unit vectors at x0 = 0 which lie in the

hyperplane perpendicular to ξ0. We will also assume that {θ�m
i }Ni=1 are independent,

where � is a symmetrized product of vectors. The existence of such unit vectors
in any open set can be shown. We can therefore assume that θp belongs in a small
neighborhood around θ1 = en . Then we can rotate the axes a little such that ξ0 = en−1
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and θp = en and do the same construction as above. This gives us N = (n+m−2
m

)
phase

functions ψ(p), and as many number of analytic symbols for which (14) is true i.e.

∫

|x−y|≤δ/C0

eiλψ(p)(x,β) fi1...im (x)Bi1...im
(p) (x, β; λ)dx = O(e−λ/C ) (15)

where

σP (Bp)(0, 0, μ) = θp(μ) ⊗ . . . ⊗ θp(μ), p = 1, . . . , N up to elliptic factors.

Now we use the fact that δ f = 0 near x0. Let χ0(x) be a smooth cutoff function near
x = 0 such that it is identically 1 in some neighborhood of x = 0. On integrating

1

λ
exp(iλψ(1)(x, β))χ0(x)δ f = 0

w.r.t. x and after an integration by parts, we get

∫

|x−y|≤δ/C0

eiλψ(1)(x,β) fi1...im (x)Cim (x, β; λ)dx

= O(e−λ/C ), i j ∈ {1, . . . , n} and j = 1, . . . , (m − 1) (16)

for βx = y small enough and where σP (Cim )(0, 0, ξ0) = (ξ0)
im . This gives us addi-

tional Ñ = (n+m−2
m−1

)
equations such that the system of N + Ñ = (n+m−1

m

)
Eqs. (15),

(16) can be viewed as a tensor valued operator on f . We claim that the symbol for this
operator is elliptic at (0, 0, ξ0). Indeed, to show that the symbol is elliptic at (0, 0, ξ0)
amounts to showing that the only solution to the following system of equations is
f = 0:

θ i1p . . . θ imp fi1...im = 0, for all p = {1, . . . , N } (17)

ξ
im
0 fi1...im = 0, for 1 ≤ i1 ≤ · · · ≤ im−1 ≤ n. (18)

Using conditions on θp and ξ0, it is proved in [10] that above system of equations will
imply f = 0. ��

For the more general case, when δ f is microlocally analytic at (x0, ξ0), we use the
same arguments as above, except that we multiply (14) by an appropriate cut-off near
(x0, x0, ξ0) and use integration by parts as explained in [11, Section 4] to conclude
the following proposition:

Proposition 3 Let �̃, f and γ0 be as in the statement of Proposition 2. If (x0, ξ0) /∈
WFA(δ f ) (where ξ0 is normal to the geodesic γ0 at x0), and I 0 f (γ ) = 0 for all γ in
a nbd. of γ0, then (x0, ξ0) /∈ WFA( f ).

The rest of the argument from [11] applies as it is and thereby we prove Theorem
2. We will briefly outline the ideas here for the sake of completeness. We will first
need to show that the following analogue of [11, Theorem 2.2(a)] holds for the case
of symmetric m-tensor fields as well:
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Theorem 5 Let f be as above. Then I 0 f (γ ) = 0 for each geodesic γ inA, if and only
if for each geodesic γ0 ∈ A there exists a neighborhood U of γ0 and an (m−1)-tensor
field v ∈ D′(�̃U ) such that f = dv in �̃U , and v = 0 outside �.

The “if” part follows from the Fundamental TheoremofCalculus.Note also that one
can first prove the theorem for f such that f = f s in� and then use the decomposition
theorem (see Theorem 1), to prove it for any general f . To prove the “only if” part
of the theorem assume that γ0 is a geodesic in the set A, where A is defined in Sect.
2. This means γ0 can be continuously deformed to a geodesic lying outside � and
tangent to ∂�. Hence by extending all geodesics in � to maximal geodesics in �̃,
we know that there must exist two continuous curves a(t), b(t), t ∈ [0, 1] such that
γ(a(0),b(0)) is tangent to ∂�, γ(a(t),b(t)) ∈ A and γ(a(1),b(1)) is γ0. Using [12, Theorem
A], one can show that the Theorem 5 is at least true in a small neighborhood of ∂� i.e.
in some neighborhood of the geodesics γ(a(t),b(t)) for 0 ≤ t ≤ 2t0 for some t0 << 1.
More precisely,

Lemma 5 [11, Lemma 5.1] There exists a neighborhood V of ∂� such that ∀x ∈ V ,
dist(x, ∂�) < ε0 for some ε0 > 0 and a unique v0 such that f = dv0 in V , v0 = 0
on ∂� and v0 is analytic in V , up to the boundary ∂�.

Note that the above implies that in V , the tensor field h = f − dv as constructed in
Proposition 1 is zero. We will now construct a sequence of neighborhoods beginning
with a neighborhood of γ(a(0),b(0)) and up to a neighborhood of γ(a(1),b(1)) for which
the locally defined tensor field h = f −dv is zero. However to implement this program
we need the following theorem due to Sato–Kawai–Kashiwara, see e.g. [14] or [23]:

Lemma 6 [23, Lemma 3.1] Let f ∈ Dy′(�). Let x0 ∈ � and let U be a neighborhood
of x0. Assume that S is a C2 submanifold of � and x0 ∈ supp( f ) ∩ S. Furthermore,
let S divide U into two open connected sets and assume that f = 0 on one of these
open sets. Let ξ ∈ N∗

x0(S) \ 0, then (x0, ξ) ∈ WFA( f ).

Consider the cone of all vectors in Ta(t)�̃ at an angle less than ε with γ̇[a(t),b(t)] for
some small properly chosen ε. The cone Cε(t) with its vertex at a(t) ∈ ∂�̃ is then the
image of the above cone of vectors under the exponential map. We choose ε > 0 such
that

1. C2ε(t) ⊂ �̃A, ∀t ∈ [0, 1].
2. Cε(t) ⊂ [Ṽ for 0 ≤ t ≤ t0 where [Ṽ := V ∪ (�̃ \ �).
3. No geodesic inside the cone cl(C2ε(t)), t0 < t < 1, with vertex at a(t) is tangent

to ∂�.

For any t , let us construct a tensor field ht in C2ε(t) just as in Proposition 1. Recall
that the support of ht lies in �. Since Cε(t) ⊂ Ṽ for 0 ≤ t ≤ t0 then by Lemma 5 we
have ht = 0 in Cε(t) ⊂ Ṽ . Hence the set {t ∈ [0, 1] : ht = 0 in Cε(t)} is non empty.
Let t∗ = sup{t ∈ [0, 1] : ht = 0 in Cε(t)}. We will show: t∗ = 1. This will imply that
there exists a neighborhood U of γ0 and a (m − 1) tensor field v ∈ D′(�̃U ) such that
h = f − dv = 0 there.

Assume t∗ < 1. Then ht∗ = 0 in Cε(t∗) because ht∗ = 0 outside �. If this
were not true, one could find a cone Cε(t̃) for some t̃ < t∗ such that Cε(t̃) ∩ � ⊂
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C2ε(t∗) ∩ � and such that h(t̃) is not zero in Cε(t̃). Next we will show that ht∗ = 0
in C2ε(t∗). This gives us a contradiction, because on increasing t∗ slightly to t , we
can get Cε(t) ∩ � ⊂ C2ε(t∗) ∩ � such that ht is zero in this Cε(t). Here we would
like to mention that ht as constructed from a tensor field for which f = f s is locally
unique in any open cone in which ht = 0. (This follows from the fact that the solution
of δdv = δ f s = 0 and v|∂� = 0 is unique in such cones, see also [11, section 5]). In
particular, if ht∗ = 0 in C2ε(t∗) and Cε(t) ∩ � ⊂ C2ε(t∗) ∩ �, then ht = 0 in Cε(t)
which contradicts the choice for t∗. To fulfill our program, consider ht∗ in C2ε(t∗). As
stated earlier, ht∗ = 0 in Cε(t∗). Let ε < ε0 ≤ 2ε be such that Cε0(t

∗) is the first cone
whose boundary intersects supp(ht∗). If no such ε0 can be found then we are done.
Let q ∈ supp(ht∗) ∩ ∂Cε0(t). Clearly q /∈ ∂�̃, because ht∗ = 0 outside �. So q is an
interior point of �̃. In �̃, (δ f )i1...im−1 = (δ( f χ))i1...im−1 where χ is the characteristic
function of �. Recall that we are working with such tensor fields for which f = f s ,
and, one knows that such a tensor field is analytic near ∂�, up to ∂�, see [11, Section
5]. Now,

(δ( f sχ))i1...im−1 =
(
∇k( f

s
i1...im−1 jχ)

)
g jk

=
(
χ∇k f

s
i1...im−1 j

)
g jk + f si1...im−1 j g

jk∇kχ

= f si1...im−1 j∇ jχ

= − f si1...im−1 jν
jδ∂�, here δ∂� represents surface measure on ∂�.

This shows that the analytic wavefront set of δ f is in N∗(∂�). Let γ̃ be the geodesic in
� on the surface of ∂Cε0(t

∗) that contains q. Because N∗γ̃ does not intersect N∗∂�,
by Proposition 3 and by Lemma 3, h has no analytic singularities in N∗γ̃ . Consider
a small open set W containing q which is divided by the surface of ∂Cε0(t

∗) into
two open connected sets as in the statement of Lemma 6 and ht∗ = 0 in one of these
open sets. Since the co-normals to Cε0(t

∗) at q are not in WFA(ht∗), this implies
q /∈ supp(ht∗) by the Sato–Kawai–Kashiwara theorem mentioned above. This shows
that ht∗ = 0 in C2ε(t∗) which in turn implies t∗ = 1. This proves Lemma 5.

Using the condition that any closed path with a base point on ∂� is homotopic to a
point lying on ∂� and using the geometric arguments in Section 6 of [11] along with
Lemma 5, we conclude the proof of Theorem 2.

Remark 2 The symmetric (m − 1)-tensor field v also has components in E ′(�̃) and is
supported in � just like the symmetric m-tensor field f .

4.2 Proof of Theorem 3

In order to prove Theorem 3, we need the following lemma:

Lemma 7 For any 1 ≤ k ≤ m, if f = dv with v|∂� = 0. Then I k f = −k I k−1v.

Proof Consider

I k f (γ ) = I k(dv)(γ )
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=
∫ l(γ )

0
tk(dv)i1...im (γ (t)) . . . γ i1(t) . . . γ̇ im (t)dt

=
∫ l(γ )

0
tk

d

dt
{vi1...im−1(γ (t)) . . . γ i1(t) . . . γ̇ im−1(t)}dt

= {tkvi1...im−1(γ (t))γ̇ i1(t) . . . γ̇ im−1(t)}l(γ )
0

− k
∫ l(γ )

0
tk−1vi1...im−1(γ (t)) . . . γ i1(t) . . . γ̇ im−1(t)dt

= −k I k−1v(γ ),

where first term in the second last equality is 0 because of our assumption v|∂� = 0.
Thus, we have our lemma. ��
Proof of Theorem 3 Let us come back to the proof of Theorem 3. As we know from
Theorem 2 that if I 0 f (γ ) = I f (γ ) = 0 for each geodesic γ not intersecting K then
there exist (m − 1)-tensor field v1 which is 0 on the boundary ∂� such that f = dv1
on � \ K . And from Lemma 7, we know

I 1 f (γ ) = I 1(dv1)(γ ) = −I 0v1(γ ).

Again using Theorem 2 we conclude that there exist (m−2)−tensor field v2 such that
v1 = dv2 and v2|∂� = 0. Using Theorem 2 along with Lemma 7 (m − 2) more times,
we have

Im f (γ ) = m!(−1)m I 0vm(γ ) = 0

where vm is 0-tensor i.e. a function. Now using [9, Theorem 1], we can conclude
vm = 0 on � \ K . And since f = dmvm on an open connected set � \ K therefore f
is also 0 on � \ K . ��

5 Proof of Theorem 4

As we mentioned in Sect. 2 that Theorem 4 also follows as a corollary of Theorem 3
when f is supported in�. However, we prove it here independently using s-injectivity
of the geodesic ray transform.

To prove Theorem 4, we will need the s-injectivity of the ray transform for sym-
metricm-tensor fields. The proof of s-injectivity for symmetric 2-tensor fields is given
in [20]. The same proof will also work for symmetric tensor fields of any order. For
details, we will refer the reader to [20, Sections 2,3,4]. Hence we have,

Theorem 6 [20, Theorem 1.4] Let (�, g) be a compact, simple real analytic Rie-
mannian manifold with smooth boundary and f be a symmetric m-tensor field with
components in L2(�). If I 0 f (γ ) = 0 for all γ which are geodesics in �, then f s = 0
in �.
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Theorem 7 Let�bea compact simpleRiemannianmanifoldwith boundary. Letm ≥ 0
and p ≥ m be integers. Then for any f ∈ L2(Sm(�)), there exist uniquely determined
v0, . . . , vm with vi ∈ Hi (Sm−i�) for i = 0, 1, . . . ,m such that

f =
m∑

i=0

divi , with vi solenoidal for 0 ≤ i ≤ m − 1

and for each 0 ≤ i ≤ m − 1,
i∑

j=0

d jvm−i+ j = 0 on ∂�.

Proof This follows from a repeated application of [17, Theorem 3.3.2]. ��
Proof of Theorem 4 We have from Theorem 7 that

f =
m∑

i=0

divi , with vi solenoidal for 0 ≤ i ≤ m − 1

and for each 0 ≤ i ≤ m − 1,
i∑

j=0

d jvm−i+ j = 0 on ∂�. (19)

Using s-injectivity of I , we know that v0 = 0, since it is solenoidal. Now consider

0 = I 1 f (γ ) = I 1
(

m∑

i=0

divi

)

(γ )

= I 1
(

d

(
m∑

i=1

di−1vi

))

(γ ), since v0 = 0

= −I 0
(

m∑

i=1

di−1vi

)

(γ ) (using Lemma 7).

From this, we can conclude v1 is also 0 because it is the solenoidal part of tensor field∑m
i=1 d

i−1vi .
Now suppose that v1, . . . , vk can be shown to be equal to 0 from the knowledge of

I 1 f , . . . , I k f . Then

0 = I k+1

(

f −
k∑

0

divi

)

= I k+1

(
m∑

i=k+1

divi

)

⇒ I k+1

(
m∑

i=k+1

divi

)

= 0

⇒ (−1)k+1(k + 1)!I 0
(

m∑

i=k+1

di−k−1vi

)

= 0, (using Lemma 7, (k + 1) times).
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Therefore vk+1 = 0 because it is the solenoidal part of the tensor field(∑m
i=k+1 d

i−k−1vi
)
. By induction, the proof is now complete. ��
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Appendix

Proof of Lemma 1 First, let us recall that for a symmetric (m − 1)-tensor field v,

(dv)i1...im = σ(i1, . . . , im)

(
∂vi1...im−1

∂xim
−

m−1∑

l=1

�
p
imil

vi1,...il−1 pil+1...im−1

)

.

The idea here is to use an inductive argument for 0 ≤ k ≤ m. We start by showing the
result for k = 0, 1, and then for general k ≤ m.

(dv)n...n = ∂vn...n

∂xn
, for k = 0

(dv)n...ni = m − 1

m

∂vn...ni

∂xn
− 2(m − 1)

m
�

p
invn...np + 1

m

∂vn...n

∂xi
, for k = 1.

From this, we see that the result is true for k = 0 and 1. Now, we are going to prove
that the result is also true for k ≤ m. Consider

(dv)n...nik ...i1 = σ(n, . . . n, ik, . . . , i1)
(

∂vn...nik ...i2

∂xi1
−

k∑

l=2

�
p
il i1

vn...nik ...îl ...i2 p
− (m − k)� p

ni1
vn...nik ...i2 p

)

= J − J 1k − (m − k)J 2k

where

J = σ(n, . . . n, ik, . . . , i1)

(
∂vn...nik ...i2

∂xi1

)
,

J 1k = σ(n, . . . n, ik, . . . , i1)

(
k∑

l=2

�
p
il i1

vn...nik ...îl ...i2 p

)

,

J 2k = σ(n, . . . n, ik, . . . , i1)
(
�

p
ni1

vn...nik ...i2 p

)
.
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Now, we will simplyfy each of the above terms one by one. Consider

J = σ(n, . . . n, ik , . . . , i1)

(
∂vn...nik ...i2

∂xi1

)

= σ(n, . . . n, ik , . . . , i2)

m

(
∂vn...nik ...i2

∂xi1
+ (m − 1)

∂vn...nik ...i1

∂xn

)

= 1

m

∂vn...nik ...i2

∂xi1
+ σ(n, . . . n, ik , . . . , i3)

m

(
∂vn...nik ...i3i1

∂xi2
+ (m − 2)

∂vn...nik ...i1

∂xn

)

= 1

m

k∑

l=1

∂vn...nik ...il−1il+1...i1

∂xil
+ m − k

m

∂vn...nik ...i1

∂xn
, (repeating similar arguments).

J 2k = σ(n, . . . n, ik , . . . , i1)
(
�

p
ni1

vn...nik ...i2 p

)

= σ(n, . . . n, ik , . . . , i2)

m

(
2� p

ni1
vn...nik ...i2 p + (m − 2)� p

ni2
vn...nik ...i3i1 p

)

= 2σ(n, . . . n, ik , . . . , i3)

m(m − 1)

(
�

p
i2i1

vn...nik ...i3 p + (m − 2)� p
ni1

vn...nik ...i2 p

)

+ (m − 2)σ (n, . . . n, ik , . . . , i3)

m(m − 1)

(
2� p

ni2
vn...nik ...i3i1 p + (m − 3)� p

ni3
vn...nik ...i4i2i1 p

)

= 2

m(m − 1)
�

p
i2i1

vn...nik ...i3 p + 2(m − 2)σ (n, . . . n, ik , . . . , i3)

m(m − 1)

2∑

q=1

�
p
niq

vn...nik ...i3 ˆiq i1 p

+ (m − 3)(m − 2)σ (n, . . . n, ik , . . . , i3)

m(m − 1)
�

p
ni3

vn...nik ...i2i1 p

= 2

m(m − 1)

3∑

q,r=1,q =r

�
p
iq ir

vn...nik ...i4 ˆiq îr i1 p

+ 2(m − 3)σ (n, . . . n, ik , . . . , i4)

m(m − 1)

3∑

q=1

�
p
niq

vn...nik ...i4 ˆiq i1 p

+ (m − 4)(m − 3)σ (n, . . . n, ik , . . . , i4)

m(m − 1)
�

p
ni4

vn...nik ...i5i3i2i1 p,

= 2(k − 1)

m(m − 1)

k∑

q,r=1,q =r

�
p
iq ir

vn...nik ... ˆiq ...îr ...i1 p
+ 2(m − k)

m(m − 1)

k∑

q=1

�
p
niq

vn...nik ... ˆiq ...i1 p

(repeating similar calculation (k − 3)-times).

J 1k = σ(n, . . . n, ik , . . . , i1)

(
k∑

l=2

�
p
il i1

vn...nik ...îl ...i2 p

)

= σ(n, . . . n, ik , . . . , i2)

m

(

2
k∑

l=2

�
p
il i1

vn...nik ...îl ...i2 p
+ (m − 2)

k∑

l=3

�
p
il i2

vn...nik ...îl ...i3i1 p

+ (m − 2)� p
i3i2

vn...nik ...i4i1 p

)

= σ(n, . . . n, ik , . . . , i3)

m(m − 1)

{

2(k − 1)� p
i2i1

vn...nik ...i3 p + (m − 2)

(

2
k∑

l=3

�
p
il i1

vn...nik ...îl ...i2 p
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+ 2� p
i3i1

vn...nik ...i4i2 p + 2
k∑

l=3

�
p
il i2

vn...nik ...îl ...i3i1 p
+ (m − 3)

k∑

l=4

�
p
il i3

vn...nik ...îl ...i4i2i1 p

+(m − 3)� p
i3i4

vn...nik ...i5i2i1 p + 2� p
i3i2

vn...nik ...i4i1 p + (m − 3)� p
i3i4

vn...nik ...i5i2i1 p

)}

= (m − 2)σ (n, . . . n, ik , . . . , i3)

m(m − 1)

⎧
⎨

⎩
2

2∑

q=1

(
k∑

l=3

�
p
il iq

vn...nik ...îl ... ˆiq i1 p + �
p
i3iq

vn...nik ...i4 ˆiq i1 p

)

+ (m − 3)

(
k∑

l=4

�
p
il i3

vn...nik ...îl ...i4i2i1 p
+ 2� p

i3i4
vn...nik ...i5i2i1 p

)}

+ 2(k − 1)

m(m − 1)
�

p
i2i1

vn...nik ...i3 p

= (m − 3)σ (n, . . . n, ik , . . . , i4)

m(m − 1)

⎧
⎨

⎩
2

3∑

q=1

(
k∑

l=4

�
p
il iq

vn...nik ...îl ... ˆiq i1 p

)

+ 4
3∑

q=1

(
�

p
i4iq

vn...nik ... ˆiq i1 p
)

+ (m − 4)

(
k∑

l=5

�
p
il i4

vn...nik ...îl ...i1 p
+ 3� p

i5i4
vn...nik ...i1 p

)}

+ 2(k − 1)

m(m − 1)

3∑

q,r=1,q =r

�
p
iq ir

vn...nik ... ˆiq îr i1 p

Repeating this expansion for (k-2) times more to get

J1k = (m − k + 1)σ (n, . . . , n, ik )

m(m − 1)

⎧
⎨

⎩
2
k−1∑

q=1

�
p
ik iq

vn...nik−1...îl ...i1 p
+ 2(k − 2)

k−1∑

q=1

�
p
ik iq

vn...nik−1...îl ...i1 p

+(m − k)(k − 1)� p
nik

vn...nik−1...i1 p

⎫
⎬

⎭
+ 2(k − 1)

m(m − 1)

k−1∑

q,r=1,q =r

�
p
iq ir

vn...nik ... ˆiq ˆir i1 p

= (m − k + 1)σ (n, . . . , n, ik )

m(m − 1)

⎧
⎨

⎩
2(k − 1)

k−1∑

q=1

�
p
ik iq

vn...nik−1... ˆiq ...i1 p

+(m − k)(k − 1)� p
nik

vn...nik−1...i1 p

⎫
⎬

⎭
+ 2(k − 1)

m(m − 1)

k−1∑

q,r=1,q =r

�
p
iq ir

vn...nik ... ˆiq ˆir i1 p

= 2(k − 1)

m(m − 1)

k∑

q,r=1,q =r

�
p
iq ir

vn...nik ... ˆiq ... ˆir ...i1 p + 2(k − 1)(m − k)

m(m − 1)

k∑

q=1

�
p
niq

vn...nik ... ˆiq ...i1 p

After putting the values of J , J 1k and J 2k in dv, we get

(dv)n...nik ...i1 = (m − k)

m

∂vn...nik ...i1

∂xn
− 2(m − k)

m

k∑

l=1

�
p
il n

vn...nik ...îl ...i1 p
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+ 1

m

k∑

l=1

∂vn...nik ...îl ...i1

∂xil
− 2

m

k∑

l,q=1,l =q

�
p
il iq

vn...nik ...îl ... ˆiq ...i1 p
.

��
Proof of Estimate (11) Let t L = �ξ ∂ξ

iλ|�ξ |2 . Then as already noted

t LN (eiλ�(x,ξ)) = eiλ�(x,ξ).

Consider,

∣∣∣∣

∫∫

|x−y|>δ/C0

(t LN (eiλ�(y,x,ξ,η))) ˜̃aN (x, ξ) fi1...im (z)b̃i1(x, ξ) . . . b̃im (x, ξ)dxdξ

∣∣∣∣

≤
∣∣∣∣

∫∫

|x−y|>δ/C0

eiλ�(y,x,ξ,η)LN ( ˜̃aN (x, ξ) fi1....im (z)b̃i1(x, ξ) . . . b̃im (x, ξ))dxdξ

∣∣∣∣

+ N
∫

|x−y|>δ/C0

e−λδ2/2
∣∣∣ fi1...im (x)Bi1...im (x, ξbdry)

∣∣∣ dx .

Using the fact that, f is compactly supported and using (7), we get (11). ��
Proof of the Estimate (13) Consider

∣∣∣∣

∫∫

|x−y|<δ/C0

(
eiλ�(y,x,ξ,η)

) ˜̃aN (x, ξ) fi1...im (z)b̃i1(x, ξ) . . . b̃im (x, ξ)dxdξ

∣∣∣∣ .

Rewrite the above as :

∣∣∣∣

∫

|x−y|<δ/C0

(eiλ�(y,x,ξc,η))(e−iλ�(y,x,ξc,η))

∫

|ξ−η|<δ/C0

(eiλ�(y,x,ξ,η)) ˜̃aN (x, ξ) fi1...im (z)b̃i1(x, ξ) . . . b̃im (x, ξ)dxdξ

∣∣∣∣

Using [18, Remark 2.10], we get

∣∣∣∣

∫

|x−y|<δ/C0

(eiλ�(y,x,ξc,η)) fi1...im (x)

∑

0≤k≤λ/C

Cn
1

k!λ
−n/2−k

(
�

2

)k ( ˜̃aN (x, ξc)b̃
i1(x, ξc) . . . b̃im (x, ξc)

)

+R(x, y, η, λ)dx

∣∣∣∣
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Lemma 8

∑

0≤k≤λ/C

Cn
1

k!λ
−n/2−k

(
�

2

)k ( ˜̃aN (x, ξc)b̃
i1(x, ξc) · · · b̃im (x, ξc)

)

is a formal analytic symbol.

Proof Let,

ak = 1

k!
(

�

2

)k ( ˜̃aN (x, ξc)b̃
i1(x, ξc) · · · b̃im (x, ξc)

)

Then from the Cauchy integral formula [18, Exercise 2.4],

|ak | ≤ Cn(k + 1)n/2(k − 1)!2k sup
B1(ξc)

( ˜̃aN (x, ξ)b̃i1(x, ξ) . . . b̃im (x, ξ)
)

≤ C1n(k + 1)n/2(k − 1)!2k
≤ C2n(k + 1)n/2e2−k(k − 1)k−1/22k (Using Stirling’s approximation)

≤ C2n

(
2

e

)k+1

(k + 1)n/2+k

≤ C̃n
k+n/2

(k + n/2)n/2+k .

Hence,

∑

0≤k≤λ/C

Cn
1

k!λ
−n/2−k

(
�

2

)k ( ˜̃aN (x, ξc)b̃
i1(x, ξc) . . . b̃im (x, ξc)

)

=
∑

0≤k≤λ/C

λ−n/2−kak+n/2

is a formal analytic symbol Bi1...im (x, y, η; λ) by [18, Exercise 1.1]. ��
Hence,

∫

|x−y|<δ/C0

(eiλ�(y,x,ξ,η)) ˜̃aN (x, ξ) fi1...im (z)b̃i1(x, ξ) . . . b̃im (x, ξ)dxdξ

=
∫

|x−y|<δ/C0

(eiλ�(y,x,ξc,η)) fi1...im (x)Bi1...im (x, y, η; λ)dx

+
∫

|x−y|<δ/C0

(eiλ�(y,x,ξc,η)) fi1...im (x)R(x, y, η; λ)dx .

But,
∣∣∣∣

∫

|x−y|<δ/C0

(eiλ�(y,x,ξc,η)) fi1...im (x)R(x, y, η; λ)dx

∣∣∣∣ = O(e−λ/c),
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since,

|R(x, y, η; λ)| ≤ |�|/Ce−λ/c,

see [18, Remark 2.10]. So, this along with (10) and (11), gives us:

∣∣∣∣

∫

|x−y|<δ/C0

(eiλ�(y,x,ξc,η)) fi1...im (x)Bi1...im (x, y, η; λ)dx

∣∣∣∣ = O(e−λ/c).

��
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