
J Fourier Anal Appl (2016) 22:1141–1156
DOI 10.1007/s00041-015-9451-9

Characterization of the SG-Wave Front Set in Terms
of the FBI-Transform

René M. Schulz1

Received: 3 June 2015 / Published online: 23 December 2015
© Springer Science+Business Media New York 2015

Abstract The SG-wave front set, which measures microlocally the deviation of a
tempered distribution from being rapidly decaying and smooth, is studied using a
Fourier–Bros–Iagolnitzer transform. This generalizes the established characterization
of the classical Hörmander C∞-wave front set. In particular, the transform used is
capable of identifying singularities both at finite arguments as well as such arising at
infinity.
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1 Introduction

An important aspect of microlocal analysis is the study of distributions by means of
localization in position and frequency, meaning in the cotangent space. The funda-
mental notion in this analysis is the wave front set, which may be obtained through
several equivalent approaches—indeed, Bony [1] proved that there is only one sensible
notion of wave front set encoding (micro-)local analyticity. Two particular approaches
which may be found equivalent in the C∞-setting as well are the formulation of the
C∞-wave front set by means of pseudo-differential analysis, in terms of cut-offs and

Communicated by Hans G. Feichtinger.

B René M. Schulz
rschulz@math.uni-hannover.de

1 Institut für Analysis, Leibniz Universität Hannover, Welfenplatz 1, 30167 Hannover, Germany

http://crossmark.crossref.org/dialog/?doi=10.1007/s00041-015-9451-9&domain=pdf


1142 J Fourier Anal Appl (2016) 22:1141–1156

by means of the FBI transform as originally considered by Bros and Iagolnitzer [2]
and the wave package transform [5].

To quickly recall the classical definitions and preliminary results, a distribution
u ∈ D ′(Rd) is microlocally C∞-regular at some (x0, ξ0) ∈ R

d × (Rd \ {0}), i.e.
(x0, ξ0) /∈ WFcl(u), if one of the following equivalent criteria is met:

(1) There exists a pseudo-differential operator Awith symbol in theHörmander class
a ∈ S0(Rd × R

d) non-characteristic at (x0, ξ0) such that Au ∈ C∞(Rd).
(2) There exists a cut-off φx0 ∈ C∞

c (Rd) with φx0 ≡ 1 in a neighbourhood of x0
such that |F(φx0u)| is of rapid decay in a conic neighbourhood � of ξ0, meaning

sup
ξ∈�

|F(φx0u)(ξ)| |ξ |N < ∞ ∀N ∈ N0.

(3) There exists a neighbourhood U × V of (x0, ξ0) on which
∥
∥Fλ(u)|U×V

∥
∥∞ =

O
(

λ−∞), where Fλ(u)(x, ξ) = 〈u, e−λ|x−·|2e−iλξ ·〉 is the (classical) FBI-
transform.

The equivalence between (1) ⇔ (2) was proved in [17], the one with (3)—or in
terms of wave package transforms—is by now firmly established (see e.g. [13,20,31])
and was extended to several functional settings for which there are adapted wave front
sets, such as Gevrey or Denjoy–Carleman classes ( see e.g. [3]), Fourier–Lebesgue-
spaces (see e.g. [19] and [26]) as well as Sobolev spaces (see e.g. [11,14]). The FBI
transform may even be generalized to manifolds, see [30].

This paper serves to make public that the equivalence extends to the global setting,
meaning to tempered distributions and their singularities, i.e. microlocal deviations
of u ∈ S ′(Rd) from being an element of S (Rd). Such singularities were originally
studied in [4,9,21] in terms of a global wave front set here called the SG-wave front
set WFSG (as opposed to ZF, WFS and scWF respectively), which is a generalization
of the classical wave front set and may be obtained by replacing the Hörmander
symbol classes used for testing of regularity by the so-called SG-classes. In fact,
WFSG generalizes WFcl, which appears as one of its three components. The other two
components encode singularities “at infinity”, see [9]. From a perspective of time-
frequency analysis , WFSG collects all directions in the time-frequency plane in which
the signal is not rapidly decaying. The study of such singularities and of associated
classes of global Fourier Integral distributions is subject to active research, with several
recent contributions, see e.g. [6–8,10,15].

The proof of the equivalence between the FBI-picture and the pseudo-differential
approach in this global setting has first been carried out in [27] and is slightly cor-
rected and repeated here in a self-contained form. Since the classical FBI-transform
is not designed for a resolution at large x , a generalized notion Fλ,μ(u) needs to be
considered. In fact, the second scaling factor μ is introduced in order to scale x to
large arguments and to counteract the sharpening of the window in this regime. Fig-
uratively speaking this provides a partition of the time-frequency plane in which the
resolution in time and frequency may be adjusted—at infinity—in any way needed to
characterize all components of WFSG.
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The classical equivalence (1) ⇔ (3) has numerous applications. One of the
main advantages of the viewpoint provided by (3) is that one obtains a (parameter-
dependent) function—and not a distribution—from which the singularities of u may
be read off. This often greatly simplifies proofs and reduction-of-order arguments,
see e.g. [5]. It is therefore reasonable to assume that the newly-established character-
ization of WFSG will have similar applications in proofs of results involving global
singularities. Its main application in [27] was to facilitate the study of operations on
distributions, which may often be expressed in explicit form using the FBI transforms
of the involved distributions.

Structure of the paper Section 2 is concerned with recalling the basics of SG-
calculus (Sect. 2.1), the definition and properties of the SG-wave front set (Sect. 2.2)
and a Littlewood-Paley-like construction of a conic localizer by summing up dilated
copies of a single cut-off function (Sect. 2.1.2). In Sect. 3 the main result of this paper
is achieved, that is the characterization ofWFSG(u) in terms of a FBI-transform in two
parameters. In Sect. 3.1 the classical results are used to obtain such a characterization of
two of the three components ofWFSG. In Sect. 3.2 the remaining component is treated.
The FBI transforms of certain model distributions are discussed in an Appendix. They
provide a visualization of the action of the FBI transform in the time-frequency plane
and of the main result.

2 SG-Type Singularities of Tempered Distributions

Notation The standard notation of S (Rd) and S ′(Rd) for the spaces of rapidly
decaying functions and tempered distributions is used. C∞(X) denotes the smooth
functions on some open X ⊂ R

d , C∞
c (X) those of compact support.

The symbol Fu or û is used to denote the Fourier transform of u ∈ S ′(Rd),
normalized to coincide for f ∈ S (Rd)withF f (ξ) = ∫

Rd e−i xξ f (x) dx .The symbol
〈·, ·〉 denotes the real pairing between functions and/or distributions, whereas (·, ·) is
used for the complex pairing, which if both paired elements are in L2(Rd) coincides
with the standard scalar product.

For two maps f, g : X → [0,∞) we write f � g if there exists C > 0 such that
f (x) ≤ Cg(x) for all x ∈ X , and f  g means that f � g and g � f .
The Japanese bracket 〈·〉 : R

d → R+ is given by 〈x〉 := √

1 + |x |2, where |x |
denotes the Euclidean norm of x ∈ R

d .

2.1 A Quick Recap of the SG-Calculus

2.1.1 Localization at Infinity

Since we are concerned with singularities “at infinity”, we need an efficient way to
localize these. For that we pass to a compactification of the base space (see [4,21,22]).
In the simple case of R

d we may consider a directional compactification, namely
Rd := R

d � (Rd \ {0}/ ∼) with x ∼ y ⇔ x = λy for λ > 0, i.e. we attach to R
d a
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sphere at infinity. We denote an equivalence class given by some representative x0 by
x0∞, essentially adopting the notation of [18].

A system of fundamental neighbourhoods on this compactification is given by

• U (= U � ∅), where U is a bounded open ball on R
d ,

• V � {x∞| x ∈ V }, where V is an open convex cone in R
d .

This amounts to equipping R
d with a conic structure at infinity. We now wish to

localize around a given point x0 ∈ Rd by means of cut-offs. A cut-off around x0 is a
smooth function φx0 ∈ C∞(Rd) satisfying

• |∂α
x φx0(x)| � 〈x〉−|α| for all α ∈ N

d
0 ,• φx0 ≡ 1 on the projection to R

d of some neighbourhood of x0.

If x0 ∈ R
d , φx0 is always assumed to have compact support. If x0 ∈ (Rd \ {0}/ ∼), i.e.

x0 = y0∞ for some y0 ∈ S
d−1, thenφx0 is called an asymptotic cut-off. An asymptotic

cut-off around x0 = y0∞ may be constructed as follows: take some smooth function
ψ ∈ C∞(Sd−1)withψ ≡ 1 in a neighbourhood (in S

d−1) of y0 and vanishing outside
a slightly bigger neighbourhood as well as some cut-off φ0 ∈ C∞

c (Rd) around 0.

Then set φx0(x) := (1 − φ0
( x
R

))

ψ
(

x
|x |
)

for some R > 0. In Sect. 2.1.2 another way

to obtain an asymptotic cut-off will be presented.

The space where the microlocal study of singularities takes place is T ∗
R
d = R

d ×
R
d . In the global setting, in order to obtain such representation by means of the SG-

calculus, T ∗
R
d is compactified in fibre and base space independently, i.e. set

T ∗Rd := (Rd × R
d) � WSG := Rd × Rd

with

WSG := R
d × ((Rd \ {0})/ ∼)
︸ ︷︷ ︸

=:Wψ
SG

� ((Rd \ {0})/ ∼) × R
d

︸ ︷︷ ︸

=:We
SG

�

((Rd \ {0})/ ∼) × ((Rd \ {0})/ ∼)
︸ ︷︷ ︸

=:Wψe
SG

.

Therein, the notation of [12,29] is used, meaning we attach the label “e” to objects
associated with large (“exit”) behaviour in the (first set of) variables, “ψ” indicates
large behaviour in the second factor, the covariable, and “ψe” stands for large behav-
iour in both independently.We note that these components are labelled 1, 2, 3 in [6–8].

2.1.2 Construction of an Asymptotic Cut-Off by Dilation

A more sophisticated way to obtain an asymptotic cut-off from some cut-off around
zero is bymeans of scaling, more precisely by a construction related to the Littlewood-
Paley partition of unity. This will be introduced in the following.
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Let φ0 ∈ C∞
c (R) be a positive function supported in [−1, 1] such that for all

x ∈ [−1, 0], φ0(x)+φ0(x +1) = 1 is satisfied.1 Then, for any given γ > 1, one may
construct φ1(x) = φ0(logγ (x)) for x ∈ (0,∞), which may be trivially extended to
all x ∈ R since φ1(x) ≡ 0 for x < γ −1. Then define, for some M ∈ N0 and k ∈ Z,

a+∞
M,k (x) =

∞
∑

j=k

γ jMφ1(γ − j x).

In arbitrary dimensions, one may decompose any x0 ∈ R
d \ {0} in polar coordinates

x0 = |x0| · x0|x0| ∈ (0,∞) × S
d−1 and take any ψ ∈ C∞(Sd−1) equal to 1 in some

neighbourhood of x0|x0| and vanishing outside of a bigger neighbourhood. Then, set

ax0M,k(x) := a+∞
M,k (|x |) · ψ

(
x

|x |
)

,

smoothly extended by 0 to x = 0. If the exact value of k is of no importance, it may be
dropped from the notation. One observes that on the support of φ1(γ − j |x |) one has,
for j ∈ N0

γ j−1 ≤ |x | ≤ 〈x〉 � |x | ≤ γ j+1.

From this one concludes

(1) ∀α ∈ N
d
0 ∃Cα > 0: |∂α

x a
x0
M (x)| ≤ Cα〈x〉M−|α|,

(2) ∃c > 0, R > 0 such that |ax0M (x)| ≥ c〈x〉M for |x | > R > 0.

In particular this procedure yields asymptotic cut-offs for M = 0.

2.1.3 SG-Symbols and Pseudo-Differential Operators

Theprototype of a cut-off around anypoint (x0, ξ0) inWSG is of the formφx0⊗φξ0 . The
SG-class of symbols, originally considered by Parenti [25], provides a generalization
of such functions. What follows is a minimal introduction to the SG-calculus. For
more information, the reader is advised to consider e.g. [12,24,29].

SG-symbols are obtained as the class of symbols in the Weyl-Hörmander calculus

associated with the metric |dx |2
〈x〉2 + |dξ |2

〈ξ〉2 . More explicitly, a ∈ C∞(Rd × R
d) is called

SG-symbol of order (me,mψ) ∈ R × R, denoted by a ∈ SGme,mψ (Rd × R
d), if it

fulfils estimates of the form

|∂α
x ∂

β
ξ a(x, ξ)| � 〈x〉me−|α|〈ξ 〉mψ−|β| ∀α, β ∈ N

d
0 . (2.1)

1 Such a function may be constructed as follows: take any smooth positive function f supported in [−1, 0]
with

∫ | f (x)| dx = C . Then set, for x ∈ [−1, 0], φ0(x) = C−1 ∫ x−1 f (x) dx and φ0(x) = 1− φ0(x − 1)
for x ∈ [0, 1].
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The essential feature of the SG-calculus used in this document is that their notion of
ellipticity respects the bi-conic structure at infinity of T ∗Rd :

Anelementa ∈ SGme,mψ (Rd×R
d) is called SG-elliptic at a point (x0, ξ0) ∈ WSG if

it also fulfils, in the projection toR
d×R

d of an open neighbourhoodU×V ⊂ Rd×Rd

of (x0, ξ0)
|a(x, ξ)| � 〈x〉me 〈ξ 〉mψ ∀(x, ξ) ∈ U × V . (2.2)

Consequently, a symbol is called SG-elliptic if it is elliptic on all of WSG, which is
equivalent to the existence of some R > 0 such that

|a(x, ξ)| � 〈x〉me 〈ξ 〉mψ |x | + |ξ | ≥ R. (2.3)

Let t ∈ [0, 1]. The t-operator of such a symbol, which interpolates between the left
(t = 0) and the right (t = 1) quantization of a ∈ SGme,mψ (Rd × R

d) is the pseudo-
differential operator at (x, D), which is given by the oscillatory integral

at (x, D) f = 1

(2π)d

∫

Rd
ei(x−y)ξa ((1 − t)x + t y, ξ) f (y) dydξ

for f ∈ S (Rd), which yields continuous maps S (Rd) → S (Rd) and S ′(Rd) →
S ′(Rd). Furthermore, these operators have good mapping properties with respect
to the weighted Sobolev spaces, also called Sobolev-Kato-spaces, Hse,sψ (Rd) :=
〈x〉−se Hsψ (Rd), for se, sψ ∈ R × R. Therein, Hsψ (Rd) is the usual Sobolev space
〈D〉−sψ L2(Rd). Indeed, at (x, D) maps

Hse,sψ (Rd) → Hse−me,sψ−mψ (Rd).

Furthermore, elliptic regularity holds, namely if a is elliptic, then

at (x, D)u ∈ Hse,sψ (Rd) ⇔ u ∈ Hse+me,sψ+mψ (Rd).

This is of particular use since

⋃

R×R

Hse,sψ (Rd) = S ′(Rd) and
⋂

R×R

Hse,sψ (Rd) = S (Rd).

2.2 The SG-Wave Front Set of a Distribution

A first set encoding the global singularities of a tempered distribution is the cone
singular support, see [23]. For u ∈ S ′(Rd) define

Css(u) := Rd \ {x0 ∈ Rd | ∃φx0 s.t. φx0u ∈ S (Rd)},

where φx0 is a cut-off around x0 in the sense of the previous sections. Note that the
projection of this set to R

d is the ordinary singular support and that, by a partition of
unity argument, Css(u) = ∅ if and only if u ∈ S (Rd). Css(u) is, however, not simply
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the “asymptotic closure” of singsupp(u), as the example Css(1) = ((Rd \ {0})/ ∼)

with singsupp(1) = ∅ demonstrates.
A generalization of this notion of singular support is given by the SG-wave front,

studied in different approaches by various authors (see [4,9,21]), which is by now an
established tool to formulate and study singularities “at infinity” of tempered distribu-
tions. In the following, some of its properties will be recalled to lay the foundation for
the main result. For a broader presentation, the reader is advised to consider [9,23,27].

Definition 2.1 (SG-wave front set) A distribution u ∈ S ′(Rd) is SG-microlocally
S -regular at (x0, ξ0) ∈ WSG if there exists a ∈ SG0,0(Rd), SG-elliptic at (x0, ξ0),
such that at (x, D)u ∈ S (Rd) for some t ∈ [0, 1].

The complement WFSG(u) of all such points in WSG where u is SG-microlocally
S -regular is called the SG-wave front set of u. One further calls, for • ∈ {e, ψ,ψe},
the components WF•

SG(u) := WFSG ∩ W•
SG the •-wave front set.

Remark 1 The independence on t (cf. [6]) stems from the fact that at (x, D) =
(ei(t−t ′)Dx Dξ a)t ′(x, D), where the operator ei(t−t ′)Dx Dξ preserves ellipticity, see [24].

The notion of WFSG admits the following properties:

Proposition 2.2 Let u ∈ S ′(Rd).

(1) WFSG(u) is a closed subset of WSG.
(2) pr1(WFSG(u)) = Css(u), where pr1 is the projection on the first set of variables.

In particular u ∈ S (Rd) ⇔ WFSG(u) = ∅.
(3) WFψ

SG(u) coincides with the Hörmander C∞-wave front set WFcl(u).
(4) For any (x0, ξ0) ∈ WSG it holds that

(x0, ξ0) ∈ WFSG(u) ⇔ (ξ0,−x0) ∈ WFSG(Fu). (2.4)

It was noticed in [9] that, similarly to WFcl(u), the SG-wave front set may as well be
characterized by suitable (asymptotic) cut-offs:

Proposition 2.3 Let u ∈ S ′(Rd), (x0, ξ0) ∈ WSG. Then (x0, ξ0) /∈ WFSG(u) if and
only if there exist two (asymptotic) cut-offs φx0 and φξ0 around x0 and ξ0 respectively
such that φξ0(D)(φx0u) ∈ S (Rd). To be precise:

• If (x0, ξ0) ∈ We
SG, then φx0 is an asymptotic cut-off and φξ0 a cut-off,

• If (x0, ξ0) ∈ Wψ
SG, then φx0 is a cut-off and φξ0 an asymptotic cut-off,

• If (x0, ξ0) ∈ Wψe
SG, then φx0 and φξ0 are both asymptotic cut-offs.

Remark 2 By a change of quantization, the order of the cut-offs may also be
exchanged.
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3 Characterization of the SG-Wave Front Set by FBI Fransforms

3.1 Characterization of WFe
SG and WFψ

SG

In the following, a characterization of this wave front set in terms of a generalized
FBI-transform, parametrized by two parameters λ and μ, is established. This FBI
transformmay be easily formulated in terms of the L2-isometries (extended toS ′(Rd)

by duality) defined for f ∈ S (Rd) (wherein y ∈ R
d ):

Translation by x0 ∈ R
d Tx0 f (y) = f (y − x0),

Modulation by ξ0 ∈ R
d Mξ0 f (y) = eiyξ0 f (y),

Dilation by λ > 0 Dλ f (y) = λd/2 f (λy).

Definition 3.1 Let ψ0 = π−d/4e− |x |2
2 ∈ S (Rd). The FBI-transform Fλ,μ(u) of

u ∈ S ′(Rd) is the map from R
d × R

d × [1,∞)2 to C given by

(x, ξ, λ, μ) �→ Fλ,μ(u)(x, ξ) := (2π)−d/2D√
λμ

(

u,D√
λ/μTxMξψ0

)

.

Remark 3 Note that in the definition of the FBI-transform, the “inner” dilationD√
λ/μ

is with respect to the argument of ψ0 (denoted y below), whereas the “outer” one,
D√

λμ, is the 2d-dimensional dilation with respect to (x, ξ).

For u ∈ S (Rd), this FBI-transform may thus be expressed as the integral

Fλ,μu(x, ξ) = (2π3/2)−d/2μd/4λ3d/4
∫

u(y) e− λ
2μ |y−μx |2e−iλ(y−μx)ξ dy. (3.1)

Fλ,μ(u) coincides with the convolution
(

Dμ

(

u ∗ kλ,μ,ξ

))

(x)where kλ,μ,ξ ∈ S (Rd)

given by

kλ,μ,ξ (y) := (2π)−d/2μd/4λ3d/4ψ0

(√

λ/μ y
)

eiλyξ

= (2π)−d/2μd/2λd/2MλξD√
λ/μψ0 (y) . (3.2)

From continuity of u ∈ S ′(Rd) one immediately gathers the following:

Lemma 3.2 Let u ∈ S ′(Rd). ThenFλ,μu is a continuousmap in all arguments and is
locally—in (x0, ξ0)—bounded by λNμM for some N , M ∈ N

2
0, i.e. that for all (x0, ξ0)

there exists some open neighbourhood U × V of (x0, ξ0) such that
∣
∣Fλ,μ(u)|U×V

∣
∣ =

O
(

λNμM
)

for λ ≥ 1, μ ≥ 1.

Remark 4 This FBI-transform in two parameters is closely related to the one used in
[20], denoted Tμu(x, ξ ; h). In fact it is simply a dilated version

μ−d/2(Tμ−1u)(μx, ξ ; λ−1) = (Fλ,μu)(x, ξ). (3.3)
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For μ = λ one further obtains (up to normalization) the h-dependent Short-time
Fourier transform of [28] used to characterize the so-called Gabor-wave front set,
which may also be introduced in terms of the Shubin symbol classes, see [27].

Using WFψ
SG(u) = WFcl(u), one may state the by now well-known characterization

of the wave front set in terms of the FBI transform (see e .g. [11,14,16,19,20]) for the
ψ-component of WFψ

SG(u) in the following form, wherein the behaviour in μ is due
to same reasoning as in [20, Proposition 3.2.5], using (3.3).

Proposition 3.3 Let u ∈ S ′(Rd) and (x0, ξ0) ∈ R
d × (Rd \ {0}). Then (x0, ξ0∞) /∈

WFψ
SG(u) if and only if there exists a (bounded) open neighbourhood U ⊂ R

d × R
d

of (μ−1x0, ξ0) and R > 0 such that
∣
∣Fλ,μ(u)|U (x, ξ)

∣
∣ = O(λ−∞) for λ > R and

fixed μ > 0.

In order to characterize WFeSG(u), we use (2.4). For that we note that by Parseval’s
identity,

Fλ,μ(u)(x, ξ) = (2π)d/2eiλμxξFμ,λ(̂u)(ξ,−x). (3.4)

Proposition 3.3 then yields the following characterization of WFeSG(u):

Proposition 3.4 Let u ∈ S ′(Rd) and (x0, ξ0) ∈ (Rd \ {0}) × R
d . Then (x0∞, ξ0) /∈

WFeSG(u) if and only if there exists a (bounded) open neighbourhood U ⊂ R
d × R

d

of (x0, λ−1ξ0) and R > 0 such that
∣
∣Fλ,μ(u)|U (x, ξ)

∣
∣ = O(μ−∞) for μ > R and

fixed λ > 0.

3.2 Characterization of the Corner Component

This section is concerned with the main result of this paper, meaning an analogous
characterization of the corner component of WFSG, that is WFψe

SG. As one may expect
from Propositions 3.3 and 3.4, it is obtained in the region where μ and λ are both
large. The main result of this section will be:

Theorem 3.5 Let u ∈ S ′(Rd) and (x0, ξ0) ∈ (Rd \ {0}) × (Rd \ {0}). Then
(x0∞, ξ0∞) /∈ WFψe

SG(u) if and only if there exists a (bounded) open neighbour-
hood U × V ⊂ R

d × R
d of (x0, ξ0) such that for all M, N ∈ N0 and some R > 0

fixed we have

∣
∣Fλ,μ(u)|U×V

∣
∣ = O

(

λ−Nμ−M
)

, λ > R, μ > R. (3.5)

Remark 5 Notice that (3.5) may be rephrased as

∣
∣Fλ,μ(u)|U×V

∣
∣ = O

(

λ−∞)O
(

μ−∞) , λ > R, μ > R.

Theorem 3.5 will be proved in several steps. First, one handles the cases where μ and
λ are large in case u is locallyS -regular. The first lemma corresponds to the fact that
u ∈ S (Rd) ⇒ WFψe

SG = ∅.
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Lemma 3.6 Let u ∈ S (Rd). Then for all (x0, ξ0) ∈ (Rd \ {0}) × (Rd \ {0}) there
exists an open neighbourhood U × V of (x0, ξ0) such that for all N , M ∈ N0 and
some R > 1, we have

∣
∣Fλ,μ(u)|U×V

∣
∣ = O

(

λ−Nμ−M
)

λ > R μ > R. (3.6)

Proof Because of Fourier symmetry, (3.4), we may assume μ ≥ λ.
For arbitrary N ∈ N0 we may estimate in a neighbourhood of x0 �= 0

μN |Fλ,μu(x, ξ)| � μN+d
∫

|u(y)| e− λ
2μ |y−μx |2 dy

� μN+d
∫

|u(y)| e− 1
2 |√μ−1y−√

μx |2 dy

� μN+d
∫

|u(y)| 〈√μ
−1y − √

μx〉−2N−2d dy

� μN+d
∫

|u(y)| 〈√μ
−1y〉2N+2d〈√μx〉−2N−2d dy

�
∫

|u(y)| 〈y〉2N+2d dy < ∞,

using the rapid decay of the Gaussian and Peetre’s inequality 〈x + y〉z � 〈x〉z〈y〉|z|.
��

The second lemma corresponds to the refined statement that if some x0 /∈ Css(u),
then for all ξ0 then (x0∞, ξ0∞) /∈ WFψe

SG.

Lemma 3.7 Let u ∈ S ′(Rd). If for x0 ∈ R
d \ {0} it holds that x0∞ /∈ Css(u), then

for any ξ0 ∈ R
d \ {0}, there exists an open neighbourhood U ×V of (x0, ξ0) such that

for all N , M ∈ N0 and some R > 1, we have

∣
∣Fλ,μ(u)|U×V

∣
∣ = O

(

λ−Nμ−M
)

λ > R μ > R. (3.7)

Sketch of proof. One may reduce to the case in which u vanishes in (the projection
to R

d of) some open neighbourhood of x0∞ by writing u = (1 − φx0∞)u + φx0∞u
for some asymptotic cut-off around x0∞ and by applying Lemma 3.6.

We may thus assume that u vanishes around suitably large arguments in an open
conic neighbourhood of x0. Continuity of u yields that for some N ∈ N0

|〈u, f 〉| � sup
y∈supp(u)

∑

|α|+|β|≤N

〈y〉|α||∂β
y f (y)|. (3.8)

This may now be used to estimate
∣
∣Fλ,μ(u)|U×V

∣
∣, i.e.

∣
∣D√

λμ

(

u,D√
λ/μTxMξψ0

) ∣
∣.

In fact, for x0 as in the statement and x in a suitably small neighbourhood of x0, μx
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will be in a conic neighbourhood of x0 separated from supp(u) outside some compact
set and one may deduce from this, by scaling, the estimate

|y − μx |2 � (|y|2 + |μx |2)

for y in the support of u, and μ > R for some R > 0. One may now estimate the term
arising from (3.8) with |α| + |β| = 0 by (cf. (3.1))

sup
y∈supp(u)

|e− λ
2μ |y−μx |2 | � sup

y∈supp(u)

e−ε λ
2μ (|y|2+μ2|x |2) � e−ε′μλ|x0|2 .

The remaining terms involving finite derivatives and products with 〈x〉 are estimated
similarly, using Peetre’s inequality and rapid decay of the Gaussian. ��

We are now in the situation to prove Theorem 3.5:

Proof of Theorem 3.5 Let (x0, ξ0) ∈ (Rd \ {0})×(Rd \ {0}) such that (x0∞, ξ0∞) /∈
WFSG(u). By the characterization of WFSG in Proposition 2.3, one may find two
asymptotic cut-offs φx0 , φξ0 such that

φξ0(D)
(

φx0u
) ∈ S (Rd). (3.9)

and φx0 ⊗ φξ0 is SG-elliptic at (x0∞, ξ0∞). We first write Fλ,μ(u) = Fλ,μ((1 −
φx0)u) + Fλ,μ(φx0u). Since x0 /∈ Css

(

(1 − φx0)u
)

, one may reduce the analysis
to φx0u, by Lemma 3.7. In this case, (3.9) may be rewritten as ξ0 /∈ Css(Fφx0u)

and the assertion follows from Lemma 3.7 as well as (3.4). This establishes the first
implication.

The second half of the proof is inspired by that in [11] , see also [14]. We construct
a pseudo-differential operator acting on and regularizing u by suitably summing up of
cut-offs as in Sect. 2.1.2. By assumption, there is an open neighbourhood U × V ⊂
R
d × R

d of (x0, ξ0) such that for all N , M ∈ N
2
0 and some R > 0 fixed (3.5)

holds. Possibly reducing to a smaller set, assume that U and V are conic segments
in the sense that they may be written (in polar coordinates) as U = (γ k, γ k+1) · Ũ ,
V = (γ j , γ j+1) · Ṽ with Ũ , Ṽ ⊂ S

d−1 for some γ > 1, k, j ∈ Z.
One may treat Fλ,μ(u) as an element in C∞(R2d) ∩ S ′(R2d) and calculate, for

arbitrary N , M ∈ N
2
0, the following pairing with two arbitrary cut-offs in C∞

c , φx0

and φξ0 , supported in U and V respectively,

〈

Fλ,μ(u)(x, ·) , λNμMφx0(x)φξ0
〉

ξ
:= λNμM

∫

Fλ,μ(u)(x, ξ)φξ0(ξ)φx0(x)dξ

= λNμM
∫

F−1
η→x

{

Fy→ηFλ,μ(u)(y, ξ)
}

φξ0(ξ)φx0(x)dξ
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The integral converges since φξ0 is compactly supported. Writing Fλ,μ(u) as the
convolution with kλ,μ,ξ we may express this as

〈

Fλ,μ(u)(x, ·) , λNμMφx0(x)φξ0
〉

ξ

= λNμM
∫

F−1
η→x

(

Dμ−1

(

û(η) k̂λ,μ,ξ (η)
))

φξ0(ξ)φx0(x)dξ

= λNμM
∫

Dμ

(

φx0(μ−1x)F−1
η→x

(

û(η) k̂λ,μ,ξ (η)
))

φξ0(ξ)dξ

=: Dμ

(

F−1
η→x

(

aN ,M
λ,μ (x, η)̂u(η)

))

. (3.10)

Note that therein, the dilationDμ is with respect to the x-variable. The latter expression
is the dilation of a pseudo-differential operator applied to u with the operator given
by the symbol (see (3.2))

aN ,M
λ,μ (x, η) = λNμM

∫

φx0
(

μ−1x
)

k̂λ,μ,ξ (η)φξ0 (ξ)dξ

= (2π)−d/2λNμM
∫

φx0
(

μ−1x
)

F
(

λd/2MλξD( λ
μ

)1/2ψ0

)

(η)φξ0 (ξ)dξ

= λN−3d/4μM+d/4
∫

φx0
(

μ−1x
)

ψ0

((μ

λ

)1/2
(η + ξ)

)

φξ0 (λ−1ξ)dξ

(3.11)

Specifying λ = γ n and μ = γm , by (3.5) one may estimate

∞ >

∞
∑

m=k

∞
∑

n= j

(∫ ∣
∣
∣

〈

Fγ n ,γm (u)(x, ·), γ nNγmMφx0(x)φξ0
〉

ξ

∣
∣
∣

2
dx

)1/2

(3.10)=
∞
∑

m=k

∞
∑

n= j

(∫ ∣
∣
∣Dγm

(

F−1
η→x

(

aN ,M
γ n ,γm (x, η)̂u(η)

))∣
∣
∣

2
dx

)1/2

=
∞
∑

m=k

∞
∑

n= j

(∫ ∣
∣
∣F−1

η→x

(

aN ,M
γ n ,γm (x, η)̂u(η)

)∣
∣
∣

2
dx

)1/2

≥
⎛

⎜
⎝

∫
∣
∣
∣
∣
∣
∣

∞
∑

m=k

∞
∑

n= j

F−1
η→x

(

aN ,M
γ n ,γm (x, η)̂u(η)

)

∣
∣
∣
∣
∣
∣

2

dx

⎞

⎟
⎠

1/2

. (3.12)

One is thus led to study
∑∞

m=k
∑∞

n= j F−1
η→x

(

aN ,M
γ n ,γm (x, η)̂u(η)

)

. This is a pseudo-

differential operator applied to u, with symbol which by (3.11) has the symbol
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aN ,M (x, η) :=
∞
∑

m=k

∞
∑

n= j

γ n(N−3d/4)+m(M+d/4)
∫

φx0
(

γ −mx
)

ψ0

(

γ
m−n
2 (η + ξ)

)

φξ0
(

γ −nξ
)

dξ

(3.13)

If we now specify φx0 and φξ0 as in the construction of Sect. 2.1.2, we have on the

support of φx0
( x
2m
)

φξ0

(
ξ

2l

)

the bounds γm  〈x〉 and γ n  〈ξ 〉 jointly over all

(n,m). It is thus possible to find asymptotic cut-offs φx0∞ and φξ0∞ such that all

φx0
( x
2m
)

φξ0

(
ξ

2l

)

are supported in their respective cone supports. We may estimate

(3.13) from above and below (for some c > 0) by

ãN ,M (x, η) :=
∫

〈x〉M+d/4〈ξ 〉N−3d/4φx0∞ (x) ψ0

(

c

( 〈x〉
〈ξ 〉
)1/2

(η + ξ)

)

φξ0∞ (ξ) dξ

(3.14)

for some cut-offs φx0∞ and φξ0∞.

(1) One first obtains that |aN ,M (x, ξ)| � 〈x〉M+d/4〈η〉N−3d/4, using decay proper-
ties of the Gaussian and Peetre’s in equality in (3.14).

(2) Similarly one estimates that aN ,M (x, η) ∈ SGM,N (Rd × R
d). For that, observe

that the derivatives of aN ,M lead, by partial integration, to expressions of the
form

|∂α
x ∂

β
η a

N ,M (x, η)| �
∞
∑

m=R

∞
∑

l=R

(−1)|α|γ n(N−3d/4−|β|)+m(M+d/4−|α|)

×
∣
∣
∣
∣

∫

(∂αφx0 )
(

γ −mx
)

ψ0

(

γ
m−l
2 (η + ξ)

)

(∂βφξ0 )
(

γ −nξ
)

dξ

∣
∣
∣
∣
.

These may be estimated in a similar fashion to (3.13).
(3) Finally, aN ,M is elliptic at (x0∞, ξ0∞). In fact, since the integrand is positive, the

integral is bounded from below by integration over any region. Consequently, the
integral is bounded from below by 〈x〉M+d/4〈η〉N−3d/4 if η is in a small enough
conic neighbourhood of ξ0 such that φx0∞(x)φξ0∞(ξ − η) ≡ 1.

By (3.12) we have that
(

aN ,M
)

(x, D)u ∈ L2(Rd). That means that we have found a
family of symbols such that the associated pseudo-differential operators AN ,M map
AN ,Mu ∈ L2(Rd), and such that these AN ,M are all elliptic in a fixed neighbourhood
of (x0, ξ0). Since M and N are arbitrary, one may conclude that, for suitable cut-offs
on their joint set of ellipticity, we have for all M , N ∈ N0 :

φx0(x)φξ0(D)u ∈ H−M−d/4,−N+3d/4(Rd),

implying φx0(x)φξ0(D)u ∈ S (Rd) and thus (x0∞, ξ0∞) /∈ WFSG(u), which con-
cludes the proof. ��
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4 Appendix: The FBI Transform Visualized

Explicitly computable FBI-transforms of certain model distributions may serve as a
visualization for Theorem 3.5 as well as the results building up to it. We have (cf. [9])

WFSG(δx0) = WFψ
SG(δx0) = {x0} × {±∞} (Dirac delta),

WFSG(eiξ0x ) = WFeSG(eiξ0x ) = {±∞} × {ξ0} (plane wave),

WFSG
(

e− i x2
2
) = WFψe

SG

(

e− i x2
2
)

= ({−∞} × {−∞}) ∪ ({∞} × {∞}) (chirp),

WFSG
(

Mx0Tξ0e
− |x |2

2
) = ∅ (Gaussian).

The first two identities may be directly read off from

∣
∣Fλ,μδx0(x, ξ)

∣
∣ = (2π3/2)−d/2μd/4λ3d/4e− λ

2μ |x0−μx |2

Fig. 1 The transformed chirp for various parameters λ and μ



J Fourier Anal Appl (2016) 22:1141–1156 1155

Fig. 2 The transformed Gaussian peak for various parameters λ and μ

and Fourier symmetry (3.4). The third and fourth FBI-transforms may be calculated
explicitly as well, and the graphs of absolute value of their transforms are depicted in
Figs. 1 and 2 (including level set lines and suitably scaled). These underline how the
time-frequency plane is shifted under the action of the generalized FBI transform for
various parameters.
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