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Abstract The subject of this article is the duality principle, which, well beyond its
stand at the heart of Gabor analysis, is a universal principle in frame theory that gives
insight into many phenomena. Its fiber matrix formulation for Gabor systems is the
driving principle behind seemingly different results. We show how the classical dual-
ity identities, operator representations and constructions for dual Gabor frames are
in fact aspects of the dual Gramian matrix fiberization and its sole duality principle,
giving a unified view to all of them. We show that the same duality principle, via dual
Gramian matrix analysis, holds for dual (or bi-) systems in abstract Hilbert spaces.
The essence of the duality principle is the unitary equivalence of the frame opera-
tor and the Gramian of certain adjoint systems. An immediate consequence is, for
example, that, even on this level of generality, dual frames are characterized in terms
of biorthogonality relations of adjoint systems. We formulate the duality principle
for irregular Gabor systems which have no structure whatsoever to the sampling of
the shifts and modulations of the generating window. In case the shifts and modula-
tions are sampled from lattices we show how the abstract matrices can be reduced
to the simple structured fiber matrices of shift-invariant systems, thus arriving back
in the well understood territory. Moreover, in the arena of multiresolution analysis
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(MRA)-wavelet frames, the mixed unitary extension principle can be viewed as the
duality principle in a sequence space. This perspective leads to a construction scheme
for dual wavelet frames which is strikingly simple in the sense that it only needs the
completion of an invertible constant matrix. Under minimal conditions on the MRA,
our construction guarantees the existence and easy constructability of non-separable
multivariate dual MRA-wavelet frames. The wavelets have compact support and we
show examples for multivariate interpolatory refinable functions. Finally, we general-
ize the duality principle to the case of transforms that are no longer defined by discrete
systems, but may have discrete adjoint systems.

Keywords Dual frame · Adjoint system · Duality principle · Wavelets ·
Gabor frame · Dual Gramian analysis · Filter bank

Mathematics Subject Classification 42C15 · 42C40 · 42C30 · 65T60

1 Introduction

Duality for frames is about the characterization and construction of dual frames of
a given frame and the representation of the elements of a Hilbert space by the dual
pairs. All these are implied by the duality principle, which stems from the truism
that knowing the columns of a matrix is as good as knowing its rows. Frames are
systems of vectors in Hilbert spaces that satisfy certain stability requirements. They
can be used for robust and sparse linear representations. If one associates a system in
some way with the columns of a matrix, or collection of matrices, one can study it via
the rows. The simple idea is to consider the rows as another, an adjoint, system in a
potentially different Hilbert space. The duality principle thus arises between systems
which can be associated with the columns, respectively rows, of the same matrix or
collection of matrices and implies, for example, that one is a frame if and only if the
other is a Riesz sequence. For this strategy to be meaningful, in particular in infinite
dimensional Hilbert spaces, the (infinite) matrices in some way have to represent the
analysis and synthesis operators of the systems and their properties should be linked
to the properties of those operators. The column–row relationship is thus ultimately
linked to an adjoint relationship of the respective operators, but depending on the kind
of representation in different ways. This shows the strengths of the matrix viewpoint.
While itmight be hard to derive an adjoint system fromconsidering an adjoint operator,
inspection of the rows of the matrix readily reveals an adjoint system and different
matrix representations can yield a wealth of different adjoint systems.

Matrix representations have long been a well established tool for the study and
construction of frames in Hilbert spaces of square-integrable functions. In the series
of papers [98,100–103] the structure of shift-invariant or generalized shift-invariant
systems of functions is used to represent the Fourier transformof the synthesis operator
through a continuum of so called fiber matrices built from the generators of the system.
The duality principle for Gabor frames [102], derived from column–row relationships,
and the unitary and mixed unitary extension principles for wavelet frames [100,101]
are but two central results that follow from this analysis. The class ofGabor andwavelet
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frames is widely used in practice to handle many signal processing problems. Tight
wavelet frames have been implemented with excellent results in numerous image
restoration algorithms such as inpainting [8,45], denoising [15,60,107], deblurring
[11,12,14], demosaicing [85] and enhancement [71].Wavelet frame related algorithms
have been developed to solve medical and biological image processing problems,
e.g. medical image segmentation [44,113], X-ray computer tomography (CT) image
reconstruction [47], and proteinmolecule 3D reconstruction from electronmicroscopy
images [83]. Frames provide large flexibility in designing filters with improved perfor-
mance in applications. For example, the filters used for image restoration in [1,13,91]
are learned from the image, resulting in filters that capture certain features of the
image and lead to a transform that gives a better sparse representation. In [75] Gabor
frame filter banks are designed to achieve high orientation selectivity that adapts to
the geometry of image edges for sparse image approximation. Wavelet filters can be
considered as discrete approximations of certain differential operators and thus the
tight wavelet frame based approach for image processing has close ties with the PDE
based approaches. Its connection to the total variation model is established in [9],
to the Mumford–Shah model in [10], and to the nonlinear evolution PDE models
in [46].

Since separable Hilbert spaces are sequence spaces with respect to some ortho-
normal basis, bounded linear operators between them are always given by infinite
matrices. Dual Gramian analysis and the duality principle therefore are available to
study frames also on the abstract infinite dimensional level. In [52] systems in abstract
Hilbert spaces are studied by means of the pre-Gramian matrix, representing the syn-
thesis operator, and by the Gramian and dual Gramian matrices, which represent the
composition of the synthesis operator and the analysis operator in different orders.
Adjoint systems are introduced for a given system by considering an adjoint (column–
row) relationship of the respective pre-Gramian matrices and complement the study
of the original system through the duality principle in the exact spirit of the results
for shift-invariant systems in the function spaces: The dual Gramian of the system is
the Gramian of its adjoint system. This can be considered the core statement of the
duality principle of abstract frame theory. It is underlying the abstract duality principle
previoulsy formulated in [19] and offers applications well beyond Gabor analysis, for
example a new perspective on the unitary extension principle, which leads to a simple
construction scheme for MRA-based multivariate tight wavelet frames proposed in
[52]. In this paper, we move on from the study of the frame properties of a single
system as in [52], to the study of dual pairs of systems in separable Hilbert spaces.
While for a given frame one always has its pre-image under its frame operator as a
canonical dual frame at one’s disposal, in concrete situations it can be desirable to
consider other dual frame pairs. To name only two instances, the canonical dual frame
of a Gabor frame of compactly supported generators will in general not be generated
by compactly supported functions [102], and the canonical dual frame of a wavelet
frame will in general not have a wavelet structure at all [6,39]. There are on the other
hand infinitely many alternative duals which do have wavelet structure [100]. As for
an example in finite dimensional Hilbert spaces, the canonical dual is in general not
optimal in handling higher order Sigma-Delta quantization errors, instead Sobolev
duals are best suited, see [2]. The analysis of the mixed frame operator of two sys-
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tems, which we therefore turn to, differs from that of a single system, for instance, in
that the mixed frame operator is no longer self-adjoint. We extend the matrix notions
and results of [52] to cover the case of pairs of systems by introducing the mixed dual
Gramian matrices. Our most central result remains the abstract duality principle, part
of which characterizes dual frame pairs in terms of biorthogonality relations of the
adjoint system counterparts.

The abstract (mixed) dual Gramian analysis can be applied to any system and may
simplify the analysis as soon as the system exhibits some structure. As an example, we
formulate the duality principle for irregular Gabor systems, making use of their shift
and modulation structure. If those shifts and modulations are sampled from lattices,
(regular) Gabor systems are a particularly well structured class of shift-invariant sys-
tems and, via Fourier transform, we show how the abstract pre-Gramian reduces to the
fiber pre-Gramian matrices of [98,102]. The underlying principles of dual Gramian
analysis and the duality principle are the same regardless of the particular matrix
representation of the synthesis operator. We show how they furnish a unified and
simple treatment of dual Gabor systems, naturally and straightforwardly leading to
the classical Walnut and Janssen representations of the mixed frame operator and to
the classical Wexler–Raz biorthogonality relations as part of the duality principle. As
already observed in [102], the duality principle on each fiber also is the essence of
numerous painless constructions of Gabor windows going back to [38] and we use it to
explicitly construct dual Gabor windows. The dual window pairs, whose construction
we outline, have coinciding support and arbitrary smoothness can be obtained. Most
importantly, the method can be easily generalized to the multivariate case.

The dual Gramian analysis developed in [98] has been applied to investigate dual
wavelet (or affine) systems, which by nature are not shift-invariant, by extending them
to quasi-affine systems, which are shift-invariant and still share the same frame prop-
erties [100,101]. If the wavelet system is generated from an MRA, the mixed unitary
extension principle for the construction of dual wavelet frames has been derived from
this analysis. The mixed unitary extension principle is the discrete dual frame condi-
tion in �2(Z

d) of certain filter bank systems formed by the wavelet masks, which in
turn can be viewed in the general framework of the mixed dual Gramian analysis in
abstract Hilbert spaces developed in this paper. An application of the abstract duality
principle at this point, leads to a new and simple way of constructing dual wavelet
frames, which, in contrast to existing constructions that involve factoring polynomials,
only requires completing and inverting a constant matrix. Especially in the multidi-
mensional case, this greatly simplifies the task of finding dual wavelet frames, and
moreover ensures the existence of dual MRA-wavelet frames for L2(R

d) with com-
pactly supported generators, under very weak condition on the refinement mask. The
construction scheme can, for example, start from any mask of a compactly supported
stable refinable functionwhose integer shifts form a partition of unity. In particular, the
mask may contain negative entries. This flexibility cannot be facilitated by the related
tight wavelet frame construction proposed in [52]. We outline several examples of
multivariate dual wavelet frames derived from our construction.

In summary, this paper has the following contributions: We develop and apply the
mixed dual Gramian analysis in the general Hilbert space setting. We use it to study
dual frames rather than restricting attention to tight frames, which we review as a
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special case along the way. Through the mixed dual Gramian viewpoint we derive
new results on dual frames. Applying it to Gabor systems, we show a duality principle
for systems with no structure at all to the shifts and modulations of the generating
window. For regular Gabor systems the duality principle has been a topic of intensive
research for years, with manywell known results and constructions.We show a unified
approach to those classical results, which, if one looks at them from the right angle, can
be understood as consequences of the mixed dual Gramian analysis. For example, the
Wexler–Raz biorthonormality relations, the Janssen (or Wexler–Raz) representation
and theWalnut representation canbe viewed andprovendirectly once the dualGramian
analysis is established as shown in this paper. In the sequence space, we use the
duality principle to get a filter bank construction which leads us to a construction
scheme that guarantees dual MRA-wavelet frames in multidimensions for practically
any usable refinable function. Finally, we go beyond systems to translation-invariant
transforms. We provide a limiting case of the duality principle for Gabor systems,
now between the translation-invariant Gabor transform and a shift-invariant system of
a single generating function.Moreover,we provide a link between translation-invariant
wavelet transforms and filter banks.

The paper is organized as follows: In Sect. 2, we review basic facts surrounding
the notions Bessel system, (dual) frame and Riesz basis defined by the synthesis and
analysis operators and their compositions, and discuss the duality principle that nat-
urally arises from the definitions. Moreover, we present some new results on dual
frames and mixed operators. Here we stay on the operator level, not yet considering
matrix representations. In Sect. 3, we extend the (infinite) matrix analysis of given
systems and their adjoint systems, as considered in [52], to cover the case of two
systems, with the duality principle as the central result. We consider abstract dual
frame characterizations which are in the spirit of known results in more concrete
spaces. Moreover we apply the duality principle to filter banks and give a very flex-
ible construction, inspired from [52], which we later use in the dual wavelet frame
construction. In Sect. 4, we formulate the duality principle for irregular Gabor frames.
For the case of regular Gabor systems, we reduce the abstract pre-Gramian to the fiber
pre-Gramian matrices for shift-invariant systems defined in [98] and put the classical
duality identities in the perspective of the dual Gramian analysis. We further consider
the construction of dual Gabor frames of high smoothness and in high dimensions.
Our attention in this section is on the dual system case, rather than the tight frame
case focused on in [102]. In Sect. 5, the mixed unitary extension principle for dual
wavelet frames is put into the perspective of the duality principle and we present the
construction of dual wavelet frames based on it, along with several examples. This
construction yields the very strong existence results, guaranteeing dual MRA-wavelet
frames for a very large class ofmultiresolution analyses, independent of the dimension.
The duality principle is ultimately a statement about operators, namely the analysis
and synthesis operators, and in Sect. 6 we consider translation-invariant transforms
which have a similar structure but are not strictly related to systems as in the previous
sections.
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2 Duality and Dual Frames

A dual frame of a frame provides the linear functionals which yield the coefficients
for series expansions in terms of the frame elements. Frames and their dual frames
are best treated in terms of bounded linear operators and their adjoint operators. The
duality principle is based on this duality notion of functional analysis. Frames first
have been introduced in [50] and for further developments on frames see e.g. [18,25].

2.1 Frames, Riesz Sequences and the Duality Principle

Let H be a separable Hilbert space and let X be a system in H , i.e. a countable
indexed family X = {xi }i∈I of elements in H . The system may contain elements
multiple times. In concrete applications the index set I reflects the organization of
the system, e.g. shifts and modulations for Gabor systems or shifts and dilations for
wavelet systems. To simplify our notation, we will omit writing out the index set I. In
this case we let the vectors index themselves, i.e. we use X as system and index set I
simultaneously.Whenever X is considered as its indexing set, all vectors are identified
as different indices for the purpuse of indexing (even identical ones that may appear
multiple times). The synthesis operator of X is defined by

TX : �0(X) → H : c �→
∑

x∈X
c(x)x

on the dense subspace �0(X) consisting of all finitely supported sequences in �2(X),
the Hilbert space of all square summable sequences indexed by X . The system X is
called a Bessel system if TX is bounded, in which case we consider TX as its unique
continuous extension to a bounded operator on �2(X). The norm ‖TX‖ is called the
Bessel bound of X . A Bessel system X is called �2-independent if TX is injective,
and fundamental if TX has dense range in H . If and only if X is a Bessel system, the
analysis operator

T ∗
X : H → �2(X) : h �→ {〈h, x〉}x∈X

is bounded (otherwise it is only formally defined and may not map into �2(X)). Bessel
systems and their properties might therefore as well be characterized by the analysis
operator of the system. In theBessel case, T ∗

X is the adjoint operator of TX . Numerically
stable reconstruction, from coefficients given by application of the analysis operator
of a system, requires the analysis operator to provide an isomorphic embedding of H
into �2(X). In this case, i.e. if there exist 0 < A ≤ B such that

A‖h‖ ≤ ‖T ∗
Xh‖ ≤ B‖h‖ for all h ∈ H, (2.1)

the system X is called a frame for H , and in particular a tight frame if A = B = 1.
The system X is called a frame sequence if it is a frame for a closed subspace of H . If,
on the other hand, the synthesis operator provides an isomorphic embedding of �2(X)

into H , i.e. if there exist 0 < A ≤ B such that
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A‖c‖ ≤ ‖TXc‖ ≤ B‖c‖ for all c ∈ �2(X), (2.2)

then X is called a Riesz sequence and if this holds for A = B = 1, then the elements
of X are orthonormal. A Riesz sequence is called a Riesz basis if the closed linear
span of X is H .

Due to the dual character of (2.1) and (2.2), one may consider two systems X and
X∗ as adjoint to each other if their synthesis operators are the adjoint operators of each
other, i.e. in case T ∗

X = TX∗ , perhaps up to unitary equivalence. It is then immediate
that X is a (fundamental) Bessel system if and only if X∗ is an (�2-independent)
Bessel system; and that X is a (tight) frame if and only if X∗ is a (orthonormal) Riesz
sequence. This duality principle, T ∗

X = TX∗ , on the level of operators is rather crude
and has plenty of room for adjustment when taking into account the specifics of the
system and the underlying Hilbert space in concrete situations. It is not immediately
clear how to find an adjoint system on the level of operators. If, however, one has a
matrix representation of the operator, adjoint systems appear as the rows and columns.
The simple principle around which the results in this paper revolve is thus provided
by the duality between adjoint operators and by their matrix representation.

Duality Principle The systems X and X∗ are adjoint to each other if for some matrix
representation of the synthesis operator of X, the columns can be associated with X
while the rows can be associated with X∗. Analysis (resp. synthesis) properties of X
are characterized by synthesis (resp. analysis) properties of X∗.

In a nutshell, the duality principle is thus the matrix perspective on adjoint opera-
tors, no matter how technical the specifics of meaningful matrix representations and
inference on the systems in certain infinite dimensional situations may be. The trivial
case is of course the one of finite systems in finite dimensions. If X = {xn}Nn=1 ⊂ C

M ,
then, with respect to the standard orthonormal bases, TX is given by the matrix

JX =
⎛

⎜⎝
x1(1) · · · xN (1)

...
. . .

...

x1(M) · · · xN (M)

⎞

⎟⎠

and T ∗
X by its adjoint matrix J ∗

X . Thus, a possible adjoint system of X is given by

X∗ = {(xn(m))n=1,...,N : m = 1, . . . , M} ⊂ C
N ,

i.e. by the complex conjugates of the rows of JX . The adjoint relationship between X
and X∗ is nowextensively used in the studyoffinite frames infinite dimensional spaces,
see e.g. [7,17]. Similarly, adjoint systems in abstract infinite dimensional Hilbert
spaces have been defined in [52] using infinite matrix representations. The system
then has to meet some weak condition depending on the basis chosen for the matrix
representation. We will expand on this ideas in Sect. 3 and, for example in Sect. 4,
will see how the freedom to choose the basis for the representation can make general
matrix representations useful as soon as the given system exhibits some structure.
Even better tailored representations can be achieved if in addition the specifics of
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the Hilbert space are as well being exploited. One may study unitarily equivalent
versions of the relevant operators if they have simpler matrix representation. All this
has been done in the series of papers [98–102] for general and particular shift-invariant
systems in L2(R

d). The technique used there still goes one step further. It analyzes
the properties of the Fourier transform of the synthesis and analysis operators by
representing themby awhole continuumofmatrices, the so called fibers, instead of just
one matrix. In compensation for moving to a whole family of matrices, those matrices
are simply composed of the Fourier transforms of the generators of the systems and
have a very regular structure. Properties of the analysis and synthesis operators can
then be characterized by properties of the fibers, which have to hold in a uniform way,
and adjoint systems are introduced via the rows and columns of the fiber matrices,
see Sect. 4. In Sect. 6 we will return to the duality principle on the operator level
when discussing translation-invariant transforms. Though they do not arise as analysis
operators of discrete systems, in certain cases they do have discrete adjoint systems.

It is trivial to observe that T ∗
X = TX∗ implies TXT ∗

X = T ∗
X∗TX∗ . This observation is

important since the frame and Riesz properties of the system X can also be character-
ized using the self-adjoint operators T ∗

XTX and TXT ∗
X . Indeed, X is a Bessel system if

and only if one of those operators, and therefore both, are bounded. In this case X is �2-
independent if and only if T ∗

X TX is invertible; X is a Riesz sequence if and only if T ∗
X TX

has a bounded inverse; and X is an orthonormal sequence if and only if T ∗
XTX = I ,

where I denotes the identity on H . A Bessel system X is fundamental if and only if
TXT ∗

X is injective; it is a frame for H if and only if TXT ∗
X has a bounded inverse; and

it is a tight frame if and only if TXT ∗
X = I . Matrix representations of the analysis and

synthesis operators yield matrix representations for their compositions, the Gramian
representing T ∗

XTX and the dual Gramian representing TXT ∗
X . This motivates to refer

to the matrix representation of TX as the pre-Gramian. If X is a tight frame T ∗
X may

have many left inverses besides TX . For this, let Y = RX where R : X → H is a map.
More precisely, we consider two systems X = {xi }i∈I and Y = {yi }i∈I ′ with index
sets I and I ′ between which there is a bijection R : I → I ′. Then, essentially, X and
Y have the same index set. To simplify our notation, and in drawing on our viewing
of X and Y as indexing themselves, we will say that we consider a map R : X → H
and let Y = RX . Here, again in slight abuse of notation, we are actually establishing a
map between the index sets of the systems X and Y . If now X and Y = RX are Bessel
systems in H , then one can consider TY T ∗

X and if this operator is the identity on H
then X and Y are called a pair of dual frames for H (in particular, both are frames).
The mixed operators T ∗

Y TX and TY T ∗
X are then represented by mixed dual Gramians

andmixed Gramians. The duality principle now can be formulated as a matrix equality
(up to unitary transforms or complex conjugations):

The mixed dual Gramian of two systems is the mixed Gramian of their adjoint
systems.

A major aspect of this article is the construction of dual/tight frames. The duality
principle can often facilitate constructions since the adjoint systems and their biorthog-
onality properties are usually more accessible than the original systems.

We end this subsection discussing a few more relevant preliminaries about frames.
While (2.1) and (2.2) are in perfect duality, the arising definitions are of different
quality. Every Riesz basis is in fact a frame, with the optimal bounds in (2.2) and
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(2.1) coinciding, but the converse is not true. Notice that a Bessel system X is frame
sequence if and only if any of the following equivalent conditions is satisfied: (i)
ran TX is closed, (ii) TX is bounded below on (ker TX )⊥, (iii) ran T ∗

X = (ker TX )⊥,
(iv) T ∗

X is bounded below on (ker T ∗
X )⊥. A frame sequence is a frame for H whenever

ran TX = H . A Bessel system X is a Riesz sequence if and only if TX is injective and
T ∗
X is bounded below on (ker T ∗

X )⊥. That is, a frame X for H is a Riesz basis for H
if and only if TX is injective, or equivalently if ran T ∗

X = �2(X). If X is a frame, we

refer to the optimal bounds A = ‖T †
X‖−1 = ‖(T ∗

X )†‖−1 and B = ‖TX‖ = ‖T ∗
X‖ in

(2.1) as the lower and upper frame bounds1 of X . Here, given some bounded operator
T between two Hilbert spaces, T † denotes its partial inverse, i.e. the inverse of the
restriction of T to (ker T )⊥. The injectivity imposed on TX by (2.2) makes series
expansions in terms of elements of Riesz sequences unique. This is not the case for
series expansions in terms of the elements of frame sequences and is usually referred
to as frames being redundant. A question about reducing the redundancy of a frame
is whether every frame contains a Riesz basis. The answer of course is negative, since
the vectors of a Riesz basis are necessarily bounded and bounded below away from
zero in norm. Thus, if {en}n∈N is an orthonormal basis, then {e1, 1√

2
e2,

1√
2
e2, . . .}

(where 1√
n
en appears n times) is a tight frame which does not contain a Riesz basis.

Counterexamples still exist if one does not allow frames which contain a subsequence
converging to zero in norm [16,106]. In other words, it is in general not possible to
choose a coordinate subspace of the coefficient space �2(X) of a tight frame X , such
that the restriction of TX to this subspace becomes injectivewhile still being onto.Here,
by a coordinate subspace of �2(X) we mean any subspace of the form span{ex }x∈Y
where Y is a subsystem of X and {ex }x∈X ⊂ �2(X) are the standard unit vectors. That
is, the coordinate subspaces are those subspaces that can be identified with �2(Y ) for
some subsystem Y of X . The situation changes if one considers arbitrary subspaces of
the coefficient space. Given a Bessel system X , the question becomes whether there
is some subspace H ′ of �2(X) such that TX |H ′ is bounded below, i.e. such that

‖(TX |H ′)†‖−1‖c‖ ≤ ‖TXc‖ ≤ ‖TX |H ′ ‖‖c‖ for all c ∈ H ′. (2.3)

Note that X is a frame sequence if (2.3) holds for H ′ = (ker TX )⊥, that X contains
a Riesz sequence if (2.3) holds for a coordinate subspace �2(X), and that X is a
Riesz sequence if (2.3) holds for H ′ = �2(X). If X is a frame for H , then TXT ∗

X is
bounded below and onto, thus TX |ran T ∗

X
is bounded below and onto and one can choose

H ′ = ran T ∗
X . Moreover, ran T ∗

X is exactly the space of coefficients needed for X to
span H , so we really may restrict our attention to precisely this subspace of �2(X). In
effect, in this view the distinction between frame and Riesz property vanishes and in
this sense one can always make a redundant system non-redundant by considering it
on a smaller coefficient space. The more redundant a system is, the fewer coefficients
one needs to represent H since ker TX gets larger while ran T ∗

X gets smaller.

1 Often in the literature the squares of those numbers are called lower and upper frame bounds.
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2.2 Dual Frames and Mixed Operators

This article emphasizes dual frame pairs, tight frames being a special case. Among
the dual frames of a frame, one enjoys special prominence. If X is a frame for H ,
then X and S−1X , where S = TXT ∗

X , are dual frames since S−1 is self-adjoint and
therefore T ∗

S−1X
= T ∗

XS−1. The system S−1X is called the canonical dual frame of
X . In particular, a tight frame has itself as canonical dual frame. The canonical dual
frame S−1X is distinguished from any other dual frame RX by several properties. For
example, S−1X is the unique dual frame to make the projector T ∗

RXTX an orthogonal
projector, see [100]. Also, ‖T ∗

S−1X
f ‖ ≤ ‖T ∗

RX f ‖ for any f ∈ H , see [37]. Moreover,

S−1 is the only operator among all dual frame maps R that is self-adjoint, i.e. if X
and RX are dual frames, then RX is the canonical dual frame of X if and only if
〈x, Rx ′〉 = 〈Rx, x ′〉 for all x, x ′ ∈ X , see [100]. The canonical dual frame can also be
used to verify the independence properties of the system. Specifically, see [100], if X
is a frame for H , then 〈x,S−1x〉 ≤ 1 for all x ∈ X and X is a Riesz basis if and only
if 〈x,S−1x〉 = 1 for all x ∈ X . In particular, a tight frame is an orthonormal basis if
and only if all its elements have unit norm.

We now prove some facts about the mixed operators TY T ∗
X and T ∗

Y TX . The first is
in the spirit of the canonical dual frame.

Proposition 2.1 Let X and Y = RX be frames for H such that ran T ∗
X = ran T ∗

Y .
Then TY T ∗

X is boundedly invertible and (TY T ∗
X )−1Y and X are dual frames.

Proof We have

ran TY T
∗
X = ran (TY |ran T ∗

X
) = ran (TY |ran T ∗

Y
) = ran (TY |(ker TY )⊥) = ran TY = H.

To show the injectivity of TY T ∗
X , let f ∈ H such that TY T ∗

X f = 0. Then T ∗
X f ∈

ker TY = (ran T ∗
Y )⊥ = (ran T ∗

X )⊥ which gives T ∗
X f = 0. Since X is a frame, T ∗

X is
injective, and thus f = 0, showing that TY T ∗

X is injective. A similar proof shows that
TXT ∗

Y is also invertible. Thus, by the open mapping theorem, TY T ∗
X and TXT ∗

Y are
boundedly invertible on H and, denoting Q = (TY T ∗

X )−1R, we have

T ∗
QXh = {〈h, (TY T

∗
X )−1Rx〉}x∈X

for any h ∈ H , i.e. T ∗
QX = T ∗

Y (TXT ∗
Y )−1. Therefore, TXT ∗

QX is the identity on H . ��
Proposition 2.2 Let X and Y = RX be Bessel systems in H such that ran T ∗

X =
ran T ∗

Y . Then the following are equivalent:

(i) X and Y are frames.
(ii) TY T ∗

X and TXT ∗
Y are bounded below.

Proof Suppose X and Y are frames for H . Then TX is bounded below on (ker TX )⊥ =
ran T ∗

X = ran T ∗
Y and T ∗

Y is bounded below on H . Thus, for every h ∈ H we have

‖T †
X‖−1‖(T ∗

Y )†‖−1‖h‖ ≤ ‖T †
X‖−1‖T ∗

Y h‖ ≤ ‖TXT ∗
Y h‖.
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Hence TXT ∗
Y is bounded belowon H and similarly is TY T ∗

X . On the other hand, suppose
TXT ∗

Y is bounded below. Since TX is bounded, T ∗
Y is bounded below. Thus Y is a frame.

Similarly, X is a frame. ��
Note that the assumption ran T ∗

X = ran T ∗
Y in Propositions 2.1 and 2.2 is essential.

There do exist orthogonal frames X and Y = RX such that TY T ∗
X = TXT ∗

Y = 0,
see [77]. Moreover, note that ran T ∗

X = ran T ∗
Y is not implied by Proposition 2.2(ii).

Indeed, the canonical dual of a frame X is the only Bessel system R′X in H for which
TR′XT ∗

X = I and ran T ∗
X = ran T ∗

R′X , see [98]. The condition ran T ∗
X = ran T ∗

Y is not
needed for (ii) to imply (i) in Proposition 2.2.

Proposition 2.3 Let X and Y = RX be Bessel systems in H such that ran TX =
ran TY . Then the following are equivalent:

(i) X and Y are Riesz sequences.
(ii) T ∗

Y TX and T ∗
XTY are bounded below.

Proof If T ∗
Y TX is bounded below and T ∗

Y is bounded, then TX is bounded below. Thus
X is a Riesz sequence. On the other hand, if X and Y are Riesz sequences, then TX
is bounded below and T ∗

Y is bounded below on (ker T ∗
Y )⊥ = (ker T ∗

X )⊥. Therefore
T ∗
Y TX is bounded below. ��
We now turn to the restriction of the coefficient space to some subspace of �2(X)

through an orthogonal projection. That is, consider the operator TX PH ′T ∗
X where X is

a Bessel system in H and PH ′ is the orthogonal projection of �2(X) onto a subspace
H ′ of �2(X). If ran T ∗

X ⊂ H ′, then TX PH ′T ∗
X = TXT ∗

X , which is the classical situation
with TX acting on the whole coefficient space ran T ∗

X . In general, decompose H ′ into
the orthogonal direct sum H ′ = H ′

1 ⊕ H ′
2, where H ′

1 = H ′ ∩ ran T ∗
X and H ′

2 is
the orthogonal complement of H ′

1 in H ′. Then H ′
1 ⊂ ran T ∗

X and H ′
2 ⊂ ker TX , i.e.

TX PH ′
2
T ∗
X is identical zero.

Operators of the form TX PH ′T ∗
X arise in many contexts. Let, say, X be a tight frame

for H , let Y be a subsystem of X and M(Y ) = ∑
x∈Y 〈·, x〉x . Then the mapping M ,

defined on the family of all subsystems of X , is a simple example of a positive oper-
ator valued measure, a notion playing a major role in quantum information theory,
describing generalized measurements [104]. In general, M(Y ) is not an orthogonal
projection. Indeed, letting P(Y ) be the orthogonal projection of �2(X) onto the sub-
space span{ex }x∈Y , then M(Y ) = TX P(Y )T ∗

X , which is an instance of Naimark’s
dilation theorem (see e.g. [90]). The mapping P defines a projection valued measure,
describing the standardmeasurements in quantum theory.We now show that TX PH ′T ∗

X
is an orthogonal projection whenever X is a tight frame for certain subspaces related
to H ′.

Proposition 2.4 Let X be a fundamental Bessel system in H and let H ′ be a subspace
of �2(X). Then the following are equivalent:

(i) TXT ∗
X is the identity on E1 = { f ∈ H : T ∗

X f ∈ H ′}.
(ii) TXT ∗

X is the identity on E2 = ran TX |H ′ .

If (i) (or (ii)) holds, then TX PH ′T ∗
X is the orthogonal projection onto E1 and E1 = E2.



82 J Fourier Anal Appl (2016) 22:71–136

Proof With H ′ decomposed as above, notice that TX PH ′T ∗
X = TX PH ′

1
T ∗
X +

TX PH ′
2
T ∗
X = TX PH ′

1
T ∗
X . Hence, ran TX |H ′ = ran TX |H ′

1
and TXT ∗

X is the identity
on E1 if and only if it is the identity on { f ∈ H : T ∗

X f ∈ H ′
1}. Therefore, assume

as we may, that H ′ ⊂ ran T ∗
X . (i) ⇒ (ii): Note that TXT ∗

X maps E1 onto E2 and
is the identity on E1, thus these two sets coincide. (ii) ⇒ (i): If T ∗

Xh ∈ H ′, then
(TXT ∗

X )TXT ∗
Xh = (TXT ∗

X )h, i.e. TXT ∗
Xh − h ∈ ker TXT ∗

X . Since X is fundamental,
H = ran TX = (ker T ∗

X )⊥ = (ker TXT ∗
X )⊥, which yields ker TXT ∗

X = {0}.
Now assume (i). As TX PH ′T ∗

X is self-adjoint it remains to show that it is the identity
on its range. If h ∈ E1, then TX PH ′T ∗

Xh = TXT ∗
Xh = h and thus E1 ⊂ ran TX PH ′T ∗

X .
It therefore remains to show ran TX PH ′T ∗

X ⊂ E1. To this end, let h ∈ ran TX PH ′T ∗
X ,

say h = TX PH ′T ∗
X g. Since H ′ ⊂ ran T ∗

X , we have PH ′T ∗
X g = T ∗

X f for some f ∈ E1.
Therefore, by (ii), T ∗

Xh = T ∗
XTX PH ′T ∗

X g = T ∗
XTXT

∗
X f = T ∗

X f ∈ H ′, i.e. h ∈ E1. ��
Without the assumption on X to be fundamental, (ii) does not imply (i). Take, say,

H = R
3 with the standard orthonormal basis {e1, e2, e3} and let X = {e1, e2}. Let

H ′ = ran T ∗
X = R

2. Then TXT ∗
X is the identity on E2 but not on E1 = R

3. Merely
under the assumption on X being fundamental, E1 in general does not coincide with
E2 (or its closure). Take H = R

2 and X = √
2/5{(0, 1)�, (1, 0)�, (1, 1)�}. Let H ′ =

span{(0, 1, 1)�} ⊂ span{(1, 0, 1)�, (0, 1, 1)�} = ran T ∗
X . Then E1 = span{(1, 0)�}

but E2 = span{(2, 1)�}. Note also that in this example TX PH ′T ∗
X is the orthogonal

projection onto E2, i.e. the assumption on TX PH ′T ∗
X to be an orthogonal projection in

the above result does not imply (i) (nor (ii)).
According to Proposition 2.4, the operator TX PH ′T ∗

X is a projection whenever
TXT ∗

X is the identity on certain subspaces of H , i.e. when X is a tight frame for certain
subspaces of H . A weaker condition is the assumption that TXT ∗

X is bounded below
on the aforementioned subspaces. However, note that if H ′ is a proper subspace of
ran T ∗

X , we can choose a nonzero h ∈ H such that T ∗
Xh ∈ (ran T ∗

X ) � H ′. Then
TX PH ′T ∗

Xh = 0. Thus, in this case TX PH ′T ∗
X cannot be bounded below. Nevertheless,

if X is a fundamental Bessel system in H and H ′ ⊂ ran T ∗
X , then TXT ∗

X is bounded
below on E1 if and only if (TXT ∗

X |E1)
−1 is bounded on E2.

3 Mixed Dual Gramian Analysis

Bounded linear operators between sequence spaces have natural representations as
infinite matrices. If T is a bounded linear operator between two separable Hilbert
spaces with orthonormal basesO′ andO, the matrix (ae,e′)e∈O,e′∈O′ corresponding to
T is defined by the relation T e′ =∑e∈O ae,e′e, i.e. its entries are ae,e′ = 〈T e′, e〉. The
synthesis operator TX of a given system X in H is a (potentially unbounded) densely
defined linear operator from �2(X) to H and the key to dual Gramian analysis and the
duality principle in abstract Hilbert spaces is to study it through an infinite matrix. In
[52], the standard unit vectors {ex }x∈X are chosen as an orthonormal basis for �2(X)

and the pre-Gramian JX of X associated with an orthonormal basisO of H is defined
as the (infinite) matrix

JX := (〈TXex , e〉)e∈O,x∈X = (〈x, e〉)e∈O,x∈X . (3.4)
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Assuming X to be a Bessel system, or under the weaker assumption2

∑

x∈X
|〈x, e〉|2 < ∞ for all e ∈ O, (3.5)

the pre-Gramian matrix and its adjoint represent TX and T ∗
X in the following way,

where U denotes the synthesis operator of O:

U JXc = TXc for all c ∈ �0(X),

and

T ∗
XUd = J ∗

Xd for all d ∈ �0(O).

Consequently, one can study Bessel, frame, and Riesz properties of X by consid-
ering the pre-Gramian matrix, its adjoint, and two Hermitian matrices: the Gramian
GX = J ∗

X JX and the dual Gramian G̃X = JX J ∗
X . This has been done in [52] and we

now extend those results to the analysis of two systems.

3.1 Mixed Dual Gramian Matrices

Let X be a system in H and R : X → H a map. Assuming (3.5) for X and RX with
respect to an orthonormal basis O of H , define their mixed Gramian matrix as

GRX,X := J ∗
RX JX =

(
∑

e∈O
〈x ′, e〉〈e, Rx〉

)

x∈X,x ′∈X
= (〈x ′, Rx〉)x∈X,x ′∈X , (3.6)

and their mixed dual Gramian matrix as

G̃ RX,X := JRX J
∗
X =

(
∑

x∈X
〈Rx, e〉〈e′, x〉

)

e∈O,e′∈O
. (3.7)

These matrices represent T ∗
RXTX and TRXT ∗

X as follows.

Proposition 3.1 Let X and RX be systems in H which satisfy (3.5) with respect to an
orthonormal basis O. Suppose the mixed Gramian GRX,X and mixed dual Gramian
G̃RX,X are both defined with respect to O and let U be the synthesis operator of O.
Then

〈TXc, TRXd〉 = d∗GRX,Xc for all c, d ∈ �0(X),

2 Consider, e.g., �2(N) with the standard unit vector basis O = {en}n∈N. Then X = {nen}n∈N satisfies
(3.5) but is not a Bessel sequence.
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and

〈T ∗
XUc, T ∗

RXUd〉 = d∗G̃ RX,Xc for all c, d ∈ �0(O).

If X and RX are Bessel systems, then GRX,X defines a bounded operator on �2(X)

and G̃RX,X defines a bounded operator on �2(O). Further, in this case

T ∗
RXTXc = GRX,Xc for all c ∈ �2(X), (3.8)

and

U∗TRXT ∗
XUc = G̃ RX,Xc for all c ∈ �2(O). (3.9)

Proof Let c, d ∈ �0(X). Then

〈TXc, TRXd〉 =
〈
∑

x ′∈X
c(x ′)x ′,

∑

x∈X
d(x)Rx

〉

=
∑

x∈X
d(x)

∑

x ′∈X
c(x ′)〈x ′, Rx〉 = d∗GRX,Xc.

For c, d ∈ �0(O) we get

〈T ∗
XUc, T ∗

RXUd〉 =
∑

x∈X
〈Uc, x〉〈Rx,Ud〉

=
∑

e∈O
d(e)

∑

e′∈O
c(e′)

∑

x∈X
〈e′, x〉〈Rx, e〉 = d∗G̃ RX,Xc.

��
In the following two results, O is the orthonormal basis corresponding to the con-

sidered pre-Gramian andU is its synthesis operator. The relationship (3.9) implies the
following characterization of dual frames X and RX .

Corollary 3.2 Let X and RX be Bessel systems for H. Then X and RX are dual
frames for H if and only if G̃ RX,X = I on �2(O).

In case RX = X the mixed dual Gramian matrix becomes the dual Gramian
matrix. Using the dual Gramian matrix, the canonical dual frame can be found by
matrix inversion and the property of being a Riesz basis can be verified by evaluating
the inner products of the elements of X .

Corollary 3.3 Let X be a frame in H. Then 〈U∗x, G̃−1
X,XU

∗x〉 ≤ 1 for all x ∈ X.

Moreover, X is a Riesz basis if and only if 〈U∗x, G̃−1
X,XU

∗x〉 = 1 for all x ∈ X.
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3.2 Adjoint Systems and Dual Frames

The adjoint system, introduced in [52], is a useful tool for the study of frame systems.
In this section we use it for the study of dual frame pairs.

3.2.1 Adjoint Systems and Duality Principle

Using the pre-Gramian, one can define adjoint systems of a given system by linking
the columns and rows of JX . The columns of JX represent the vectors of the system
X against an orthonormal basis O, whereas the rows of JX represent the vectors of
some adjoint system in �2(X). The definition in [52] is as follows.

Definition 3.4 Let X be a system and JX its pre-Gramian with respect to an ortho-
normal basis O such that (3.5) holds. A system X∗ (in a potentially different Hilbert
space) is called an adjoint system of X , if there is an orthonormal basis O′ such that
X∗ and O′ satisfy (3.5), and such that the pre-Gramian JX∗ of X∗ with respect to O′
satisfies

JX∗ = U J ∗
XV (3.10)

for some unitary operators U and V .3

The most important application of the adjoint system is the duality principle, a
relationship between the Gramian and dual Gramian matrices of systems and their
adjoint systems that has been observed in [52]. The duality principle holds in com-
pletely analogous fashion for the more general case of two systems, saying that the
mixed dual Gramian matrix of two systems X and RX is (unitarily equivalent to) the
mixed Gramian matrix of their adjoint systems X∗ and (RX)∗, and vice versa. For
this, note that, whenever we consider several systems and their corresponding adjoint
systems we will always assume that all of them are satisfying the respective adjoint
relationship (3.10) with respect to the same orthonormal bases and unitaries. Then,
indeed,

G̃ RX,X = JRX J
∗
X = V J ∗

(RX)∗UU∗ JX∗V ∗ = VG(RX)∗,X∗V ∗

and

GRX,X = J ∗
RX JX = U∗ J(RX)∗V

∗V J ∗
X∗U = U∗G̃(RX)∗,X∗U.

We therefore have the following abstract duality principle.

Theorem 3.5 Let X, RX be systems in H and X∗, resp. (RX)∗, be adjoint systems of
X, resp. RX (with respect to the same orthonormal bases and unitaries). Then, up to
unitary equivalence, G̃ RX,X is equal to G(RX)∗,X∗ and GRX,X is equal to G̃(RX)∗,X∗ .

3 Note that one might also consider complex conjugations of the entries of the pre-Gramian in (3.10)
without introducing essential changes to the discussion that follows.
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Consequently, if X and RX are Bessel systems, then X and RX are dual frames if and
only if X∗ is biorthonormal to (RX)∗.

The assumption on the existence of the adjoint systems in the duality principle puts
a restriction on the systems for which it can be applied. Both have to satisfy (3.5) (for
the same orthonormal basis), for which it is sufficient that both systems are Bessel
systems. Note further, that the above biorthonormality is with respect to the natural
indexing of the vectors of X∗ and (RX)∗ by means of the orthonormal basis chosen
for the representation of the pre-Gramian matrices JX and JRX .

In the case of single systems, i.e. R being the identity, the duality principle reduces
to the following: Up to unitaries, the dual Gramian of the system X is the Gramian of
its adjoint system X∗, and vice versa, see [52]. Considering quadratic forms, the Bessel
property of X can also be characterized by the (dual) Gramian matrix. Therefore, X
is Bessel if and only if X∗ is Bessel; X is Bessel and fundamental if and only if X∗ is
Bessel and �2-independent; X is a frame if and only if X∗ is a Riesz sequence; X is
a tight frame if and only if X∗ is an orthonormal sequence. The roles of X and X∗ in
the previous statements are interchangeable, since X is an adjoint system of X∗.

In later sections we will apply the duality principle to Gabor systems and wavelet
systems. Here we only mention two short illustrating examples.

Example 3.6 The finite dimensional case is the simplest. Let, say, X = {xn}Nn=1 and
Y = {yn}Nn=1 be spanning sets in C

M . The pre-Gramians JX and JY with respect
to the standard orthonormal basis of CM are the matrices which have the vectors of
X , respectively Y , as columns. The adjoint systems are given in C

N by the complex
conjugate rows of those matrices. Hence the duality principle implies that the columns
of JX and JY , i.e. X and Y , are dual frames, if and only if the rows of JX and JY are
biorthonormal, i.e.

∑N
n=1 xn(i)yn( j) = δi j for i, j = 1, 2, . . . , M .

Example 3.7 Let X be a system in H , satisfying (3.5) with respect to an orthonormal
basis O of H . Similarly to the finite dimensional case, an adjoint system in �2(X) is
given by the sequences which make up the rows of JX :

{
(〈x, e〉)x∈X : e ∈ O

}
.

As in Definition 3.4, this adjoint system may be unitarily mapped from the sequence
space �2(X) into a different Hilbert space. If, say, {vx }x∈X is an orthonormal basis of
some Hilbert space, then

X∗ =
{
∑

x∈X
〈x, e〉vx : e ∈ O

}
(3.11)

is an adjoint system of X . If X and O have the same cardinality, {vx }x∈X can be
choosen to be some orthonormal basis for H . Then X∗ is an adjoint system of X in
H , first defined in [19] as the Riesz-dual sequence of X (see also [20,28,30]). Note
that in this case O might as well be indexed by X , i.e. O = {ex }x∈X and
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X∗ =
{
x∗ =

∑

x ′∈X
〈x ′, ex 〉vx ′ : x ∈ X

}
.

Remarkably, in [19] the Riesz dual sequence is defined and its dualities with X are
shown without reference to any matrix representations. The matrix viewpoint directly
reveals all those dualities via the duality principle. If, for example, X is a frame and
S = TXT ∗

X , then

{
(S−1x)∗ =

∑

x ′∈X
〈S−1x ′, ex 〉vx ′ : x ∈ X

}

defines an adjoint system ofS−1X and therefore the biorthogonality 〈x∗, (S−1x ′)∗〉 =
δx,x ′ for all x, x ′ ∈ X follows from Theorem 3.5, since S−1X is the canonical dual
frame of X .

As another application of Definition 3.4 we observe a relationship between the
mixed frame operators of systems and their adjoint systems. Let X , Y = RX and Z be
Bessel systems in H , and O be an orthonormal basis of H . Then the obvious matrix
relationship

JX J
∗
Y JZ = (J ∗

Z JY J
∗
X )∗

holds, where all pre-Gramians are being considered with respect to O. If X∗,Y ∗, Z∗
are adjoint systems of X,Y, Z , respectively, all with respect to the same orthonormal
basis O′ and unitaries U, V , then

JX J
∗
Y JZ = V (JZ∗ J ∗

Y ∗ JX∗)∗U. (3.12)

Note that JX J ∗
Y JZ is the pre-Gramian matrix of the system X ′ = TXT ∗

Y Z while
JZ∗ J ∗

Y ∗ JX∗ is the pre-Gramian matrix of the system Y ′ = TZ∗T ∗
Y ∗ X∗. Equation (3.12)

implies that X ′ and Y ′ are adjoint systems as in Definition 3.4.

Theorem 3.8 If X, Y = RX, Z are Bessel systems in H, where R : X → H is a
map, and X∗, Y ∗, Z∗ are their respective adjoint systems (with respect to the same
orthonormal bases and unitaries), then the system TXT ∗

Y Z is an adjoint system of
TZ∗T ∗

Y ∗ X∗.

3.2.2 Other Dual Frame Characterizations

The family of all dual frames of a given frame can be parametrized in terms of the
adjoint systems.

Proposition 3.9 Let X be a frame for H and R : X → H a map such that RX is a
Bessel system. Denote S = TXT ∗

X . Let X
∗, (RX)∗ and (S−1X)∗ be adjoint systems

of X, RX and S−1X, respectively (with respect to the same orthonormal bases and
unitaries). Then
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(i) (S−1X)∗ is a system in ran TX∗ ,
(ii) RX is a dual frame of X if and only if (RX)∗ is an additive perturbation of

(S−1X)∗ by vectors from (ran TX∗)⊥ whose collection is a Bessel system.

Proof (i) We have ker TX = ker TS−1X , so in particular ker JX = ker JS−1X ,
i.e. (ran J ∗

X )⊥ = (ran J ∗
S−1X

)⊥ and in turn ran J ∗
X = ran J ∗

S−1X
. Therefore,

ranU∗ JX∗V ∗ = ranU∗ J(S−1X)∗V
∗ with unitaries U and V and thus ran JX∗ =

ran J(S−1X)∗ .
(ii) Suppose RX is a dual frame for X , i.e. JRX J ∗

X = I . Then (JRX − JS−1X )J ∗
X = 0

since JS−1X J
∗
X = I . Taking adjoint yields

ran
(
J ∗
RX − J ∗

S−1X

)
⊂ ker JX =

(
ran J ∗

X

)⊥
,

and thus

ran
(
U∗(J(RX)∗ − J(S−1X)∗

)
V ∗) ⊂ (ranU∗ JX∗V ∗)⊥,

i.e.

ran
(
J(RX)∗ − J(S−1X)∗

)
⊂ (ran JX∗)⊥.

Conversely, suppose the vectors of (RX)∗ are perturbations of the vectors of
(S−1X)∗ by certain elements of (ran TX∗)⊥ whose collection is a Bessel system.
If y ∈ (ran TX∗)⊥, then y is orthogonal to every vector of the system X∗. Since
(S−1X)∗ is biorthonormal to X∗, by the duality principleTheorem3.5, this implies
that (RX)∗ is biorthonormal to X∗. In turn, RX and X are dual frames. ��

A characterization in a similar spirit has been shown in [19, Theorem 4.21] using
Riesz-dual sequences and in [62, Lemma 7.6.1] for all dual frames of a given Gabor
frame. In the finite dimensional setting a similar classification of all dual frames
in terms of duality can be found in [18, Proposition 1.17, Corollary 1.9]. Another
interesting characterization of all dual frames has been given in [84]. The canonical
dual frame S−1X of X can now be characterized by norm minimization properties
analogue to the Gabor frame case, in which the canonical dual window is characterized
among all dual windows as the one of minimal norm and as the window that among
all dual windows is closest, in L2-norm, to the primary window, see [62, Proposition
7.6.2]. The proof is precisely as for this special case (see also [19, Proposition 20]).

Proposition 3.10 Let X be a frame for H and R : X → H a map such that RX is
a dual frame of X. Denote S = TXT ∗

X . Index all adjoints by the orthonormal basis
O with respect to which the pre-Gramians JX and JRX are represented, for example
X∗ = {X∗

e }e∈O. Then the following are equivalent:

(i) RX = S−1X.
(ii) If R′ : X → H is a map such that R′X is a dual frame of X, then

‖(RX)∗e‖ < ‖(R′X)∗e‖
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whenever (RX)∗e �= (R′X)∗e .
(iii) If R′ : X → H is a map such that R′X is a dual frame of X, then

∥∥∥∥
(RX)∗e

‖(RX)∗e‖
− X∗

e

‖X∗
e‖
∥∥∥∥ <

∥∥∥∥
(R′X)∗e

‖(R′X)∗e‖
− X∗

e

‖X∗
e‖
∥∥∥∥

whenever (RX)∗e �= (R′X)∗e .

Proof For the first equivalence note that by Proposition 3.9 every vector of (R′X)∗ is
the sum of two orthogonal vectors, say (R′X)∗e = (S−1X)∗e + ye, and thus

‖(R′X)∗e‖2 = ‖(S−1X)∗e‖2 + ‖ye‖2 ≥ ‖(S−1X)∗e‖2.

The second equivalence can be established by noting that, by the biorthonormality of
(RX)∗ and X∗, we have

∥∥∥∥
(RX)∗e

‖(RX)∗e‖
− X∗

e

‖X∗
e‖
∥∥∥∥
2

= 2 − 2

‖(RX)∗e‖‖X∗
e‖

.

��
With the notion of the adjoint system, the properties of the dual systems charac-

terized by the mixed frame operator can now be phrased in terms of the mixed dual
Gramian matrix. For example, finding a dual frame can be done by finding a matrix
inverse.

Corollary 3.11 Let X and Y = RX be frames for H such that span{X∗} = span{Y ∗}.
Let O be an orthonormal basis for H and U be the synthesis operator of O. Then
G̃Y,X is boundedly invertible and UG̃−1

Y,XU
∗Y and X are dual frames.

In the following corollary the verification of the property of the mixed operators
to be bounded below in Proposition 2.2 is transferred to the mixed dual Gramian
matrices.

Corollary 3.12 Let X and Y = RX be Bessel systems in H such that span{X∗} =
span{Y ∗}. Then the following are equivalent:

(i) X and Y are frames.
(ii) G̃ X,Y and G̃Y,X are bounded below.

By the duality principle, two Bessel systems X and Y = RX are frames if and only
if X∗ and Y ∗ are Riesz sequences. Now G̃X,Y = GX∗,Y ∗ and G̃X,Y = GY ∗,X∗ up
to unitaries. Thus, by Corollary 3.12, if span{X∗} = span{Y ∗}, then X∗ and Y ∗ are
Riesz sequences if and only if GX∗,Y ∗ and GY ∗,X∗ are bounded below. Replacing X∗
by X and Y ∗ by Y yields the following. If span{X} = span{Y }, then X and Y are Riesz
sequences if and only if GX,Y and GY,X are bounded below. This is Proposition 2.3
stated in terms of Gramian matrices. In this sense Propositions 2.2 and 2.3 can be
considered as one.
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3.3 Duality for Filter Bank Frames

Filter banks are a central tool in signal processing, with a vast literature on their
connections to Gabor systems (see e.g. [3–5,34]) andwavelet systems (see e.g. [33,35,
68,86,108,109,114]). Filter banks are the implementationof N -shift-invariant systems
in �2(Z

d) of the form

X = X (a, N ) :=
{
(al(n − kN ))n∈Zd : l ∈ Zr , k ∈ Z

d
}
, (3.13)

where a = {al}l∈Zr are filters in �2(Z
d), N ∈ N is the (sub)sampling rate, r ∈ N is

the number of channels and Zr := Z/rZ.
The analysis operator

T ∗
X : �2(Z

d) → �2(Zr × Z
d) : c �→

(
↓N (c ∗ al(−·)

)
(k))(l,k)∈Zr×Zd

is composed of discrete convolutions followed by downsampling by the factor N , i.e.
↓N d(k) = d(kN ) for k ∈ Z

d . This transform is called an analysis filter bank. The
synthesis operator

TX : �2(Zr × Z
d) → �2(Z

d) : c �→
∑

l∈Zr

(↑N c(l, ·)) ∗ al

is given by upsampling followed by discrete convolutions. Here, for fixed l ∈ Zr ,
↑N c(l, k) is equal to c(l, N−1k) if N divides all entries of k ∈ Z

d and is equal to
0 otherwise. The transform given by the synthesis operator of X is called a synthesis
filter bank. A filter bank consists of an analysis and synthesis filter bank with equal
number of channels and the same sampling rate but, in general, with respect to different
filters. If Y = X (b, N ) for filters b = {bl}l∈Zr in �2(Z

d), then the pair X and Y , or
more precisely the mixed operator TY T ∗

X , is called a perfect reconstruction filter bank
whenever X and Y are dual frames in �2(Z

d). A tight frame filter bank is a perfect
reconstruction filter bank with coinciding analysis and synthesis filters, i.e. X = Y .

We now use the abstract pre-Gramian analysis to study the frame properties of filter
banks. Due to the finite number of filters, X satisfies (3.5) with respect to the canonical
orthonormal basis of �2(Z

d). The corresponding pre-Gramian matrix of X is

JX = (al(n − kN ))n∈Zd ,(l,k)∈Zr×Zd .

A crucial observation, first made in [52], is the highly regular structure of the adjoint
system X∗ given by the rows of JX . Indeed,

X∗ = {(al(n))(l,n)∈Zr×� j : j ∈ Z
d}

with � j := j + NZ
d , i.e. each element of the adjoint system is the concatenation of

the filters entries indexed by the NZ
d -coset of an index. By the duality principle, X

is a Bessel system if and only if X∗ is a Bessel system, and, in this case, X is a (tight)
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frame if and only if X∗ is an (orthonormal) Riesz sequence. Moving on to the two
systems case, the mixed dual Gramian matrix of X and Y is

G̃Y,X = JY J
∗
X =

⎛

⎝
r−1∑

l=0

∑

k∈Zd

al(n′ − kN )bl(n − kN )

⎞

⎠

n,n′∈Zd

and G̃Y,X = GY ∗,X∗ is the duality principle. In particular, two Bessel systems X and Y
are dual frames if and only if G̃Y,X = GY ∗,X∗ = I on �2(Z

d). As it happens, the duality
principle provides a significant simplification. Due to their highly regular structure, the
orthonormality of the adjoint systems is more accessible than the dual frame condition
of the original systems. The fact that G̃Y,X = I if and only if GY ∗,X∗ = I , is spelled
out for the current situation in the following result about X and Y and their respective
adjoint systems.

Theorem 3.13 Let X = X (a, N ) and Y = X (b, N ), for filters a = {al}r−1
l=0 and

b = {bl}r−1
l=0 in �2(Z

d) and N ∈ N. Then G̃X,Y is the identity if and only if

r−1∑

l=0

∑

n∈� j

al(n)bl(n + k) = δk,0

for all j, k ∈ Z
d/NZ

d .

We now show how the duality principle can be used for a perfect reconstruction
filter bank construction. Its generality and simplicity makes it flexible enough to be
useful in design problems that require many requirements on the constructed filters.
For example, in Sect. 5.2 we will refine it to meet additional constraints and to result in
a simple dualMRA-wavelet frame construction. As reasonable for the design problem,
we now restrict ourselves to finitely supported filters, also referred to as finite impulse
response (FIR) filters. Besides making the filter bank systems automatically Bessel,
all information on the systems can now be written in well structured finite matrices in
terms of the filters. Indeed, Corollary 3.14 can be easily visualized in the FIR case as
follows. Let

A =
⎛

⎜⎝
a0(n1) · · · a0(nm)

...
. . .

...

ar−1(n1) · · · ar−1(nm)

⎞

⎟⎠ and B =
⎛

⎜⎝
b0(n1) · · · b0(nm)

...
. . .

...

br−1(n1) · · · br−1(nm)

⎞

⎟⎠ ,

where {n1, . . . , nm} = B∩Z
d andB is some box, i.e. d-dimensional interval, contain-

ing the support of the filters {al , bl}r−1
l=0 . The concatenations of the columns of A and B

indexed by the same coset give precisely the different sequences of the adjoint systems
X∗ and Y ∗ and the infinite dual Gramian condition is reduced to the condition on the
finite order matrix A∗B to be diagonal with diagonal entries indexed by the different
cosets summing to one. The following sufficient condition is a direct consequence of
the duality principle Theorem 3.13.
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Corollary 3.14 Let X = X (a, N ) and Y = X (b, N ), for FIR filters a = {al}r−1
l=0 and

b = {bl}r−1
l=0 in �2(Z

d) and N ∈ N. Then X and Y are dual frames in �2(Z
d) provided

that

r−1∑

l=0

al(n)bl(n
′) = 0 and

r−1∑

l=0

∑

n∈� j

al(n)bl(n) = 1

for all n, n′ ∈ Z
d with n �= n′ and all j ∈ Z

d/NZ
d .

This condition leads to the following result on the construction of perfect recon-
structionfilter banks.Given any linearly independent FIRfilters defining some analysis
filter bank, it provides large degrees of freedom in designing a synthesis filter bank
via a matrix inversion.

Construction 3.15 Let A = (al(n j ))l, j∈Zr ∈ C
r×r be invertible and M ∈ C

r×r be a
diagonal matrix with diagonal (d(n0), . . . , d(nr−1)) such that

∑

n∈� j

d(n) = 1

for every j ∈ Z
d/NZ

d . Let B = (bl(n j ))l, j∈Zr = (A∗)−1M. Then the filters a =
{al}r−1

l=0 ⊂ �2(Z
d) and b = {bl}r−1

l=0 ⊂ �2(Z
d) defined by A and B generate dual

frames X (a, N ) and X (b, N ) in �2(Z
d).

Proof Byconstruction, A∗B = M . Thus then-th columnof A is orthogonal to them-th
column of B whenever n �= m. Moreover,

∑r
l=0
∑

n∈� j
al(n)bl(n) =∑n∈� j

d(n) =
1 for every j ∈ Z

d/NZ
d . The claim therefore follows from Corollary 3.14, since the

systems are Bessel due to the finite support of the filters. ��
Under stronger conditions on the matrices one can derive tight frame filter banks.

If in Construction 3.15 one starts out with a unitary matrix A and a diagonal matrix D
which in addition has only nonnegative entries, then the entries of the matrix AD1/2

define a tight frame filter bank.

4 Gabor Systems

The Fourier transform on L2(R
d), which for f ∈ L1(R

d) ∩ L2(R
d) is defined by

f̂ (ω) :=
∫

Rd
f (x)e−iω·x dx, ω ∈ R

d ,

reveals the frequency content of the signal f in a non-localized manner. Local changes
of the signal will in general have a global effect on its Fourier transform. A way to
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counter this is the introduction of a compactly supported or fast decaying window
φ ∈ L2(R

d), resulting in the windowed (or short-time) Fourier transform

Vφ f (ω, t) := 〈 f, MωEtφ〉 =
∫

Rd
f (x)e−iω·xφ(x − t) dx, (ω, t) ∈ R

2d . (4.14)

Here, Et denotes the translation and Mt the modulation operator on L2(R
d), i.e.

Et f = f (· − t) and Mt f = et f , where et : x �→ eit ·x and x, t ∈ R
d . The goal

to analyze and/or numerically stable reconstruct a signal from discrete samples of its
continuous time-frequency representation (4.14) leads to considering the properties
of the irregular Gabor system (or Weyl-Heisenberg system)

X = {Eγ Mηφ : (γ, η) ∈ 	},

where 	 ⊂ R
2d is some discrete set. In addition to a good localization of the window,

a good simultaneous frequency localization of the window is important. This makes
windows desirable, which in addition are smooth, i.e. have fast decaying Fourier
transform. Here the Balian-Low theorem, see e.g. [36,55,62,63], sets some theoreti-
cal boundaries. If, say, the shifts and modulations are sampled from lattices, then there
do not exist windows with good joint time and frequency localization that generate
orthonormal bases. However, there exist windowswith excellent time-frequency local-
ization, that generate frames and even tight frames, thus ensuring numerically stable
and even perfect reconstruction. This makes Gabor systems an example of systems for
which it becomes imperative to oversample, i.e. to move beyond orthonormal bases
into the realm of frames.

We use the structure of irregular Gabor systems to analyze themvia the abstract dual
Gramian and characterize Bessel, frame and Riesz properties by the duality principle
after introducing adjoint systems.While there exists a vast literature on irregularGabor
systems, to this point there has not been any duality principle. Most results concern
perturbation and density theorems for the sampling set, see e.g. [26,53,54,61,80,105,
111].

The irregular Gabor system contains the time-frequency shifts of the window, as
modulations become shifts under the Fourier transform. Ideally those time and fre-
quency shifts are to be treated equally, taking samples in some regular fashion, say,
for 	 = K × L where K , L ⊂ R

d are lattices. Such (regular) Gabor systems are
special instances of shift-invariant systems and we show how the Fourier transform
of the abstract pre-Gramian, for a particular choice of basis, decomposes into the
fiber pre-Gramian matrices of [98,102], allowing a representation of the synthesis
operator by a family of simple structured infinite matrices composed of the Fourier
transform of the generator of the system. This so called fiberization technique has
been used to characterize Bessel, frame and Riesz properties of shift-invariant and
Gabor systems, and to estimate the corresponding bounds, again see [98,102]. The
fiber dual Gramian analysis, by which these results are achieved, is in the same spirit
as its abstract counterpart described above and in [52]. While in the abstract setting
properties of an operator are transferred to properties of its representing matrix, fiber-
ization refers to transferring the properties of the operators to analogous properties
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of a whole family of (simpler structured) matrices, the so called fiber matrices, for
which those properties have to hold, often in a uniform way. Emphasis in [102] is on
the fiber dual Gramian analysis of single systems, e.g. on characterizing tight frames.
Here we present a unified fiber mixed dual Gramian analysis of dual Gabor systems,
and show how the classical identies of Gabor analysis can be seen as consequences
of the fiber dual Gramian analysis and its duality principle. Duality results have been
shown for the case that	 is a lattice in [56,58], using techniques different frommatrix
representations.

The orthonormal basis used to study irregular Gabor systems in the next subsection
is composed by shifts of the local Fourier orthonormal basis and is thus itself a regular
Gabor system. Before proceeding, we recall the relevant notation and facts about
lattices needed for the treatment of regular Gabor systems in the remainder of this
section. Let K ⊂ R

d be a lattice, i.e. the image of Zd under some invertible linear
map AK : Rd → R

d . The volume of K is |K | := | det AK | and its dual lattice is
K̃ := {k̃ ∈ R

d : k̃ · k ∈ 2πZ,∀k ∈ K }, which implies |K ||K̃ | = (2π)d . A motivation
of this definition is that eik·k̃ = 1 whenever k ∈ K , k̃ ∈ K̃ . Such complex exponential
factors appear, say, in the commutator relations of the translation and modulation
operators. The dual lattice allows the matrix representation for shift-invariant systems
((4.23) below). For further motivation of the dual lattice see e.g. [56,57]. By �K we
denote a subset ofRd , whose K -shifts essentially partitionRd . The Lebesgue measure

of �K is |K |. The density of a pair (K , L) of lattices in R
d is den (K , L) := (2π)d

|K ||L|
and the adjoint of (K , L) is (L̃, K̃ ). Then den (K , L)den (L̃, K̃ ) = 1.

4.1 Irregular Gabor Systems

We discuss the duality principle for irregular Gabor systems with no assumptions on
the structure of the sampling set. The abstract pre-Gramian matrix (3.4) can be defined
for any system. It may be simpler in case the system exhibits a structure that can be
exploited by choosing an appropriate orthonormal basis. Given an irregular Gabor
system

X = {Eγ Mηφ : (γ, η) ∈ 	},

generated by φ ∈ L2(R
d) through some unstructured countable set 	 ⊂ R

2d , one
might draw on the shift-modulation structure of X by choosing the orthonormal basis

{
|K̃ |−1/2MkEk̃χ�K̃

: k ∈ K , k̃ ∈ K̃
}

(4.15)

for some lattice K ⊂ R
d . The resulting pre-Gramian

JX = |K̃ |−1/2
(
eiη·(k̃−γ )

〈
Mη−k Eγ−k̃φ, χ�K̃

〉)

(k,k̃)∈K×K̃ ,(γ,η)∈	
,

though complicating at first glance, possesses a lot of structure. For example, for
fixed k̃ and γ , the submatrix indexed by (k, η) analyzes the frequency components of
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Eγ−k̃φ on �K̃ . Moreover, if φ has, say, compact support, then JX is a sparse matrix,
composed of infinitely many infinite band-matrix blocks. In case the rows of JX are
square summable, i.e. if

∑

(γ,η)∈	

∣∣∣
〈
Mη−k Eγ−k̃φ, χ�K̃

〉∣∣∣
2

< ∞ for all k ∈ K , k̃ ∈ K̃ (4.16)

which for example is the case whenever X is Bessel, the entries of the dual Gramian

G̃X,X = JX J∗
X

= |K̃ |−1

⎛

⎝
∑

(γ,η)∈	

〈
Mη−k Eγ−k̃φ, χ�K̃

〉〈
χ�K̃

, Mη−k′
Eγ−k̃′

φ
〉
⎞

⎠

(k,k̃),(k′,k̃′)∈K×K̃

of X are well-defined and the rows of JX define a system

X∗ =
{(

|K̃ |−1/2eiη·(k̃−γ )
〈
Mη−k Eγ−k̃φ, χ�K̃

〉)

(γ,η)∈	
: k ∈ K , k̃ ∈ K̃

}
(4.17)

in �2(	). Under the condition that also the columns of JX are square summable, i.e.
that

∑

(k,k̃)∈K×K̃

∣∣∣
〈
Mη−k Eγ−k̃φ, χ�K̃

〉∣∣∣
2

< ∞ for all (γ, η) ∈ 	, (4.18)

as seen in the previous section, the systems X and X∗ are adjoint systems of each
other and the dual Gramian of X is equal to the Gramian of X∗, i.e.

G̃X,X = GX∗,X∗ , (4.19)

and vice versa. Before we formally state the consequences of the duality principle for
irregular Gabor systems following from this identity, note that, in accordance with
Definition 3.4, any image of X∗ under a unitary map into a separable Hilbert space
is as well an adjoint system of X . To get an adjoint system in L2(R

d), one may for
example use the orthonormal basis (4.15) to unitarily map X∗ into L2(R

d). That is,
identifying 	 with K × K̃ via a bijection 	 → K × K̃ : (γ, η) �→ (Rγ, Rη), one
may consider the adjoint system { fk,k̃}(k,k̃)∈K×K̃ ⊂ L2(R

d), where

fk,k̃ := |K̃ |−1
∑

(γ,η)∈	

eiη·(k̃−γ )
〈
Mη−k Eγ−k̃φ, χ�K̃

〉
MRγ ERηχ�K̃

. (4.20)

In otherwords, the orthonormal basis (4.15) is used for reconstruction of the coefficient
sequence (4.17). Using this orthonormal basis, it is in fact easy to see that the pre-
Gramian matrix of (4.20) is the same as that of (4.17), namely the adjoint of JX . One
may of course choose other orthonormal bases, e.g. wavelet bases orWilson bases (see
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[42]) for better time-frequency localization, to get a different structured adjoint system.
Nevertheless, the duality between the two systems X and X∗ in its core happens on the
level of sequences. The system X is being considered in �2(K × K̃ ) via its coefficient
sequences with respect to the chosen orthonormal basis. Its adjoint system X∗ is being
considered in �2(	), i.e. as a system of sequences indexed by the original system
X itself. This picture is obvious considering the pre-Gramian matrix. The duality
principle (4.19) has the following consequence for irregular Gabor systems.

Theorem 4.1 Let X = {Eγ Mηφ : (γ, η) ∈ 	} be an irregular Gabor system in
L2(R

d) and K ⊂ R
d be a lattice such that (4.16) and (4.18) hold. Further, let X∗ be

the �2(	)-system (4.17) or its image under some unitary map in some Hilbert space.
Then:

(i) The system X is a Bessel system if and only if X∗ is a Bessel system, in which
case the Bessel bounds coincide.

(ii) If X is Bessel, then it is fundamental if and only if X∗ is �2-independent.
(iii) The system X is a frame if and only if X∗ is a Riesz sequence, in which case the

frame bounds and Riesz bounds coincide. In particular, X is a tight frame if and
only if X∗ is an orthonormal sequence.

Given a second window, i.e. a second system Y = {Eγ Mηψ : (γ, η) ∈ 	}, and
considering JY and Y ∗ with respect to the same orthonormal basis (4.15) (and under
the same potential unitarymap as for X∗), the essence of the duality principle Theorem
3.5 is

G̃X,Y = GX∗,Y ∗ (4.21)

provided the rows and columns of JX and JY are square summable. The square sum-
mability is guaranteed by the stronger assumption on X and Y to be Bessel and the
duality principle yields the following characterization for two irregular Gabor systems
to be dual frames.

Theorem 4.2 Suppose X = {Eγ Mηφ : (γ, η) ∈ 	} and Y = {Eγ Mηψ : (γ, η) ∈
	} are Bessel systems in L2(R

d). Let X∗ and Y ∗ be their respective adjoint systems
with respect to (4.15) (see (4.17)) or their images under the same unitary map (see
(4.20)). Then X and Y are dual frames if and only if X∗ and Y ∗ are biorthonormal.

The duality principle is stated for the particular orthonormal basis (4.15).While any
other orthonormal basis is possible, wewill see in the following subsection how in case
the shifts and modulations of the Gabor system are sampled from lattices, the abstract
pre-Gramian of essentially this orthonormal basis becomes significantly simpler and
can be expressed through the fiber matrices of shift-invariant systems. Moreover, this
allows for adjoint systems, which not only have a closed form expression in L2(R

d),
but have Gabor structure closely tied to that of the original system. Gabor structured
systems induced by an adjoint lattice have also been constructed in the case that shifts
andmodulations of the primaryGabor system are sampled from a joint (non-separable)
lattice, see [56,58]. There the dualities between the two systems are shown without
reference to matrix representations.
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4.2 Gabor Systems and Fiberization

If the Gabor system is generated by regular lattices, the pre-Gramian matrix, for a
suitable basis, exhibits a strong blockwise structure and can be simplified to the fiber
pre-Gramian matrices of shift-invariant systems introduced in [98].

Given φ ∈ L2(R
d) and two lattices K , L ⊂ R

d , the set

X = (K , L)φ := {EkMlφ : k ∈ K , l ∈ L}

is called the (regular)Gabor system generated byφ. The system X is K -shift-invariant,
being the collection of all K -shifts of the set {Mlφ : l ∈ L}. Considering the structure
of X , choose

{
((2π)d |K̃ |)−1/2EkM−k̃ χ̂�K̃

(−·) : k ∈ K , k̃ ∈ K̃
}

as the orthonormal basis for the abstract pre-Gramian matrix of X , which essentially
is the Fourier transform of the orthonormal basis (4.15). Then

JX = ((2π)d |K̃ |)−1/2
(〈
Ek′

Mlφ, EkM−k̃ χ̂�K̃
(−·)

〉)

(k,k̃)∈K×K̃ ,(k′,l)∈K×L

= ((2π)d |K̃ |)−1/2
(〈
Ek̃+l φ̂, Mk′−kχ�K̃

〉)

(k,k̃)∈K×K̃ ,(k′,l)∈K×L
.

For k̃ ∈ K̃ and l ∈ L fixed, JX consists of repeated blocks of the Fourier sequence
of φ̂(· − k̃ − l) on �K̃ . The abstract pre-Gramian is therefore linked to the fiber pre-
Gramian matrices of the Gabor system X , which have been introduced in [102] as the
infinite matrices

JX (ω) = |K |−1/2
(
φ̂(ω − k̃ − l)

)

k̃∈K̃ ,l∈L (4.22)

indexed by ω ∈ R
d . To formulate the connection, recall that the Fourier transform of

c ∈ �2(K × L) is defined as ĉ := (̂cl)l∈L , where ĉl := ∑
k∈K cl [k]e−k is the Fourier

series of the restriction cl of c to K × {l}.
Theorem 4.3 Let K , L ⊂ R

d be lattices. Let X = (K , L)φ and JX be the pre-

Gramian with respect to {((2π)d |K̃ |)−1/2EkM−k̃ χ̂�K̃
(−·) : k ∈ K , k̃ ∈ K̃ }. Then

(JXc)
∧(ω) = JX (ω)ĉ(ω)

for every c ∈ �0(X) = �0(K × L) and a.e. ω ∈ �K̃ .

Proof Let c ∈ �0(X). For a.e. ω ∈ �K̃ we have

JX (ω)̂c(ω) = |K |−1/2

(
∑

l∈L
φ̂(ω − k̃ − l)ĉl(ω)

)

k̃∈K̃
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= |K |−1/2|K̃ |−1

(
∑

l∈L

∑

k′∈K
cl [k′]e−ik′·ω ∑

k∈K

〈
Ek̃+l φ̂, Mkχ�K̃

〉
eik·ω

)

k̃∈K̃

= ((2π)d |K̃ |)−1/2

(
∑

k∈K

∑

l∈L

∑

k′∈K
cl [k′]

〈
Ek̃+l φ̂, Mk′−kχ�K̃

〉
e−ik·ω

)

k̃∈K̃
.

The last term is the Fourier transform of the �2(K × K̃ )-sequence JXc. ��
The fiber pre-Gramian matrices JX (ω) have first been introduced in [98], where

they are used to study shift-invariant systems, i.e. systems of the form X = {Ekφ : k ∈
K , φ ∈ 
} for some system 
 in L2(R

d) and some lattice K ⊂ R
d , through the

representation

((TXc)
∧(ω − k̃))k̃∈K̃ = |K |1/2JX (ω)ĉ(ω), (4.23)

which holds for all c ∈ �0(X) and a.e. ω ∈ �K̃ and where

JX (ω) = |K |−1/2(φ̂(ω − k̃))k̃∈K̃ ,φ∈

(4.24)

is the fiber pre-Gramian matrix of the shift-invariant system. Here, as before for X ,
we use 
 as system and index set, i.e. if a function appears twice in 
, for purposes of
indexing JX (ω) those are considered as different indices. Regular Gabor systems are
the special case of 
 being modulations of the window φ ∈ L2(R

d) and Theorem 4.3
holds for the general case of shift-invariant systems with the obvious modifications.
By (4.23), the Fourier transform of TXc atω is a.e. equal to the 0th entry ofJX (ω)ĉ(ω)

and questions about the operator TX are transfered to questions about a continuum
of simple structured matrices. This starting point was used for the analysis of shift-
invariant systems in [98], Gabor systems in [102], affine systems in [100,101] and
generalized shift-invariant systems in [103]. The analysis of Gabor systems in [102]
mainly focuses on single Gabor systems X . The properties of TXT ∗

X are transfered
to the family of simpler matrices G̃X,X (ω) = JX (ω)J ∗

X (ω), the fiber dual Gramians,
for which the properties have to hold in a uniform way in ω ∈ R

d . Here J ∗
X (ω)

denotes the matrix adjoint of each fiber matrix. Precisely, with δ(ω) := ‖G̃X,X (ω)‖
and δ−(ω) := ‖G̃X,X (ω)−1‖ for ω ∈ R

d (where δ−(ω) = ∞ if G̃X,X (ω) is not
invertible), X is a Bessel system if and only if δ ∈ L∞. The Bessel bound then is
‖δ‖1/2L∞ . If X is a Bessel system, it is a frame if and only if δ− ∈ L∞. The lower frame

bound then is ‖δ−‖−1/2
L∞ . In particular, X is a tight frame if and only if G̃X,X (ω) is the

identity for a.e. ω ∈ R
d . In the next subsections we present the mixed dual Gramian

analysis for dual Gabor systems.

4.3 Mixed Dual Gramian Analysis

Given Gabor systems X = (K , L)φ and Y = (K , L)ψ , the pre-Gramian fibers JX (ω)

can be used to represent the synthesis operator TX , while their adjointmatrices, denoted
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by J ∗
X (ω), can be used to represent the analysis operator T ∗

X , see [98,102]. Conse-
quently the mixed operator TY T ∗

X can be represented using JY (ω)J ∗
X (ω). Precisely

(see [102] for further details), if φ,ψ ∈ L2(R
d) are such that X = (K , L)φ and

Y = (K , L)ψ are Bessel systems, the fiber mixed dual Gramian matrices are

G̃Y,X (ω) := JY (ω)J ∗
X (ω) = |K |−1

(
∑

l∈L
ψ̂(ω − k̃ − l)φ̂(ω − k̃′ − l)

)

k̃,k̃′∈K̃
,

(4.25)

where ω ∈ R
d . Then

((TY T
∗
X f )∧(ω − k̃))k̃∈K̃ = G̃Y,X (ω)( f̂ (ω − k̃))k̃∈K̃ (4.26)

for all f ∈ L2(R
d) and a.e. ω ∈ R

d . Note that for any φ,ψ ∈ L2(R
d) the entries of

the mixed dual Gramians are locally integrable, and therefore a.e. finite, regardless of
the Bessel assumption on X and Y . This assumption, however, ensures that the matrix
product G̃Y,X (ω)( f̂ (ω − k̃))k̃∈K̃ for any f ∈ L2(R

d) has a.e. finite values, since the
relevant series a.e. converge absolutely.

The image of a Gabor system under the Fourier transform is again a Gabor system,
with the roles of the shift and modulation lattices interchanged. Thus the Bessel,
Riesz, frame and dual frame properties can equivalently be studied through the Fourier
transform counterparts X̂ = (L , K )φ̂ and Ŷ = (L , K )ψ̂ of the Bessel systems X and
Y . Their fiber mixed dual Gramian matrices are

G̃Ŷ ,X̂ (ω) = JŶ (ω)J ∗̂
X
(ω)

= (2π)2d |L|−1

(
∑

k∈K
ψ(−ω + l̃ + k)φ(−ω + l̃ ′ + k)

)

l̃,l̃ ′∈L̃
(4.27)

and

((TŶ T
∗̂
X
f̂ )∧(ω − l̃))l̃∈L̃ = (2π)d G̃Ŷ ,X̂ (ω)( f (−ω + l̃))l̃∈L̃

holds for all f ∈ L2(R
d) and a.e. ω ∈ R

d . On the other hand

((TŶ T
∗̂
X
f̂ )∧(ω − l̃))l̃∈L̃ = (2π)d((TY T

∗
X f )∧∧(ω − l̃))l̃∈L̃

= (2π)2d((TY T
∗
X f )(−ω + l̃))l̃∈L̃

for all f ∈ L2(R
d) and a.e. ω ∈ R

d and therefore

((TY T
∗
X f )(−ω + l̃))l̃∈L̃ = (2π)−d G̃Ŷ ,X̂ (ω)( f (−ω + l̃))l̃∈L̃ (4.28)

for all f ∈ L2(R
d) and a.e.ω ∈ R

d . We refer to (4.26) and (4.28) as the representation
of theGabor frameoperator in Fourier and timedomain, respectively. Evaluating (4.26)
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at k̃ = 0 and (4.28) at l̃ = 0, yields two different representations of the frame operator
in both Fourier and time domain.

Switching the order of multiplication of the fiber pre-Gramian matrices leads to the
fiber mixed Gramian matrices

GY,X (ω) := J ∗
Y (ω)JX (ω) = |K |−1

⎛

⎝
∑

k̃∈K̃
ψ̂(ω − k̃ − l)φ̂(ω − k̃ − l ′)

⎞

⎠

l,l ′∈L
(4.29)

and

GŶ ,X̂ (ω) = J ∗̂
Y
(ω)JX̂ (ω)

= (2π)2d |L|−1

⎛

⎝
∑

l̃∈L̃
ψ(−ω + k + l̃)φ(−ω + k′ + l̃)

⎞

⎠

k,k′∈K
(4.30)

for ω ∈ R
d , which can be used for fiberized representations of the mixed operator

T ∗
Y TX . If X,Y are Bessel and c ∈ �2(K × L), then

(T ∗
Y TXc)

∧(ω) = GY,X (ω)ĉ(ω) (4.31)

for a.e. ω ∈ R
d . (For the definition of the Fourier transform of c, see the remark

preceding Theorem 4.3.)
Thematrices GY,X (ω) and G̃Y,X (ω) only differ in switching the lattices from (K , L)

to (L̃, K̃ ). As a result, the mixed dual Gramian matrices of the original systems now
become the mixed Gramian matrices of two new systems with lattices (L̃, K̃ ). This
is essentially the duality principle. The new systems with lattices (L̃, K̃ ) are also the
adjoint systems defined in [102].We review those fiber adjoint systems in the following
subsection.

4.4 Adjoint System and Duality Principle

Definition 3.4 for adjoint systems is most general in the sense that one can always
consider the rows of the pre-Gramian of the original system as a new system and draw
to the duality between the two systems whenever those rows and columns are square
summable. In general, as observed for shift-invariant (in particular Gabor) systems
in [52] and above, it might however not be possible to express the adjoint system
explicitly as a system of the same structure. Similar observations apply for the fiber
representations. Denoting the columns of the fiber pre-Gramian matrix JX (ω) of a
shift-invariant system X as a system Xω at each ω ∈ �K̃ , the fiberization technique
transfers the properties of X to properties of the collection of systems {Xω}ω∈�K̃

, see
[98]. On each fiber the adjoint system of Xω can be introduced as the collection of rows
of JX (ω) and the duality principle can be discussed. In particular, the collection of all
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adjoint systems of the systems {Xω}ω∈�K̃
can be considered as the adjoint system of

the given shift-invariant system. In case of a given Gabor shift-invariant system X it
is possible, as we will review below, to find another Gabor system Y , such that all of
its fiber systems Yω are adjoint systems of the respective fiber systems Xω. In other
words, JX (ω) = J ∗

Y (ω) on each fiber (modulo a complex conjugation). This may not
be possible for a general shift-invariant system. However, the fiber systems and the
corresponding duality principle discussed on each fiber is still of some interest. This
weak formulation of the duality principle is very convenient for the construction of
dual Gabor windows detailed in the Sect. 4.6. It also is the foundation for the dual
wavelet frame construction through the MEP, see (5.48) below.

As discussed in the last subsection, by changing the lattices from (K , L) to (L̃, K̃ )

the fiber dual Gramian matrices of the original systems become the Gramian matrices
of the new systems. With this in mind, the adjoint system of the Gabor system X =
(K , L)φ has been defined in [102] (up to the scalar factor) as

X∗ = (den (K , L))1/2(L̃, K̃ )φ. (4.32)

The (l, k̃) ∈ (L , K̃ ) entry of JX∗(ω) is |K |−1/2φ̂(ω − l − k̃). Inspection of matrix
entries directly yields

JX∗(ω) = J ∗
X (ω) (4.33)

for a.e. ω ∈ R
d . On each fiber level, this is the analogy to the abstract Definition 3.4.

Given another Gabor systems Y = (K , L)ψ , one observes

G̃X,Y (ω) = JX (ω)J ∗
Y (ω) = JX∗(ω)JY ∗(ω) = GX∗,Y ∗(ω)

for a.e. ω ∈ R
d ; the duality principle for Gabor systems.

Theorem 4.4 Let X = (K , L)φ and Y = (K , L)ψ be Bessel systems and X∗,Y ∗
their respective adjoint systems defined in (4.32). Then G̃X,Y (ω) = GX∗,Y ∗(ω) for
a.e. ω ∈ R

d . Consequently, X and Y are dual frames if and only if X∗ and Y ∗ are
biorthonormal.

The roles of X and X∗ are interchangeable since X∗∗ = X . If X = Y , the duality
principle says that the dual Gramian matrices of X are (up to complex conjugation)
equal to theGramianmatrices of its adjoint system X∗. This is the essence of the duality
principle derived in [102] for single systems. In the case of single systems the (dual)
Gramianmatrices areHermitian and, by considering quadratic forms, the boundedness
of the relevant operators, i.e. the Bessel property, can also be characterized through
the fiber (dual) Gramian matrices. The duality principle for single systems therefore
implies (see [102, Theorem 2.2]): The system X is Bessel if and only if X∗ is Bessel,
in which case the Bessel bounds coincide; If X is Bessel, then it is fundamental if and
only if X∗ is �2-independent; The system X is a frame if and only if X∗ is a Riesz
sequence, in which case the frame bounds of X coincide with the Riesz bounds of X∗.
In particular, X is a tight frame if and only if X∗ is an orthonormal sequence.
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One can consider a limiting case of the duality principle. Loosely speaking, if one
lattice is sampled with infinite density, i.e. zero volume, its dual lattice has density
zero. This is the case for the translation-invariant Gabor transform and the duality
principle can still be observed. The transform has a shift-invariant system as adjoint
system. No modulations appear in the adjoint system, as its modulation lattice is of
zero density, see Sect. 6.2.

In the abstract setting a simplematrix relation revealed the relationship Theorem3.8
between themixed frameoperator of systems and their adjoints. For threeGaborBessel
systems X = (K , L)φ , Y = (K , L)ψ and Z = (K , L)g , both X ′ = TY T ∗

Z X and Y ′ =
TX∗T ∗

Z∗Y ∗ are Gabor systems with windows TY T ∗
Zφ and (den (K , L))1/2TX∗T ∗

Z∗ψ ,
respectively. As in Theorem 3.8, the system X ′ is an adjoint system of Y ′.

Proposition 4.5 Suppose X = (K , L)φ , Y = (K , L)ψ and Z = (K , L)g are Bessel
systems with adjoint systems X∗,Y ∗, Z∗ defined in (4.32). Then TY T ∗

Z X is an adjoint
system of TX∗T ∗

Z∗Y ∗. In particular, the windows of the two systems coincide, i.e.

TY T
∗
Zφ = TX∗T ∗

Z∗ψ. (4.34)

As observed in [102], (4.34) follows from the matrix identity

JY (ω)J ∗
Z (ω)JX (ω) = (J ∗

X (ω)JZ (ω)J ∗
Y (ω))∗ = (JX∗(ω)J ∗

Z∗(ω)JY ∗(ω))∗

for ω ∈ R
d . By (4.26) the (0, 0)th entry of JY (ω)J ∗

Z (ω)JX (ω) is equal to (TY
T ∗
Zφ)∧(ω) for a.e.ω. On the other hand, the (0, 0)th entry of (JX∗(ω)J ∗

Z∗(ω)JY ∗(ω))∗
and of JX∗(ω)J ∗

Z∗(ω)JY ∗(ω) are equal and the latter is equal to (TX∗T ∗
Z∗ψ)∧(ω) for

a.e. ω.

Remark In [19], Casazza et al. introduce the Riesz-dual sequence (see Example 3.7
above) as an adjoint system of a given system. They then ask the question whether one
can always choose orthonormal bases, with respect to which the Riesz-dual sequence
of a Gabor system (K , L)φ coincides with the adjoint system (L̃, K̃ )φ . This question
does not necessarily arise if one considers the column–row relationship of any matrix
representation of the synthesis operator as underlying principle of the adjoint relation-
ship. A system and its Riesz-dual sequence are adjoint via the abstract pre-Gramian
representation, while (K , L)φ and (L̃, K̃ )φ are adjoint via the fiber pre-Gramian rep-
resentation. Different matrix representations can be particularly taylored to make the
best use of a specific given setting and structure of the system. The above question is
then asking whether one can realize a certain adjoint relationship via a specific differ-
ent matrix representation. Concerning this problem, note that adjoint systems defined
through the abstract pre-Gramian directly yield a statement about the synthesis opera-
tors of the respective systems to be adjoint operators (up to a unitary transform), while
the adjoint relation on each fiber pre-Gramian makes finding connections between
these operators much more involved, as questions about domain and target spaces
become more subtle, see [102, Sect. 3.2].



J Fourier Anal Appl (2016) 22:71–136 103

4.5 The Classical Duality Identities Via Dual Gramian Analysis

The essence of several important classical identities for dual Gabor systems is the
duality principle. We briefly show that the Walnut representation, the Wexler–Raz
biorthogonality relations and the Janssen (or Wexler–Raz) representation, are merely
reformulations and certain aspects of the fiberized dual Gramian matrix representation
of the Gabor frame operator and the duality principle.

Throughout this subsection, suppose the Gabor systems X = (K , L)φ and Y =
(K , L)ψ are Bessel. The Walnut representation is the fiberized representation of the
Gabor frame operator in time domain (4.28), evaluated at l̃ = 0. It says that

TY T
∗
X f = |L̃|

∑

l̃∈L̃

∑

k∈K
EkψEl̃+kφEl̃ f

for all f ∈ L2(R
d). This representation has first been proposed for rectangular lattices

in [115],where it is shownunder the technical condition on thewindowsφ,ψ to belong
to the Wiener space

⎧
⎨

⎩g ∈ L∞(Rd) :
∑

n∈Zd

‖gEnχ[0,1]d‖∞ < ∞
⎫
⎬

⎭ .

This condition implies that X and Y are Bessel systems (see [102, Corollary 3.26]),
which is the natural and weaker condition for the fiberized representation (4.28) to
hold.

The duality principle Theorem 4.4 establishes that

G̃X,Y (ω) = GX∗,Y ∗(ω) (4.35)

for a.e. ω ∈ R
d , where X∗ and Y ∗ are the respective adjoint systems as defined in

(4.32). If X and Y are Bessel systems, using the dual-Gramian representation of the
mixed frame operator, (4.35) in particular implies that the two Gabor Bessel systems
X and Y are dual frames if and only if

(den (K , L))〈ψ, El̃Mk̃φ〉 = δl̃,0δk̃,0 for all (l̃, k̃) ∈ L̃ × K̃ . (4.36)

The characterization (4.36) is known as Wexler–Raz biorthogonality relations. It is
picking out one case of the more general duality identity (4.35), the case that the dual
Gramian fibers are the identity if and only if the Gramian fibers of their adjoint systems
are the identity. The statement that those matrices are actually equal, however, implies
many other interesting dualities. For instance, it cannot be deduced from (4.36) that X
is a frame if and only if its adjoint system X∗ is a Riesz basis. This, on the other hand,
is one of the direct consequences of the duality principle (4.35) for the case X = Y .

The discrete version of the Wexler–Raz biorthogonality relations has first been
observed in [116]. The Wexler–Raz biorthogonality relations in the continuous case
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have first been announced in [97], with the proof appearing in [102]. They have inde-
pendently been proved in various places. In [56], they are proven in the non-separable
lattice case without reference to matrices. The approach in [43,72] for the one dimen-
sional case is via the Janssen or Wexler–Raz representation

TY T
∗
Zφ = TX∗T ∗

Z∗ψ, (4.37)

which holds for Bessel systems X,Y and Z = (K , L)g and their respective adjoints
X∗,Y ∗ and Z∗ as defined in (4.32). We reviewed (4.37) in Proposition 4.5, as part of
TY T ∗

Z X and TX∗T ∗
Z∗Y ∗ being adjoint systems of each other.

4.6 Construction of Dual Gabor Windows

We explicitly construct windows for dual Gabor frames based on the duality principle.
For two Gabor systems to be dual frames one is confronted with the task to verify
that analysis and synthesis with respect to the two systems amounts to the identity
operator. Checking this from the generators of the systems for all functions of the space
is nontrivial. The duality principle can simplify this problem to checking conditions
only involving the two windows. As a consequence of the duality principle two Bessel
Gabor systems X = (K , L)φ and Y = (K , L)ψ are dual frames if and only if the rows
of the respective pre-Gramians in (4.22) are biorthogonal (for a.e.ω). This immediately
yields the first characterization of the following result, while the second follows from
the same argument used on the Fourier transform images X̂ and Ŷ .

Theorem 4.6 [102] If φ,ψ ∈ L2(R
d) are such that the Gabor systems (K , L)φ and

(K , L)ψ are Bessel systems, then (K , L)φ and (K , L)ψ are dual frames if and only if
one (and therefore both) of the following conditions holds:

∑

l∈L
El φ̂Ek̃+lψ̂ = |K |δk̃,0 for all k̃ ∈ K̃ , (4.38)

or

∑

k∈K
EkφEk+l̃ψ = |L̃|−1δl̃,0 for all l̃ ∈ L̃. (4.39)

In case the two windows φ and ψ coincide, the Gabor system (K , L)φ is a tight frame
and the following construction is already sketched in [102]. It has also been observed
in [38] as the “painless”way to construct tight univariateGabor frames by guaranteeing
orthogonality through disjointness of support. Constructions of this type, that work
by starting from a partition of unity, have since produced an extensive literature.

Proposition 4.7 Let φ,ψ ∈ L2(R
d) be compactly supported, bounded and suppose∑

k∈K Ek(φψ) = 1. Choose a lattice L such that L̃ is sparse enough to ensure that

the support of El̃ψ is disjoint from the support of φ for all l̃ ∈ L̃\{0}. Then the Gabor
systems (K , L)cφ and (K , L)cψ are dual frames, where c = |L̃|−1/2.
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Proof Since φ and ψ are compactly supported and bounded, both Gabor systems are
Bessel systems, see [98, Corollary 1.6.3]. By the choice of L , condition (4.39) reduces
to one condition, namely for the case l̃ = 0. This condition is met after scaling, since
the K -shifts of φψ form a partition of unity. ��
Note that the shift lattice K is determined by the shift size in the partition of unity. One
could however use some dilation to restate the results for arbitrary sizes of the shift
lattice. An analogue result can be formulated starting from (4.38) instead of (4.39), i.e.,
by changing the roles of the lattices, the partition of unity in Proposition 4.7 might also
be used to construct bandlimited dual windows. We now illustrate the construction,
starting from different classes of partitions of unity.

Partitions of unity characterize orthonormal refinable functions for multiresolution
analyses and one may draw from this arsenal for Gabor window constructions.

Example 4.8 The bandlimited refinable function defined by Meyer in [89] is given in
Fourier domain by

h(ω) = cos

[
πβ

2

(
3|ω|
2π

− 1

)]

for ω ∈ R, where β is some Ck or C∞-function for which β(x) = 0 if x ≤ 0 and
β(x) = 1 if x ≥ 1 and

β(x) + β(1 − x) = 1 (4.40)

for all x ∈ R. Note that this implies h(ω) = 1 for |ω| ≤ 2π/3 and h(ω) = 0 for
|ω| ≥ 4π/3. Moreover, the regularity of h is the same as the regularity of β. Since β

satisfies (4.40), one gets

∑

k∈2πZ
|h(w + k)|2 = 1.

Therefore, g = √
3/(8π)h is the window of a tight Gabor frame with respect to

(2πZ, 3
4Z). For a factorization of |g|2 into two different functions one can get dual

Gabor windows.

Amore systematic approach is to factor certain classes of (piecewise) polynomials.

4.6.1 Piecewise Polynomials

One family of functions whose shifts form a partition of unity, and which thus may be
used for constructing dual windows, are B-splines. The B-spline Bm of orderm ∈ N is
inductively given by B1 = χ[0,1] and Bm+1 = Bm ∗ B1. Since

∑
k∈Z Bm(x + k) = 1,

if one factors Bm into two bounded functions supported in [0,m], say Bm = φψ ,
then for any a ≥ m the functions a−1/2φ and a−1/2ψ are dual Gabor windows with
respect to (Z, 2πa−1

Z). Since B-splines are nonnegative, one may also take their
square root as window function for a tight frame. This idea has been used in [75] to
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construct complex-valued discrete tight Gabor frames, which exhibit good orientation
selectivity and are useful in various image processing problems.

Example 4.9 Starting from the linear B-spline B2, we get that 2−1/2B2 and 2−1/2χ[0,2]
are dual Gabor windows with respect to (Z, πZ). The cubic B-spline

B4(x) = 1

6

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

x3 if 0 ≤ x < 1

−3x3 + 12x2 − 12x + 4 if 1 ≤ x < 2

3x3 − 24x2 + 60x − 44 if 2 ≤ x < 3

(4 − x)3 if 3 ≤ x < 4

0 else

can be factored into a piecewise linear and a piecewise quadratic polynomial:

φ̃(x) = 1

6

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(a − 1)−1x2 if 0 ≤ x < 1

x2 + (3a − 12)x + 4a−1 if 1 ≤ x < 2

x2 + (3b − 24)x + 44b−1 if 2 ≤ x < 3

(3 − b)−1(4 − x)2 if 3 ≤ x < 4

0 else

,

ψ̃(x) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(a − 1)x if 0 ≤ x < 1

−x + a if 1 ≤ x < 2

x − b if 2 ≤ x < 3

(3 − b)(4 − x) if 3 ≤ x ≤ 4

0 else

,

where a (resp. b) is the (only) real solution of the second (resp. third) cubic equation
in B4. Thus 2−1φ̃ and 2−1ψ̃ are dual Gabor windows with respect to (Z, π

2Z).

In principle this method can be used on B-splines of higher order by solving higher
order polynomial equations in order to get factorizations. In general however, those
solutions will be numerical in nature and have no explicit closed form. Moreover,
using this method one can only guarantee continuity but no higher order smoothness
of the windows. In order to construct smoother windows, we now turn to alternative
constructions.

4.6.2 Trigonometric Polynomials

Starting from the identity cos2 x + sin2 x = 1 and restricting ourselves to functions
of compact support, let h = cos2(·π/2)χ[−1,1]. Then h(x) + h(x − 1) = 1 for all
x ∈ [0, 1] and the integer shifts of h are a partition of unity. Factoring h into two
functions, e.g. cos(·π/2)χ[−1,1] and cos(·π/2)χ[−1,1], we can get two symmetric and
continuous dual Gabor windows with respect to (Z, πZ). In order to get windows with
higher smoothness, we now improve this construction by leveraging on the idea for
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the construction of pseudo-spline wavelet masks, see [48], namely that higher powers
can result in higher smoothness. That is, we now start from the identity

1 =
(
cos2

(πx

2

)
+ sin2

(πx

2

))2m−1
, (4.41)

for some nonnegative integer m. Define h in a similar fashion as above by cutting off
the first m-terms of the binomial expansion of (4.41), i.e. let

h(x) = cos2m
(πx

2

) m−1∑

j=0

(
2m − 1

j

)
cos2(m−1− j)

(πx

2

)
sin2 j

(πx

2

)
χ[−1,1](x).

(4.42)

As above, the integer shifts of h are a partition of unity. Taking, say, l, l̃ ∈ N such that
l + l̃ = m, h can be factored into the two functions

φ(x) = cos2l
(πx

2

)
χ[−1,1](x),

and

ψ(x) = cos2l̃
(πx

2

) m−1∑

j=0

(
2m − 1

j

)
cos2(m− j−1)

(πx

2

)
sin2 j

(πx

2

)
χ[−1,1](x).

Then for any a ≥ |supp h| = 2 the functions a−1/2φ and a−1/2ψ are dual Gabor
windows with respect to (Z, 2πa−1

Z). Note that, the largerm is chosen, the smoother
one can make the two functions.

The idea to use higher powers in order to improve smoothness has already been
used in [74] to construct wavelet masks satisfying interpolatory conditions and higher
order smoothness properties. A generalization to multidimensions has for example
been considered in [73]. There, one starts as well from a partition of unity, namely
from a ∈ �0(Z

d) satisfying the interpolatory condition

∑

ν∈Zd
2

â(ω + πν) = 1 for all ω ∈ R
d , (4.43)

where Zd
2 := Z

d/2Zd and â(ω) = ∑n∈Zd a(n)e−in·ω. After raising to some positive
integer power, this interpolatory condition is being factored in [73] to construct higher
order smoothness interpolatory functions in high dimensions. Here, we will use the
factoring to derive dual windows. The technique of [73] is as follows. The formal
Laurent polynomial P corresponding to the mask â is

P(z) =
∑

n∈Zd

a(n)zn .
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Defining

Pν(z) = P(z exp(−π iν)), ν ∈ Z
d
2 , |z| = 1,

the interpolatory condition (4.43) is equivalent to

∑

ν∈Zd
2

Pν(z) = 1 for all |z| = 1. (4.44)

This in turn implies

⎛

⎜⎝
∑

ν∈Zd
2

Pν(z)

⎞

⎟⎠

mN

=
∑

|γ |=mN

⎛

⎜⎝Cγ

mN

∏

μ∈Zd
2

P
γμ
μ (z)

⎞

⎟⎠ = 1

for all |z| = 1 and all m, N ∈ N, where Cγ

mN are the multinomial coefficients. Letting
m = 2d and N ∈ N, this interpolatory condition for P is being factored in [73,
Theorem 2.3] as follows.4 Define

G0 =
{
γ ∈ N

m
0 : |γ | = mN , γ0 > N and γ0 > γν, ν ∈ Z

d
2\{0}

}
,

G j =
{
γ ∈ N

m
0 : |γ |=mN , γ0 > N , γ0 ≥ γν, ν ∈ Z

d
2\{0}, with exactly j equalities

}
,

for j = 1, . . . ,m − 2, and

H =
m−2∑

j=0

1

j + 1

⎛

⎜⎝
∑

γ∈G j

Cγ

mN Pγ0−1
∏

ν∈Zd
2\{0}

Pγν
ν

⎞

⎟⎠+ C (N ,...,N )
mN

∏

ν∈Zd
2

PN
ν .

Then [73, Theorem 2.3] proves that the product PH satisfies the interpolatory condi-
tion (4.44). The following example shows one particular construction of dual Gabor
frames based on this result.

Example 4.10 A possible a ∈ �0(Z
d) to satisfy the interpolatory condition (4.43) is

given by

â(ω) = 1

2

(
cos
(ω1

2

)
cos
(ω2

2

)
cos

(
ω1 + ω2

2

))2

× (5 − cos(ω1) − cos(ω2) − cos(ω1 + ω2)) ,

4 The factor 2d is an artifact of the dyadic dilations we use. The construction in [73] works for general
dilation matrices and 2d is being replaced by the determinant of the dilation matrix.
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see [73]. The corresponding Laurant polynomial is

P(z) = 1

128

(
(z1 + z−1

1 )(z2 + z−1
2 )(z1z2 + (z1z2)

−1)
)2

×
(
5 − z21 + z−2

1

2
− z22 + z−2

2

2
− (z1z2)2 + (z1z2)−2

2

)
,

where z1 = e−iω1/2 and z2 = e−iω2/2. Applying [73, Theorem2.3] with m = 4 and
N = 1 yields

H = P(P2 + 4P(Pν1 + Pν2 + Pν3) + 12(Pν1 Pν2 + Pν2 Pν3 + Pν1 Pν3)

+ 3(P2
ν1

+ P2
ν2

+ P2
ν3

) + 24Pν1 Pν2 Pν3).

where ν1, ν2, ν3 ∈ Z
d
2\{0} are the 3 coset elements. Therefore, defining

φ(x) =
{
P(e−iπx/2) if x ∈ [−1, 1]2
0 else

,

ψ(x) =
{
H(e−iπx/2) if x ∈ [−1, 1]2
0 else

,

and choosing the lattices (Z2, πZ2), the conditions of Theorem 4.6 are satisfied for
the windows 2−1φ and 2−1ψ . The graphs of the dual windows are shown in Fig. 1.

4.6.3 Related Work

A considerable body of literature on the construction of dual Gabor windows already
exists. In [24], a construction for a dual window of a given compactly supported win-
dow, in particular a given B-spline, is presented. The support of the dual window is
twice as large as of the primary window. Moreover, the density of the modulation
lattice depends on the support size of the primary window. Larger support, i.e. in the
B-spline case higher smoothness of the primary window, forces a denser modulation
lattice. While we have similar constraints on the lattice in our B-spline example, the
supports of the two dual windows are the same. In our pseudo-spline example the
order of smoothness can be increased independent of the support size and therefore
of the modulation lattice. In [23,27,78,81] the authors construct dual windows that
overcome the problem of support in [24]. The paper [81] gives several constructions
of Gabor windows using spline functions and discusses the smoothness of the con-
structed windows and choice of lattices. However, it involves complicated symbolic
computations, especially when the smoothness of the window is increased. In [23,78],
the authors are motivated from the solution of

â(πω)b̂(πω) + â(π(ω + 1))b̂(π(ω + 1)) = 1 (4.45)
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to construct dual windows of equal support size. Several of their windows coincide
with ours, which is not surprising since the trigonometric polynomials we construct
from (4.42) solve (4.45). However, our method is easier than solving the polynomial
equation (4.45) directly and moreover can be easily generalized to higher dimensions.
The idea of [24] is generalized to higher dimensions in [29]. Similar to the one dimen-
sional case, the support size of the dual window gets larger when the smoothness of the
primary window increases, resulting in a denser modulation lattice. Our construction
in the multi dimensional case keeps the desirable property of the one dimensional
case of not changing the support when the smoothness of the window is increased.
Moreover, using (4.38), all the methods of constructing compactly supported windows
can be used to construct bandlimited Gabor windows.

5 Wavelets Systems

The short-time Fourier transform (4.14) uses awindowof fixed support size and cannot
provide information on different levels of resolution. The next step in the evolution of
the Fourier transform has been the wavelet transform

W� f (s, t, ψ) := 〈 f, DsEtψ〉
=
∫

Rd
f (x)2sd/2ψ(2s x − t) dx, (s, t, ψ) ∈ R × R

d × �, (5.46)

for f ∈ L2(R
d). Here � is some finite system of functions in L2(R

d), which are
called wavelets, and Ds : f �→ 2sd/2 f (2s ·) denotes the (dyadic) dilation operator
on L2(R

d) for adapting the size of the wavelets. The question of numerically stable
analysis and/or synthesis of a signal from discrete samples of its wavelet transform
leads to considering the frame properties of the wavelet (or affine) system

X = X (�) := {DkE jψ : k ∈ Z, j ∈ Z
d , ψ ∈ �}.

The system X is not shift-invariant, thus the fiber dual Gramian analysis for shift-
invariant systems of [98] does not directly apply. Due to the commutator relation
DkE j = E2−k j Dk for (k, j) ∈ Z × Z

d , each {DkE jψ} j∈Zd ,ψ∈� is 2−k
Z
d -

shift-invariant. That is, while the system of nonnegative dilation levels X0 :=
{DkE jψ}k≥0, j∈Zd ,ψ∈� is Zd -shift-invariant, the subsystem of negative dilation lev-
els is not. The quasi-affine system X q of X , which has been introduced in [101] to
be able to apply the dual Gramian analysis for shift-invariant systems of [98], is the
Z
d -shift-invariant system

X q := X0 ∪
(
⋃

k<0

{
2dk/2E2 j

Dkψ : j ∈ Z
d , ψ ∈ �

})

generated from X by adding in at each negative dilation level the functions that are
missing to make the system Z

d -shift-invariant and rescaling each of those dilation
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levels. A main result of [101] is the invariance of the Bessel and frame properties (and
the corresponding bounds) between affine systems and their quasi-affine completions.
Fiber dual Gramian analysis of quasi-affine systems can therefore be used to com-
pletely characterize those properties and the characterizations apply to the quasi-affine
system and its affine counterpart alike. Similar results hold for dual systems via mixed
dual Gramian analysis [100], where to compensate for the missing self-adjointness,
as in the abstract case, one has to start from Bessel systems.

The enormous value of wavelet systems for signal processing applications lies in
their potential to provide multiscale representations of different levels of resolution.
The dilation levels of thewavelet systemX are then linked to amultiresolution analysis
(MRA), that is, to a sequence of subspaces {Vk := DkV }k∈Z of L2(R

d), which are
scaled versions of a shift-invariant space V := span{E jφ : j ∈ Z

d} generated by
some φ ∈ L2(R

d), and which provide increasingly better discrete approximations
of arbitrary precision for signals in L2(R

d) in the sense that Vk−1 ⊂ Vk for k ∈ Z

and ∪k∈ZVk = L2(R
d). Here, the nestedness requirement on the subspaces can be

ensured by choosing the generating function to be refinable, i.e. to be determined by
some refinement mask a0 ∈ �2(Z

d) via φ̂(2·) = â0φ̂, where â0 is the Fourier series of
a0. For the union of the subspaces to be dense, it is for example sufficient that φ is a
compactly supported refinable function with φ̂(0) = 1, see e.g. [76]. If the wavelets
� = {ψl}rl=1 are connected to the MRA via

ψ̂l(2·) = âl φ̂ (5.47)

for some set ofwavelet masks {al}rl=1 in �2(Z
d), thenX (�) is called theMRA-wavelet

system generated by the masks {al}rl=0.
MRA based affine and quasi-affine tight frames, allow fast decomposition and

reconstruction algorithms to compute the frame coefficients on each dilation level
in a cascading way by discrete convolutions with the masks, making them ideal for
applications, see e.g. [32,41]. They can be characterized in terms of their masks,
resulting in the mixed unitary extension principle (MEP) and the unitary extension
principle (UEP) of [100,101] for the construction of such dual and tightMRA-wavelet
frames. This gives a direct connection to filter banks as discussed in Sect. 3.3. We
review this connection in Sect. 5.1 (and further comment on it in Sect. 6.3). In Sect. 5.2
we adapt the duality principle based filter bank construction of Corollary 3.14 to the
construction of multivariate dual MRA-wavelet frames. For detailed introductions to
wavelets and their applications we refer to e.g. [37,49,87].

5.1 Mixed Unitary Extension Principle and Mixed Dual Gramian Analysis

Let � be a finite system in L2(R
d) and let R : � → L2(R

d) be a map. (As before,
� is used both as system and index set, and R is a map between the index sets of the
systems.) Then the fiber mixed dual Gramian matrix of the shift-invariant systemsX q

and (RX )q at ω ∈ T
d := [−π, π ]d is



J Fourier Anal Appl (2016) 22:71–136 113

G̃X q ,(RX )q (ω) =
⎛

⎝
∑

ψ∈�

∞∑

k=κ(α−β)

ψ̂(2k(ω + α))R̂ψ(2k(ω + β))

⎞

⎠

α,β∈2πZd

,

(5.48)

with the dyadic valuation κ : Rd → Z
d : ω �→ inf{k ∈ Z : 2kω ∈ 2πZd}. The fiber

matrices G̃X q ,(RX )q (ω) represent the mixed frame operator of X q and (RX )q and it
has been proved in [100], that two Bessel systems X and RX are dual frames if and
only if G̃X q ,(RX )q (ω) is the identity matrix for a.e. ω ∈ T

d .
When the wavelet system is generated by an MRA (and under some further mild

assumptions), the condition on the mixed dual Gramian matrix G̃X q ,(RX )q (ω) to be
the identity matrix for a.e. ω ∈ T

d , can be reduced to a sufficient condition on finite
order matrices in terms of the masks. If one associates with the wavelet system X ,
derived from the masks {al}rl=0, the matrices

MX (ω) :=
⎛

⎜⎝
â0(ω + ν1) . . . âr (ω + ν1)

...
. . .

...

â0(ω + ν2d ) . . . âr (ω + ν2d )

⎞

⎟⎠ , (5.49)

where ω ∈ T
d and {νi }2di=1 = {0, π}d , then the MEP states that, under the conditions

of Theorem 5.1, X and Y are dual wavelet frames whenever they are Bessel systems
and MX (ω)M∗

Y (ω) is the identity for a.e. ω ∈ T
d . In other words, under the MRA

assumption and some additional mild conditions, the infinite mixed dual Gramian
matrix defined in (5.48) can be factored to the family of finite order matricesMX (ω)

and MY (ω) and the dual wavelet frame property for two wavelet Bessel systems
is reduced to a condition on MXM∗

Y . The MEP provides the following practical
sufficient condition for two wavelet systems to be dual frames, and we refer to [100]
for further details and the MEP under weaker conditions on the refinable functions
and masks.

Theorem 5.1 [100] Let φa and φb be compactly supported refinable functions with
φ̂a(0) = φ̂b(0) = 1 and finitely supported refinement masks a0 and b0. Let {al}rl=1,
resp. {bl}rl=1, be the masks of a wavelet system X derived from φa, resp. Y derived
from φb. Then X and Y are dual frames provided they are Bessel systems and

r∑

l=0

âl(ω)b̂l(ω + ν) = δν,0 (5.50)

for all ν ∈ {0, π}d and a.e. ω ∈ T
d .

It is important to note that the matrix condition (5.50) is only sufficient for X and
Y to be dual frames if they are Bessel systems to begin with. The Bessel condition is
not required in the special case the caseX = Y . It here again comes from considering
nonself-adjoint operators. For simplicity, we assume in all of what follows that the
refinable function φ is compactly supported with φ̂(0) = 1 and that all wavelet masks
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are finitely supported. If in addition all wavelet masks have first order vanishing
moments, i.e.

∑
n∈Zd al(n) = 0 for all l = 1, . . . , r , then the MRA-wavelet system

generated by the masks {al}rl=0 is a Bessel system (see e.g. [64]; or [99] for a dual
Gramian argument under an additional mild smoothness condition on the refinable
function).

The UEP is the special case of the MEP Theorem 5.1 for tight instead of dual
frames, i.e. for X = Y . That is, if φ is a compactly supported refinable function with
mask a0 such that φ̂(0) = 1 and if {al}rl=1 are masks such that the matrices (5.49)
have orthonormal rows for a.e. ω ∈ T

d , then the wavelet system derived from those
masks is a tight frame. Condition (5.50) in this case implies that a.e. MX (ω) can be
extended to a unitary matrix. It is worth noticing that in contrast to the MEP, the UEP
does not require the assumption that the wavelet system is Bessel. Also note that both,
the MEP and the UEP, require r ≥ 2d .

Recall that the filter banks defined in (3.13) are N -shift-invariant systems. Therefore
the fiber dual Gramian analysis of [98] for shift-invariant systems can be applied. The
pre-Gramian fibers of the filter bank system X = X ({2d/2al}rl=0, 2) are precisely the
matrices MX (ω) and

((TXc)
∧(ω + ν))ν∈{0,π}d = 2d/2MX (ω)(ĉl(2ω))l∈Z/rZ for c ∈ �0(X),

(T ∗
Xc)

∧(ω) = 2−d/2M∗
X (ω/2)(ĉ(ω/2 + ν))ν∈{0,π}d for c ∈ �0(Z/rZ × Z

d),

for a.e. ω ∈ T
d . If Y = X ({2d/2bl}rl=0, 2), then the mixed dual Gramian fibers of

X and Y are G̃Y,X (ω) := MY (ω)M∗
X (ω). Since the filters are FIR, X and Y are

Bessel systems and thus G̃Y,X (ω) is the identity for a.e. ω ∈ R
d if and only if the

(time-domain) dual Gramian matrix G̃Y,X is the identity, i.e.

2d
r∑

l=0

∑

k∈Zd

al(n + 2k + �)bl(2k + �) = δn,0 for any n, � ∈ Z
d . (5.51)

Both are the necessary and sufficient conditions for the filter bank systems X and
Y to be dual frames. Besides (5.50), the sufficiency condition provided by Theorem
5.1 contains the important second part that X and Y have to be Bessel systems. This
however, as reviewed above, can be guaranteed by working with wavelet masks that
have first order vanishing moments. In summary, if the wavelet masks {al , bl}rl=1 have
first order vanishing moments, then Theorem 5.1 leads to a much simpler sufficient
condition for MRA-based wavelet systems to be dual wavelet frames. Namely, the
generated wavelet systems X and Y are dual wavelet frames for L2(R

d), whenever
the filter bank systems X = X ({2d/2al}rl=0, 2) and Y = X ({2d/2bl}rl=0, 2) are dual
frames in �2(Z

d).
In the next subsection we will use this connection and adapt the duality principle

construction for perfect reconstruction filter banks to meet the vanishing moments
requirements on the masks. In doing so, we give a simple matrix inversion scheme for
constructing multivariate dual wavelet frames for a prescribed MRA as yet another
application of the duality principle.
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5.2 Dual Wavelet Frame Construction via Constant Matrix Inversion

Having established a link between the MEP and the mixed dual Gramian of filter
banks, we propose a simple construction method for multivariate dual wavelet frames
for a given MRA in terms of a constant matrix inversion scheme. This is done by fine
tuning the filter bank Construction 3.15 to meet the extra requirement of first order
vanishing moments. Our freedom to achieve this lies in the appropriate choice of the
diagonal matrix involved. With this in mind, the construction starts from a real-valued
refinement mask a0 satisfying

2d
∑

n∈� j

a0(n) = 1 (5.52)

for all j ∈ Z
d/2Zd , where� j = (2Zd+ j)∩supp (a0). Note that (5.52) is a rathermild

requirement on a refinement mask. It is equivalent to â0(0) = 1 and â0( jπ) = 0 for
j ∈ (Zd/2Zd)\{0}. If â0(0) = 1, then (5.52) holds provided that the cascade algorithm
for a0 converges in L2(R

d) for any compactly supported initial function whose integer
shifts are a partition of unity, see [82]. Recall that the cascade algorithm for the
refinement mask a0 is the sequence φn = 2d

∑
k∈Zd a0(k)φn−1(2 ·−k), n ∈ N, where

φ0 is some compactly supported function. If, for example, a compactly supported
refinable function is stable, i.e. its integer shifts form a Riesz sequence, and its integer
shifts form a partition of unity, then its refinement mask satisfies (5.52). Refinement
masks that satisfy (5.52) include masks of box splines, of certain butterfly subdivision
schemes or of the interpolation function of [94]. We will use those in examples below.

If a0 has, say,m nonzero entries, use those as the first row of them×m matrix A in
Construction 3.15. This defines a one-to-one correspondence between the support of
a0 and {1, . . . ,m}. The remaining m − 1 rows of A can now be completed under the
premise that each of them has entries summing to zero. Via the same correspondence,
these rows definem−1 finitely supported d-dimensionalwaveletmaskswhose support
is contained in the support of a0. Choosing a0 as the diagonal of the diagonal matrix
M , the construction delivers a matrix B. We will show that the first row of B, via the
same correspondence, defines a d-dimensional refinement mask (in fact it is equal to
the first row of A) and its remaining rows define d-dimensional wavelet masks with
first order vanishing moments and support contained in the support of a0. The mask
construction we propose is therefore as follows.

Construction 5.2 Suppose the finitely supported real-valued refinement mask a0 sat-
isfies (5.52).

• Step 1 (Initialization): Define the first row of a matrix A by collecting the nonzero
entries of a0. Let M be the diagonal matrix with the first row of A as its diagonal.

• Step 2 (Primary wavelet masks): Complete the matrix A to be an invertible square
matrix, each of whose remaining rows has entries summing to zero.

• Step 3 (Dual wavelet masks): Define B = (A∗)−1M.

That B indeed has the required properties is the content of the following lemma.
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Lemma 5.3 Let A and B be the matrices derived by Construction 5.2. Then the first
rows of A and B coincide and each of their remaining rows has entries summing to
zero.

Proof That all but the first row of A sum to zero is a requirement in Construction 5.2.
Every entry of the first row of Ã = AM−1 is equal to 1 and B Ã∗ = I . Therefore, the
entries of the first row of B sum to 1 and the entries of each remaining row of B sum
to 0. If B̃ = BM−1, then B̃ A∗ = I , where B̃, and therefore in particular the first row
of B̃, is uniquely determined since A∗ is invertible by construction. Since the entries
of the first column of A∗ sum to 1, while the entries of each remaining column of A∗
sum to 0, it follows that each entry of the first row of B̃ is equal to 1. This implies that
the first rows of A and B coincide. ��

Before formulating our main result, we pause to summarize the mild conditions we
have so far accumulated on the refinement mask and refinable function.

Assumption 5.4 In the following results the refinement mask is assumed to be finitely
supported, real-valued and to satisfy (5.52). The corresponding refinable function
φ ∈ L2(R

d) is supposed to be compactly supported with φ̂(0) = 1.

Now let X and Y be the wavelet systems generated from the refinement mask and
wavelet masks determined by A and B, respectively. Note that Lemma 5.3 in particular
shows that both are derived from the same underlying MRA. Our main result is that
X and Y are dual frames.

Theorem 5.5 Suppose the refinement mask a0 ∈ �2(Z
d) satisfies Assumption 5.4.

Then the masks derived by Construction 5.2 satisfy the MEP condition (5.50) and
the wavelet systems X and Y generated by those masks are dual wavelet frames in
L2(R

d). Moreover, the support of the derived masks is no larger than the support of
a0 and the support of all wavelets is contained in any box containing the support of
a0.

Proof Due to the finite support and first order vanishing moments of the wavelet
masks guaranteed by Lemma 5.3, X and Y are Bessel systems. By Theorem 3.15 the
MEP condition (5.50) is satisfied and Theorem 5.1 applies. The moreover part follows
directly from the construction. ��
One can find matrices satisfying Step 2 of Construction 5.2 for any finitely supported
refinement mask. This implies the following existence result.

Theorem 5.6 For any MRA of L2(R
d) derived from a refinement mask satisfying

Assumption 5.4 there exist dual wavelet frames with the following properties:

(i) The number of primary and dual wavelets is one less than the size of the support
of the refinement mask.

(ii) The support of all wavelet masks is contained in the support of the refinement
mask.

(iii) The support of all wavelets is contained in any box containing the support of the
refinable function.
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Proof It only remains to note that Step 2 of Construction 5.2 can be executed for any
finitely supported refinement mask. Indeed, if, as above, A is to be an m × m matrix,
then its first row is not in (span{1})⊥, where 1 := (1, 1, . . . , 1) ∈ R

m . Each of the
remaining m − 1 rows must have entries summing to zero and one can choose any
m − 1 linear independent vectors of the (m − 1)-dimensional space (span{1})⊥ to
complete A to be an invertible matrix. ��
Remark Construction 5.2 is best possible in the sense that it cannot be improved to
yield two differentMRAs generated by real refinement masks for the primary and dual
wavelets. Indeed, suppose a finitely supported mask satisfies (5.52) and its nonzero
entries define the diagonal of a diagonal matrix M . The crux of the construction is to
factor M = A∗B, with A and B such that their first rows a and b each have entries
summing to one, while each of their remaining rows has entries summing to zero.
Now, if A0 and B0 are the submatrices derived from A and B by deleting their first
rows, then A∗

0B0 = M − a�b. Letting 1 the constant one vector and 0 the constant
zero vector, then A∗

0B01� = A∗
00

� = 0�, while (M − a�b)1� = diag(M)� − a�.
Thus diag(M) = a. Similarly, multiplying 1 from the left, diag(M) = b follows.
Consequently a = b, i.e. such a construction cannot produce different primary and
dual refinement masks, no matter what the number of wavelets is.

As proposed in [52], if the refinement mask a0 satisfies (5.52) and has nonnegative
entries, then to construct a tight MRA-wavelet frame it suffices to find a matrix A
such that A∗A = M . Letting Ã = AM−1/2, this is equivalent to finding Ã satisfying
Ã∗ Ã = I . Since the first row of Ã has norm 1 this can always be done, implying the
following result.

Theorem 5.7 For any MRA of L2(R
d) derived from a refinement mask with non-

negative entries satisfying Assumption 5.4 there exist tight wavelet frames with the
following properties:

(i) The number of wavelets is one less than the size of the support of the refinement
mask.

(ii) The support of all wavelet masks is contained in the support of the refinement
mask.

(iii) The support of all wavelets is contained in any box containing the support of the
refinable function.

5.3 Multivariate Dual Wavelet Frames from Interpolatory Refinable Functions

A particular example in the construction of dual wavelet frames are biorthogonal dual
wavelets. They arise in the search for symmetric wavelets, since dyadic real orthonor-
mal wavelet bases cannot contain of symmetric wavelets, except for the trivial Haar
case [37]. Moreover, biorthogonal dual wavelets are easier to construct than orthonor-
mal wavelet bases, since one “only” has to factor a polynomial rather than finding the
square root of a polynomial. Several one dimensional dual wavelet frames have been
constructed in [31,37,40,41,66,74]. The construction ofmultivariate dual frames, sim-
ilar to the multivariate tight frame construction, becomes increasingly difficult, since
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it involves the completion of two matrices with polynomial entries. The constructions
of non-separable tight wavelet frames by using refinable box splines first appeared
in [92,93], where exponentially decaying orthogonal wavelets are constructed. Sev-
eral biorthogonal wavelet constructions based on box splines have been proposed in
[73,95,96]. Many multivariate biorthogonal wavelets with high order of vanishing
moment are constructed in [22]. Also note that the lifting scheme, which is proposed
in [112] and is essentially linked to biorthogonal wavelets, leads to several multivari-
ate constructions, see e.g. [59,79,110]. Multivariate dual wavelet frame constructions
via a projection method are proposed in [65]. Construction 5.2 for multivariate dual
wavelet frames is simple since it only involves a constant matrix inversion.

Construction 5.2 can start from any given finitely supported real-valued refinement
mask satisfying (5.52) andwe now illustrate it by some examples. Example 5.8 is based
on a piecewise linear box spline. The refinement mask used in Example 5.9 is derived
from the butterfly subdivision scheme, see [51], while Example 5.10 starts from an
interpolatory refinable function derived from a box spline, see [94]. Note that the latter
two examples use interpolatory refinement masks containing negative entries, which
cannot be used for the multivariate tight wavelet construction previously presented in
[52]. In all the examples, the primary wavelet masks are defined based on discrete first
or second order difference operators along certain directions.

Example 5.8 Starting from the box spline of the three directions {(1, 0)�, (0, 1)�,

(1, 1)�} given by the mask

1

8

⎛

⎝
0 1 1
1 2 1
1 1 0

⎞

⎠ ,

we choose the 6 primary wavelet masks

1

2

⎛

⎝
0 1 0
0 0 0
0 −1 0

⎞

⎠ ,
1

2

⎛

⎝
0 0 1
0 0 0

−1 0 0

⎞

⎠ ,
1

2

⎛

⎝
0 0 0
1 0 −1
0 0 0

⎞

⎠ ,

1

4

⎛

⎝
0 −1 0
0 2 0
0 −1 0

⎞

⎠ ,
1

4

⎛

⎝
0 0 −1
0 2 0

−1 0 0

⎞

⎠ ,
1

4

⎛

⎝
0 0 0

−1 2 −1
0 0 0

⎞

⎠ .

Thesemasks correspond to wavelets with certain directions. The dual refinement mask
again is a0 while the dual wavelets obtained from Construction 5.2 have the masks

1

8

⎛

⎝
0 1 0
0 0 0
0 −1 0

⎞

⎠ ,
1

8

⎛

⎝
0 0 1
0 0 0

−1 0 0

⎞

⎠ ,
1

8

⎛

⎝
0 0 0
1 0 −1
0 0 0

⎞

⎠ ,

1

16

⎛

⎝
0 −3 1
1 2 1
1 −3 0

⎞

⎠ ,
1

16

⎛

⎝
0 1 −3
1 2 1

−3 1 0

⎞

⎠ ,
1

16

⎛

⎝
0 1 1

−3 2 −3
1 1 0

⎞

⎠ .
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Example 5.9 The butterfly subdivision scheme, widely used in computer graphics,
has first been proposed in [51]. If this subdivision scheme is applied on a regular grid
with both coordinates indexed by integers, it corresponds to the refinement mask

1

64

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 −1 −1 0
0 0 −1 0 2 0 −1
0 −1 2 8 8 2 −1
0 0 8 16 8 0 0

−1 2 8 8 2 −1 0
−1 0 2 0 −1 0 0
0 −1 −1 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

This mask satisfies condition (5.52) and hence can be used in Construction 5.2. In
total we construct 24 primary wavelets masks, which can be found in Appendix 1. The
dual wavelet masks can be computed from the primary masks by matrix inversion as
described in Construction 5.2. Since the support of the refinement mask a0 is large,
the primary wavelets can cover a wide range of directions.

Example 5.10 Several interpolatory refinable functions have been constructed in [94]
by using box splines. The mask of the interpolatory refinable function constructed
using the box spline of the three directions {(1, 0)�, (0, 1)�, (1, 1)�}withmultiplicity
2 is

1

256

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 −1 −3 −3 −1
0 0 −3 0 6 0 −3
0 −3 6 33 33 6 −3

−1 0 33 64 33 0 −1
−3 6 33 33 6 −3 0
−3 0 6 0 −3 0 0
−1 −3 −3 −1 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

which satisfies condition (5.52) and hence can be used in Construction 5.2. In total we
construct 30 primary wavelets masks, see Appendix 2. The dual wavelet masks again
can be computed via matrix inversion according to Construction 5.2. The support of
the masks derived in this example is larger and hence more directions can be covered
by the wavelets.

5.4 Filter Bank Revisted

In the wavelet literature one usually constructs tight or dual wavelet frames for given
MRAs, i.e. the refinable function and its mask are already prescribed. We have for
example done so in Sect. 5.2, using the connection between tight/dual MRA-wavelet
frames and filter banks as described in Sect. 5.1. Here we consider a different perspec-
tive and ask whether for a given filter bank, regardless of how it is constructed, there
is an underlying MRA-wavelet frame system in L2(R

d) whose masks are the given
filter bank. In general this is a hard question unless one likes to go to Sobolev spaces,
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see e.g. [67]. However, when the filter bank satisfies the UEP condition the answer is
positive.

Let {al}rl=0 be a filter bank of finitely supported filters. Suppose this filter bank
satisfies the UEP condition for subsampling rate 2, i.e.

2d
r∑

l=0

∑

k∈Zd

al(n + 2k + �)al(2k + �) = δn,0 for any n, � ∈ Z
d ,

or equivalently in Fourier domain

r∑

l=0

âl(ω)âl(ω + ν) = δν,0 (5.53)

for all ν ∈ {0, π}d and a.e. ω ∈ T
d . By (5.53), we have r ≥ 2d andMX (ω) in (5.49)

can be extended to a unitary matrix for a.e. ω ∈ T
d . In particular, the norm of any

column of this matrix is at most one, i.e.
∑

ν∈{0,π}d
|âl(ω + ν)|2 ≤ 1 (5.54)

for a.e. ω ∈ T
d and all l = 0, . . . , r .

Assume one of the filters in the filter bank, say a0, is a lowpass filter, i.e. â0(0) = 1.
Then (5.53) automatically implies âl(0) = 0 for l = 1, . . . , r and (5.54) implies
â0(ν) = 0 for ν ∈ {0, π}d\{0}. As long as we show that the lowpass filter a0 defines
a refinable function φ ∈ L2(R

d), then {ψl}rl=1, defined in (5.47) by the filters {al}rl=1
and this refinable function φ, generate a tight MRA-wavelet frame system in L2(R

d).
Define

φ̂(ω) :=
∞∏

j=1

â0(2
− jω), ω ∈ R

d .

It is clear that φ is a compactly supported refinable distribution. Using (5.54), one can
prove that φ is a compactly supported refinable function in L2(R

d) with refinement
mask a0. For completeness, we outline the proof which is contained in [21] for the
univariate case.

Consider the cascade algorithm defined by

f̂n(ω) = â0(2
−1ω) f̂n−1(2

−1ω) =
n∏

j=1

â0(2
− jω) f̂0(2

−nω), ω ∈ R
d ,

with f̂0 = χTd . The pointwise limit φ̂ of { f̂n}n∈N clearly satisfies the refinement
equation φ̂(2·) = â0φ̂. That φ is a function in L2(R

d) is guaranteed by the UEP, more
precisely by (5.54) which implies that { f̂n}n∈N is a bounded sequence in L2(R

d).
Indeed,
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‖ f̂n‖2 =
∫

2n(0,π)d

n−1∏

j=1

|â0(2− jω)|2
∑

ν∈{0,π}d
|â0(2−nω + ν)|2 dω ≤ ‖ f̂n−1‖2

for all n ≥ 1, thus ‖ f̂n‖ ≤ ‖ f̂0‖ = (2π)d for all n ≥ 1 by induction. Since { f̂n}n∈N
converges pointwise to φ̂, Fatou’s lemma implies ‖φ̂‖ ≤ lim infn→∞ ‖ f̂n‖ < ∞.

Thus φ ∈ L2(R
d).

6 Translation-Invariant Transforms

The Bessel, frame and Riesz properties of systems in Hilbert spaces are proper-
ties of the transforms they define, specifically of their analysis operators. In case
of function spaces, say L2(R

d), transforms that are translation-invariant, i.e. com-
mute with translations, are of particular interest in signal processing applications. Any
translation-invariant bounded linear operator on L2(R

d) is given by a convolution
with a tempered distribution whose Fourier transform is essentially bounded, with its
essential bound being equal to the norm of the operator, see [70]. In this sectionwe turn
our attention to sequences of convolution operators and consider translation-invariant
transforms of the form

T ∗
EX : L2(R

d) → L2(R
d , X) : f �→ (t �→ 〈 f, Et x〉)x∈X , (6.55)

where X is a system of functions in L2(R
d) and

L2(R
d , X) := {τ = (τx )x∈X : τx ∈ L2(R

d), (‖τx‖)x∈X ∈ �2(X)}

with inner product

〈τ, τ ′〉L2(Rd ,X) :=
∑

x∈X
〈τx , τ ′

x 〉

and Fourier transform defined by τ̂ := (τ̂x )x∈X . While EX := {Et x}x∈X,t∈Rd is not a
system, i.e. not countable, we characterize the Bessel, frame and Riesz properties for
the transform T ∗

EX along the lines of the fiber dual Gramian analysis for shift-invariant
systems. Again, a key observation is that applying a unitary transform significantly
simplifies the analysis. After Fourier transform the operators have representations
by families of simple matrices. We reviewed the fiber pre-Gramian matrices of shift-
invariant systems in (4.24) and again refer to the original work [98] for the full picture.
In the case of translation-invariant transforms the fiber dual Gramian analysis takes
a rather simple form. The pre-Gramian degenerates to a row vector and thus the
dual Gramian matrices to a Fourier multiplier, in the self-adjoint case, in fact, to the
multiplier function guaranteed by the spectral theorem. This can be loosely interpreted
as a limiting case of the dual Gramian analysis for shift-invariant systems in which the
shift-lattice is of infinite density, i.e. zero volume, and therefore the dual lattice has zero
density. For the special case of shift-invariant Gabor transforms, we show the duality
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principle between the transform and a shift-invariant system of a single generator. In
case of the translation-invariant wavelet transform, we observe that the tight frame
characterization is precisely the diagonal condition of the MEP matrix condition.
This condition is sometimes erroneously used for the undecimated wavelet transform.
However, the undecimated wavelet transform implicitly uses the quasi-affine system
and so the perfect reconstruction condition needs the fullMEP condition, see Sect. 6.3.

6.1 General

Let X be a system in L2(R
d) and consider

TEX : Lc,0(R
d , X) → L2(R

d) : τ �→
∑

x∈X

∫

Rd
τx (t)E

t x(·) dt,

where

Lc,0(R
d , X) := {(τx )x∈X ⊂ L2(R

d) : supp τx is compact, (‖τx‖)x∈X ∈ �0(X)}.

If TEX is bounded, we consider it as its unique extension to a bounded operator on
L2(R

d , X). The operator T ∗
EX in (6.55) is bounded if and only if TEX is bounded. In

this case, T ∗
EX is the adjoint operator of TEX and we call it a Bessel transform. If T ∗

EX
is a Bessel transform that is bounded below on L2(R

d), we call it a frame transform,
and in case the lower bound ‖(T ∗

EX )†‖−1 is equal to the bound ‖T ∗
EX‖, we call it a

tight frame transform. Note that T ∗
EX is a frame transform if and only if TEXT ∗

EX is
bounded and has a bounded inverse and that it is a tight frame transform if and only
if TEXT ∗

EX is the identity on L2(R
d).

For τ ∈ Lc,0(R
d , X), taking Fourier transform yields the representation

(TEXτ)∧(ω) =
∑

x∈X
x̂(ω)τ̂x (ω) = JEX (ω)τ̂ (ω) (6.56)

for a.e. ω ∈ R
d , where the pre-Gramian matrix is defined as the row vector

JEX (ω) := (̂x(ω))x∈X .

If TEX is bounded, then (6.56) holds for all τ ∈ L2(R
d , X) and

(T ∗
EX f )∧(ω) = J ∗

EX (ω) f̂ (ω)

for all f ∈ L2(R
d) and a.e. ω ∈ R

d . Then

‖T ∗
EX f ‖2 =

∑

x∈X

∫

Rd
|〈 f, Et x〉|2 dt = (2π)−d

∫

Rd

∑

x∈X
|x̂(t)|2| f̂ (t)|2 dt (6.57)
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for all bandlimited f ∈ L2(R
d), which might be equal to infinity. If, however,

‖T ∗
EX f ‖ < ∞ for all f ∈ L2(R

d), then this implies that the dual Gramian

G̃EX,EX (ω) := JEX (ω)J ∗
EX (ω) =

∑

x∈X
|x̂(ω)|2

is finite for a.e. ω ∈ R
d . If T ∗

EX is a Bessel transform, then

(TEXT
∗
EX f )∧(ω) = G̃EX,EX (ω) f̂ (ω) (6.58)

for all f ∈ L2(R
d) and a.e. ω ∈ R

d . Further, if T ∗
EX and T ∗

EY are bounded, where
Y = RX and R : X → L2(R

d) is a map, then the mixed dual Gramian

G̃EY,EX (ω) := JEY (ω)J ∗
EX (ω) =

∑

x∈X
R̂x(ω)x̂(ω)

is finite for a.e. ω ∈ R
d by the Cauchy–Schwarz inequality.

Theorem 6.1 Let X be a system in L2(R
d). Then the following holds.

(i) T ∗
EX is aBessel transform if and only if G̃EX,EX ∈ L∞(Rd). In this case‖T ∗

EX‖2 =
‖G̃EX,EX‖L∞ .

(ii) If T ∗
EX is a Bessel transform, then it is a frame transform if and only if 1/G̃EX,EX ∈

L∞(Rd), where 1/G̃EX,EX : ω �→ 1/G̃EX,EX (ω) and with the conventions 1
0 =

∞ and 1
∞ = 0. In this case ‖(T ∗

EX )†‖−2 = ‖1/G̃EX,EX‖L∞ .

In particular, T ∗
EX is a tight frame transform if and only if G̃EX,EX (ω) = 1 for a.e.

ω ∈ R
d . If T ∗

EX and T ∗
EY are bounded, where Y = RX and R : X → L2(R

d) is a
map, then TEY T ∗

EX is the identity on L2(R
d) if and only if G̃EY,EX (ω) = 1 for a.e.

ω ∈ R
d .

Proof If G̃EX,EX ∈ L∞(Rd), then ‖T ∗
EX f ‖2 ≤ ‖G̃EX,EX‖L∞‖ f ‖2L2

for all bandlim-

ited f ∈ L2(R
d), thus T ∗

EX is a Bessel transform and ‖T ∗
EX‖2 ≤ ‖G̃EX,EX‖L∞ . If, on

the other hand, T ∗
EX is a Bessel transform, then (6.57) implies

∫

Rd

(
‖T ∗

EX‖2 −
∑

x∈X
|x̂(t)|2

)
| f̂ (t)|2 dt ≥ 0

for all bandlimited f ∈ L2(R
d) and thus G̃EX,EX ∈ L∞(Rd) with ‖G̃EX,EX‖L∞ ≤

‖T ∗
EX‖2. The remaining statements now follow from (6.58). ��

In case T ∗
EX is a frame transform, Y = {Rx : R̂x = x̂/G̃EX,EX , x ∈ X} is the

canonical choice to yield TEY T ∗
EX = I on L2(R

d).
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6.2 Translation-Invariant Gabor Transforms

Now let K ⊂ R
d be a lattice, φ ∈ L2(R

d) some window function and

X = {Mkφ : k ∈ K }.
Then T ∗

EX is the short-time Fourier transform after discretizing the modulations. The
pre-Gramian

JEX (ω) = (Ek φ̂(ω))k∈K

degenerates to a row vector composed by shifts of a single generator and thus can also
be realized as the pre-Gramian of a shift-invariant system. Indeed

JX∗(ω) = J ∗
EX (ω)

for the K̃ -shift-invariant system X∗ = {|K |1/2Ek̃φ : k̃ ∈ K̃ }, which therefore is
an adjoint system. This adjoint relationship can be interpreted as a limiting case of
the situation for regular Gabor systems as follows. If T ∗

EX is a translation-invariant
transform, then it corresponds to aGabor systemwith shift lattice of infinite density. Its
dual lattice becomes themodulation lattice of the adjoint system. In this case, however,
the dual lattice has density zero and thus no modulations appear in the adjoint system.
The dual Gramian is given by

G̃EX,EX (ω) =
∑

k∈K
|Ek φ̂(ω)|2,

which by the adjoint relationship is equal to the complex conjugate of the Gramian
J ∗
X∗(ω)JX∗(ω) for a.e. ω ∈ R

d . The duality principle implies the following.

Theorem 6.2 Given X = {Mkφ : k ∈ K } and X∗ = {|K |1/2Ek̃φ : k̃ ∈ K̃ }, where
K ⊂ R

d is a lattice and φ ∈ L2(R
d), the following holds.

(i) T ∗
EX is a Bessel transform if and only if X∗ is a Bessel system.

(ii) T ∗
EX is a frame transform if and only if X∗ is a Riesz sequence. In this case the

corresponding bounds coincide.
(iii) In particular, T ∗

EX is a tight frame transform if and only if X∗ is an orthonormal
sequence.

The analogue statement holds for the case of two windows.

Theorem 6.3 Let Xφ = {Mkφ : k ∈ K } and Xψ = {Mkψ : k ∈ K } be Bessel
systems, where K ⊂ R

d is a lattice and φ,ψ ∈ L2(R
d). Further, let X∗

φ =
{|K |1/2Ek̃φ : k̃ ∈ K̃ } and X∗

ψ = {|K |1/2Ek̃ψ : k̃ ∈ K̃ }. Then TEXφTEXψ is the
identity if and only if X∗

φ and X∗
ψ are biorthonormal sequences.

One might of course discretize the translation parameter in the short-time Fourier
transform, while keeping the modulation parameter continuous. This however, after
Fourier transformation, is again the above situation since time domain modulations
are frequency shifts and vice versa.
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6.3 Translation-Invariant Wavelet Transforms

Analysis and reconstruction fromdilation samples of the continuouswavelet transform
(5.46) leads to considering operators on L2(R

d) which are of the form

f �→
∑

ψ∈�

∑

k∈Z

∫

Rd
W� f (k, t)DkEtψ dt = TEXT

∗
EX f,

where

X = X (�) :=
{
2kd/2Dkψ : k ∈ Z, ψ ∈ �

}

and � is a finite system in L2(R
d). The properties of such operators can be addressed

by considering the dual Gramian

G̃EX,EX (ω) =
∑

ψ∈�

∑

k∈Z
|ψ̂(2−kω)|2, (6.59)

which is a.e. finite if, for example, all wavelets have first order vanishing moments,
i.e. |ψ̂ | = O(| · |−1) for all ψ ∈ �. More generally, if the wavelets in � and R� have
first order vanishing moments, where R : � → L2(R

d) is a map, then the mixed dual
Gramian

G̃EX (R�),EX (�)(ω) =
∑

ψ∈�

∑

k∈Z
R̂ψ(2−kω)ψ̂(2−kω) (6.60)

is a.e. well defined and the dual Gramian analysis of Theorem 6.1 on general
translation-invariant transforms can be applied. The dual Gramians (6.59) and (6.60)
appear as the diagonal of the dual Gramian andmixed dual Gramian of the quasi-affine
system introduced in [100,101] (see also (5.48)). We will now follow that analysis.

Of particular interest is again the case of MRA-wavelets, say � = {ψl}rl=1, gen-
erated from masks {al}rl=1 in �2(Z

d) and a compactly supported refinable function
φ ∈ L2(R

d) with mask a0 ∈ �2(Z
d). The dual Gramian in this case is

G̃EX,EX (ω) =
∑

ψ∈�

∞∑

k=−n

∣∣∣∣ψ̂
(
2−kω)|2 + �(2nω)|φ̂(2nω

) ∣∣∣∣
2

for any n ∈ Z, with the fundamental function

�(ω) :=
∞∑

k=0

r∑

l=1

|âl(2kω)|2
k−1∏

j=0

|â0(2 jω)|2

of {al}rl=0 as introduced in [101]. If limω→0 φ̂(ω) = 1, then G̃EX,EX = 1 if and only
if limn→−∞ �(2nω) = 1 for a.e. ω. The latter in particular holds for masks satisfying∑r

l=0 |âl |2 = 1 since then � = 1, see [101].
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Theorem 6.4 Let � = {ψl}rl=1 be MRA-wavelets in L2(R
d), with masks {al}rl=0 and

compactly supported refinable function φ such that limω→0 φ̂(ω) = 1. Then T ∗
EX (�) is

a tight frame transform if and only if limn→−∞ �(2nω) = 1 for a.e. ω. In particular,
T ∗
EX (�) is a tight frame transform whenever

∑r
l=0 |âl |2 = 1.

The fundamental function satisfies � = |â0|2�(2·) +∑r
l=1 |âl |2. Conversely, if

�′ is nonnegative, essentially bounded, 2π -periodic and continuous at the origin with
�′(0) = 1 such that �′ = |â0|2�′(2·) + ∑r

l=1 |âl |2, then �′ is the fundamental
function of {al}rl=0 and G̃EX = 1, see [41].

Theorem 6.5 Let � = {ψl}rl=1 be MRA-wavelets in L2(R
d), with masks {al}rl=0 and

compactly supported refinable function φ such that limω→0 φ̂(ω) = 1. Then T ∗
EX (�)

is a tight frame transform whenever there exists a nonnegative, essentially bounded,
2π -periodic function �′ which is continuous at the origin with �′(0) = 1, and such
that

|â0(ω)|2�′(2ω) +
r∑

l=1

|âl(ω)|2 = �′(ω)

for a.e. ω ∈ T
d .

This result can be generalized to the case of dual transforms. The arguments are
similar, working with the mixed dual Gramian and a mixed fundamental function. The
familiar difference is that, for those functions to be a.e. well-defined, one now has to
assume the transforms to be Bessel transforms to begin with, see [41].

Theorem 6.6 Let � = {ψl}rl=1 and �̃ = {ψ̃l}rl=1 be MRA-wavelets in L2(R
d) with

masks {al}rl=0, resp. {bl}rl=0, and compactly supported refinable functions φ, resp. φ̃,

such that limω→0 φ̂(ω) = limω→0
ˆ̃
φ(ω) = 1. Assume that T ∗

EX (�) and T ∗
EX (�̃)

are

Bessel transforms. Then TEX (�)T ∗
EX (�̃)

is the identity on L2(R
d)whenever there exists

a nonnegative, essentially bounded, 2π -periodic function �′ which is continuous at
the origin with �′(0) = 1, and such that

â0(ω)b̂0(ω)�′(2ω) +
r∑

l=1

âl(ω)b̂l(ω) = �′(ω)

for a.e. ω ∈ T
d . Sufficient for TEX (�)T ∗

EX (�̃)
to be the identity on L2(R

d) is that
∑r

l=0 âl b̂l = 1.

The condition
∑r

l=0 âl b̂l = 1 in Theorem 6.6 is a part of the MEP condition (5.50),
namely the equations for ν = 0. It is, in other words, the diagonal condition on the
mixed dual Gramian MXM∗

Y . In spatial domain this is equivalent to
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r∑

l=0

∑

k∈Zd

al(n + k + �)bl(k + �) = δn,0 for any n, � ∈ Z
d ,

which, for finitely supported masks, is the dual Gramian characterization of the filter
banks X ({al}rl=0, 1) and X ({bl}rl=0, 1) to be dual frames, see Sect. 3.3. Recall that
for filter banks with subsampling rate 2, the dual Gramian condition (5.51) is (under
certain additional assumptions) associated to the dual frame property of the affine
and quasi-affine system, i.e. of discrete wavelet systems. For higher subsampling
rates it relates to different dilations of discrete wavelet systems. In contrast, the dual
frame characterization for non-subsampled filter banks corresponds to the dual frame
property of the dyadic translation-invariant wavelet transform, i.e. only the diagonal
condition of the MEP condition. Masks that satisfy this weaker condition do not
give rise to quasi-affine, i.e. discrete shift-invariant tight frame systems in L2(R

d),
but to dual frames in �2(Z

d). This suffices in certain applications, e.g. in [46] those
masks are linked to certain differential operators. However, the undecimated wavelet
transform, i.e. the fast wavelet decomposition algorithm without downsampling as in
e.g. [32,69,88,108], implicitly uses the quasi-affine system and the diagonal condition
of the MEP condition is not enough to guarantee the tight or dual frame property of
the quasi-affine systems.
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Appendix 1: Primary Wavelet Masks of Example 5.9

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

−1 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0

−1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 −1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 −1
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0

−1 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 2 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 2 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −1 0
0 0 0 2 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 −1
0 0 0 2 0 0 0

−1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 2 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Appendix 2: Primary Wavelet Masks of Example 5.10

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 −1 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

−1 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

−1 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0

−1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
1 0 0 0 0 0 −1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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1

2

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 −1 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 −1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 −1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

−1 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 −1
0 0 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 0 0

−1 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0 −1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 −1 0 0 0
0 0 0 2 0 0 0
0 0 0 −1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 −1 0 0
0 0 0 2 0 0 0
0 0 −1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
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1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 −1 0
0 0 0 2 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 −1
0 0 0 2 0 0 0

−1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

−1 0 0 2 0 0 −1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
1

4

⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 −1 2 −1 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

⎞

⎟⎟⎟⎟⎟⎟⎟⎟⎠

.
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