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Abstract We prove that for an ergodic rotation R and square integrable function f on
a compact abelian group, the ergodic process X = ( f ◦ Rn)n∈Z is uniquely determined
by its two-dimensional laws if the same holds for the process Y = (h ◦ f ◦ Rn)n∈Z, for
some real bounded function h, such that all Fourier-Stieltjes coefficients of h ◦ f are
non null. Applied to the one or two dimensional torus, this result gives a large class of
such processes, for instance any process given by non constant monotone continuous
function, or having a discontinuity at an irrational point, on the unit interval, is in the
corresponding class. We also prove that all Fourier coefficients of such a monotone
function are non null.

Keywords Ergodic processes · Group rotation · Finite dimensional laws ·
Fourier-Stieltjes coefficients
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1 Introduction

According to Kolmogorov theorem, the law of a stochastic process is determined
by its family of all compatible finite dimensional distributions. It is natural to ask
about the role of some fixed family of finite dimensional distributions in the complete
determination of the law of that process. Here, we consider only discrete time stationary
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processes which are ergodic. The lawμ of such a process X = (Xn)n∈Z, is, in general,
completely determined by the family of the laws of all vectors (X0, X1, . . . , Xn),

for all n ≥ 1. For a given natural number p ≥ 1, the family of p-dimensional
distributions (or laws) of the process X = (Xn)n∈Z, is the family of distributions of
all vectors (Xn1, . . . , Xn p ) for all integers n1 < n2 < . . . < n p. Let Y = (Yn)n∈Z

be a stationary process. We say that the two processes X and Y have the same p-
dimensional laws (or p-dimensional marginals) if, for all n1 < n2 < . . . < n p, the
two vectors (Xn1, . . . , Xn p ) and (Yn1 , . . . ,Yn p ) have the same law.

We are concerned with the family of p-dimensional laws, so that the question above
can be formulated as:

When is it true that the law μ of an ergodic process X = (Xn)n∈Z, is determined
by its family of p-dimensional laws in the sense that if Y = (Yn)n∈Z is an ergodic
process, with law ν, and if X and Y have the same p-dimensional laws, then we must
have ν = μ? (In this case we will say then that X is p-dimensionally determined).

A more general question is: under what conditions the equalities
∫

Yn1 . . . Yn p dν =∫
Xn1 . . . Xn p dμ, for all n1 < . . . < n p, will imply μ = ν? (In this case we will say

then that X is p-spectrally determined).
A p-spectrally determined process is p-dimensionally determined.
Examples of pairwise independent non independent processes, hence not 2-

dimensionally determined, are given in [7,13]. Ergodic examples are in [1,3–5,8,16].
More general examples of non 2-dimensionally determined ergodic processes are

in [3,4].
Examples of ergodic processes which are not p-dimensionally determined for any

p, are in [8,11,12].
In the continuous time case, examples of processes which are not p-dimensionally

determined, for any p are in [10].
In [9] it is shown that if (�,A,m, T ) is an ergodic dynamical system and f ∈

L2(m) is such that its spectral measure is continuous and concentrated on a Kronecker
set of the circle, then the process ( f ◦ T n)n∈Z is 2-spectrally determined. This result
is generalized in [15] to the case of independent Helson set in place of Kronecker set,
where also more general group actions are considered.

In [11] it is proved that if Ra is an ergodic rotation on a compact abelian group and
f ∈ L∞(m) has non null Fourier-Stieltjes coefficients, m being the Haar measure,
then the process ( f ◦ Rn

a ) is 3-spectrally determined and not necessarily 2-spectrally
determined.

In [6] two classes of two-valued 2-dimensionally determined processes are given.
In the present paper we prove, (Theorem 1, Sect. 2), that in the group rotation case,

the process ( f ◦ Rn
a ) is 2-dimensionally determined if, for some real bounded function

h, such that h ◦ f ∈ L2(m) and has non null Fourier-Stieltjes coefficients, the process
(h ◦ f ◦ Rn

a ) is 2-dimensionally determined.
This result enables us to prove (Proposition 1, Sect. 2), in the circle case, that for a

large class C1 of functions f, the process ( f ◦ Rn
a ) is 2-dimensionally determined. This

class C1 contains, for example the set M of all non constant monotone continuous
functions on the unit interval, or having a discontinuity at an irrational point.

In the two dimensional torus, we establish a lemma (Lemma 2, Sect. 2) which
implies (Corollary 1) that if A is a square with irrational length side less than one
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half, then the process (1A ◦ Rn
a ) is 2-dimensionally determined. With the help of

this Corollary, the previous result shows (Proposition 1, Sect. 2) that the class C2 of
functions f such that the process ( f ◦ Rn

a ) is 2-dimensionally determined, is large too,
since C2 contains, for example, any function f which satisfies f (A)∩ f (Ac) = ∅, for
some such square A.

In Sect. 3, we prove (Theorem 2) that, if f ∈ M, then all Fourier coefficients of f
are non null.

2 Two-Dimensionaly Determined Processes

In this section we prove that, for an ergodic rotation R on a compact abelian group and
a large class of functions f, the process ( f ◦ Rn)n∈Z is 2-dimensionally determined
and give applications to the one or two dimensional torus.

We first recall some definitions and results which will be needed [2,17,18].
Let G be a locally compact abelian group. A continuous character φ of G is a

continuous group homomorphism from G into the multiplicative group T = {z ∈
C :| z |= 1} of complex numbers with modulus one. The character group Ĝ (the dual
group) of G is the set of all continuous characters of G. If m is Haar measure on G, and
f ∈ L1(m), the Fourier-Stieltjes coefficients of f are f̂ (φ) := ∫

f (x)φ(x)dm(x),
for all φ ∈ Ĝ.More generally, if μ is a measure on G, then its Fourier-Stieltjes trans-
forms μ̂, is defined by μ̂(φ) = ∫

G φ(x)dμ(x). If f, g ∈ L1(m), their convolution
f ∗ g is defined by f ∗ g(y) = ∫

G f (x)g(yx−1)dm(x) [17].

Also, f ≤ g means f (x) ≤ g(x) for m-almost all x ∈ G, and in particular, for
measurable subsets A, B of G, A ⊂ B means 1A ≤ 1B which means then m(A∩Bc) =
0, where Bc denotes the complement of B in G, and more particularly A = B means
then m(A�B) = 0, where A�B denotes the symmetric difference set.

If a ∈ G, the rotation by a, will be denoted Ra : Ra(x) = ax,∀x ∈ G. If G is
compact and m is normalized then the dynamical system (G, Ra,m) is ergodic if and
only if the set {an : n ∈ Z} is dense in G. Moreover, in this case, this dynamical
system has discrete spectrum, the group� of eigenvalues is� = {φ(a) : φ ∈ Ĝ}, and
every character φ ∈ Ĝ is a basis of the one dimensional eigenspace corresponding to
the eigenvalue φ(a) [18].

We shall use also the result that two dynamical systems on Lebesgue spaces with
pure point spectrum and having the same group of eigenvalues are isomorphic [2,18].

The image measure of a measure μ on G, by a measurable function h : G → C, is
denoted μ ◦ h−1. The measure with density f ∈ L1(m) with respect to m is denoted
f m.

The circle group T will be identified with [0, 1[ mod(1) and similarly, T
2 with

[0, 1[×[0, 1[. The imaginary part of a complex number z is denoted Im(z).
We begin with

Lemma 1 Let m be the normalized Haar measure on the compact abelian group G.
Let f, g ∈ L2(G,m) be real valued. Let a ∈ G and Ra be the ergodic rotation by a.
Set Xn := f ◦ Rn

a ,Yn := g ◦ Rn
a , for n ∈ Z. Then the two processes (Xn) and (Yn)
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have the same two dimensional laws if and only if for every φ ∈ Ĝ, there is c(φ) ∈ C,

with | c(φ) |= 1, such that for any m ◦ f −1-integrable function h,

∫
h( f (x))φ(x)dm(x) = c(φ)

∫
h(g(x))φ(x)dm(x).

Proof For t1, t2 ∈ R, we have

∫
ei(t1 X0(x)+t2 Xn(x))dm(x) =

∫
ei(t1 f (x)+t2 f (an x))dm(x),

so that if f1(x) := eit1 f (x), f2(x) := eit2 f (x), and f3(x) := f2(x−1), we obtain

∫
ei(t1 X0(x)+t2 Xn(x))dm(x) =

∫
f1(x) f2(a

n x)dm(x) =
∫

f1(x) f3(x
−1a−n)dm(x)

= f1 ∗ f3(a
−n).

Then, with similar notation,

∫
ei(t1Y0(x)+t2Yn(x))dm(x) = g1 ∗ g3(a

−n).

Since {an : n ∈ Z} is dense in G, by continuity of g1∗g3 (the convolution product f ∗g
of two functions f, g ∈ L2(m) is a continuous function on G) it follows that (X0, Xn)

and (Y0,Yn) have the same law for all n if and only if f1∗ f3 = g1∗g3, for all t1, t2 ∈ R,

and thus, taking Fourier-Stieltjes coefficients, if and only if f̂1(φ) f̂3(φ) = ĝ1(φ)ĝ3(φ),

for all φ ∈ Ĝ, and all t1, t2 ∈ R.

If we set ν = νφ := (φm) ◦ f −1, and η = ηφ := (φm) ◦ g−1, we get

f̂1(φ) =
∫

G
f1(x)φ(x)dm(x) =

∫

G
eit1 f (x)φ(x)dm(x) =

∫

G
eit1 f (x)d(φm)(x)

=
∫

R

eit1 ydνφ(y),

and

f̂3(φ) =
∫

G
f3(x)φ(x)dm(x) =

∫

G
eit2 f (x−1)φ(x)dm(x)

=
∫

G
eit2 f (x)φ(x)dm(x) =

∫

G
e−i t2 f (x)φ(x)dm(x) =

∫

R

e−i t2 ydνφ(y).

Then the equality

f̂1(φ) f̂3(φ) = ĝ1(φ)ĝ3(φ),
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means

ν̂(−t1)ν̂(t2) = η̂(−t1)η̂(t2). (1)

In particular, for t = −t1 = t2, we get | ν̂(t) |=| η̂(t) |=: ρ(t). Then if ν̂(t) =
ρ(t)eiα(t) and η̂(t) = ρ(t)eiβ(t), we obtain

ρ(−t1)ρ(t2)e
i(α(−t1)−α(t2)) = ρ(−t1)ρ(t2)e

i(β(−t1)−β(t2)),

equivalently

ρ(−t1)ρ(t2)e
i(α(−t1)−β(−t1)) = ρ(−t1)ρ(t2)e

i(α(t2)−β(t2)),

so that, since this holds for all t1, t2,

ρ(t1)ρ(t2)e
i(α(t1)−β(t1)) = ρ(t1)ρ(t2)e

i(α(t2)−β(t2)). (2)

Now (2) implies that there exists a constant c = c(φ), with absolute value one, such
that νφ = c(φ)× ηφ. For in fact this equality holds trivially if ρ(t) = 0,∀t, while, if
for some t2, ρ(t2) = 0, then for t with ρ(t) = 0, (2) implies

ei(α(t)−β(t)) = ei(α(t2)−β(t2)) (3)

which proves that ei(α(t)−β(t)) is independent of t when ρ(t) = 0. Denoting the
common value by c(φ), (3) implies then

eiα(t) = c(φ)eiβ(t),

from which follows the implication

ρ(t) = 0 ⇒ ν̂(t) = c(φ)η̂(t).

Since trivially

ρ(t) = 0 ⇒ ν̂(t) = η̂(t) = 0 = c(φ)η̂(t),

we conclude that, ν̂(t) = c(φ)η̂(t),∀t, which means νφ = c(φ)ηφ. It follows then
that, for any Borel function h : R → R, which is integrable with respect to ν,

∫
hdνφ = c(φ)

∫
hdηφ

which, by definitions, means

∫
h( f (x))φ(x)dm(x) = c(φ)

∫
h(g(x))φ(x)dm(x). (4)
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Conversely, the last equality (4) means νφ = c(φ)ηφ, which implies then

ν̂φ(−t1)ν̂φ(t2) = c(φ)η̂φ(−t1)c(φ)η̂φ(t2) = η̂φ(−t1)η̂φ(t2)

and (1) holds, so that (Xn) and (Yn) have the same two-dimensional laws. This achieves
the proof. ��
Definition 1 (1) For a stationary ergodic process (Xn)n∈Z, with law ν, we can suppose

that ν is a probability measure on R
Z, invariant by the shift transformation T on

R
Z and that, for all n, Xn is the n-th coordinate function. We say that (Xn) has

pure point spectrum if the associated ergodic dynamical system (RZ, T, ν) has
pure point spectrum.

(2) Let P,Q be families of stationary proceeses, such that P ⊂ Q. We say that a
stationary process X = (Xn)n∈Z in P , is two dimensionally determined in Q, if
for any process Y = (Yn)n∈Z in Q, the condition

(Y0,Yn) has the same law as (X0, Xn) for each n ∈ Z

implies that the whole process (Yn)n∈Z has the same law as (Xn)n∈Z.
Clearly if Q and R are such families with P ⊂ Q ⊂ R, then a process in P which

is two dimensionally determined in R is two dimensionally determined in Q.

Theorem 1 Let Ra be an ergodic rotation on a compact abelian group G, m the Haar
probability measure on G, f ∈ L2(G,m), and Xn = f ◦ Rn

a ,∀n ∈ Z. Suppose that
there exists a real bounded function h, such that h ◦ f belongs to L2(m) and has non
null Fourier-Stieltjes coefficients. Let Yn = h ◦ f ◦ Rn

a ,∀n ∈ Z. Then if the process
Y = (Yn) is two dimensionally determined in the class of ergodic processes with pure
point spectrum, the process X = (Xn) is two dimensionally determined in the class
of stationary ergodic processes.

Proof Suppose that the property holds for the process Y. Let Z = (Zn) be a stationary
ergodic process, such that for every n, (X0, Xn) and (Z0, Zn) have the same law. We
can suppose that the law ν of Z , is a probability measure on � = R

Z, Zn is the n-th
coordinate function on R

Z, so that if T denotes the shift transformation on �, the
system (�, T, ν) is ergodic and we have Zn = Z0 ◦ T n .

Then (h(X0), h(Xn)) and (h(Z0), h(Zn)) have the same law, and in particular

∫

�

h(Z0)h(Z0) ◦ T ndν =
∫

�

h(Z0)h(Zn)dν =
∫

G
h(X0)h(Xn)dm

=
∫

G
h(X0)h(X0) ◦ Rn

a dm,

and this implies that the closed linear space H1 generated in L2(G,m),by {h(X0)◦Rn
a :

n ∈ Z} is unitarily equivalent to H2, the one generated in L2(�, ν), by {h(Z0) ◦ T n :
n ∈ Z}. The non-nullity of the Fourier-Stieltjes coefficients of h(X0), implies that
H1 = L2(G,m). We shall prove that H2 = L2(ν). For this, we prove first that there
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exists a T - invariant sigma algebra F ⊂ B(�), such that H2 = L2(�,F , ν), and
that the two dynamical systems (G, Ra,m) and (�,F , T, ν) are isomorphic. In fact,
let � = {φ(a) : φ ∈ Ĝ} denote the group of eigenvalues of Ra . By ergodicity of
(G, Ra,m), as in [18] (pp.70–71, Proof of (i i) ⇒ (i i i) in Theorem 3.4), we can
find an orthonormal basis in L2(m) of eigenvectors ( fφ)φ∈Ĝ for Ra , such that fφ has

modulus one, fφ corresponds to the eigenvalue φ(a), and fφ fψ = fφψ , for φ,ψ ∈ Ĝ.
Also, since Ra is unitarily equivalent to the restriction of T to H2, and because T is
ergodic, there exists an orhtonormal basis (gφ)φ∈Ĝ in H2, of eigenvectors for T , with
gφ corresponding to the eigenvalue φ(a), and gφgψ = gφψ . We define W : H1 → H2

by setting first W fφ = gφ , for all φ ∈ Ĝ, and extending by linearity and then by
density to all H1. Clearly W is thus an isomorphism of H1 onto H2, and satisfies
W Ra = T W , and W ( fφψ) = W fφW fψ , for φ,ψ ∈ Ĝ. Let F be the family of
Borel subsets B of � such that there is some Borel subset A of G with 1B = W (1A).
We shall prove that F is a sigma-algebra. For this let A, A′ ∈ B(G). There is a
sequence of finite linear combinations

∑
φ∈Jn

xφ fφ converging to 1A and a sequence
∑
φ∈Kn

yφ fφ which converges to 1A′ (Jn and Kn are finite subsets of Ĝ, for each n).
Then 1A

∑
φ∈Kn

yφ fφ converges to 1A1A′ , since 1A is bounded. It follows, by linearity
and continuity, that

∑
φ∈Kn

yφW (1A fφ) to W (1A1A′). But for every p and ψ ∈ K p,∑
φ∈Jn

xφ fφ fψ converges to 1A fψ , since fψ is bounded, so we have

W (1A fψ) = lim
n

∑

φ∈Jn

xφW ( fφ fψ) = lim
n

∑

φ∈Jn

xφW ( fφ)W ( fψ) = W (1A)W ( fψ),

and thus

W (1A1A′) = lim
n

∑

φ∈Kn

yφW (1A fφ) = W (1A) lim
n

∑

φ∈Kn

yφW ( fφ),

hence, since some subsequence of
∑
φ∈Kn

yφW ( fφ) converges almost everywhere to
W (1A′), we obtain

W (1A1A′) = W (1A)W (1A′).

This equality shows that F is closed under finite intersections. Taking A′ = A, we see
that W (1A) is an indicator of some measurable subset B of �, and that A and B have
the same measure: m(A) = ν(B). This implies in particular that W (1G) = 1�, so
� ∈ F and by linearity F is then closed by taking complements. On the other hand,
the continuity of W implies that F is closed by passing to the limit and henceforth
that it is a monotone class. So F is a sigma-algebra. Now, from the definition of
F , the inclusion L2(�,F , ν) ⊂ H2 holds. As we have seen before, ∀A ∈ B(G),
W (1A) = 1B , for some B, so that W (H1) ⊂ L2(�,F , ν) (recall that H1 = L2(m)),
we obtain H2 = L2(�,F , ν). The equality T W 1A = W Ra1A = W 1R−1

a A implies

T −1F ⊂ F , and the equality T −1W 1A = W R−1
a 1A = W 1Ra A implies T F ⊂ F .

Then T −1F = F = T F .
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Since the two systems (G, Ra,m) and (�,F , T, ν) have pure point spectrum and
the same group of eigenvalues, they are conjugate and thus isomorphic because they
are Lebesgue spaces. Let θ1 : (G, Ra,m) → (�,F , T, ν) be an isomorphism, and set
V0 := X0 ◦ θ−1

1 , and Vn = V0 ◦ T n , so that the two processes (Xn)n∈Z and (Vn)n∈Z

have the same law, and in particular they have the same two dimensional laws, and
hence, for each n, (V0, Vn) and (Z0, Zn) have the same law.

We continue the proof by establishing first the statement when the system (�, T, ν)
is ergodic and have pure point spectrum, from which the proof in the general case will
then follows using the Spectral mixing theorem.

Suppose then that (�, T, ν) is ergodic and have pure point spectrum so that it is
isomorphic to an ergodic rotation on a compact abelian group G1, so we can suppose
that T is an ergodic rotation on G1 and ν is the Haar measure, so that V0 and Z0
satisfy the condition of Lemma 1, and it follows then that for every φ ∈ Ĝ1 there
exists c(φ) ∈ T such that for any f which is ν ◦ Z−1

0 -integrable,

∫

G1

f (V0)φdν = c(φ)
∫

G1

f (Z0)φdν. (E1)

Since, for each n, (h(V0), h(Vn), (h(Z0), h(Zn) and (h(X0), h(Xn)) have the same
law, and because the process (h(Vn))n∈Z is ergodic and have pure point spectrum, we
obtain from the hypothesis that (h(Vn))n∈Z and (h(Zn))n∈Z have the same law, and
then, by Lemma A1 below (a modified version of Lemma 2.2 in [11]), there exists
t ∈ G1 such that for almost all x ∈ G1,

h(V0)(x) = h(Z0)(x + t),

which implies

∫
h(V0)(x)φ(x)dν(x) =

∫
h(Z0)(x + t)φ(x)dν(x)

= φ(t)
∫

h(Z0(x))φ(x)dν(x). (E2)

(E1) and (E2) implie then the equalities

[c(φ)− φ(t)]
∫

h(Z0)φdν = 0, φ ∈ Ĝ1. (E3)

Now, sinceφ is an eigenvector for T , corresponding to the eigenvalueλφ , the following
equalities, which hold for all k ∈ Z,

∫
h(Z0)φdν =

∫
h(Z0) ◦ T kφ ◦ T kdν = λk

φ

∫
h(Z0) ◦ T kφdν,
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show the following

∫
h(Z0)φdν = 0 ⇐⇒ φ ∈ H⊥

2 . (E4)

(Here H⊥
2 denotes the orthocomplement of H2 in L2(ν)).

Let� := {φ ∈ Ĝ1 : ∫
h(Z0)φdν = 0}, and�c be the complement of� in Ĝ1. Then

Z0 =
∑

φ∈�

(∫
Z0φdν

)

φ +
∑

φ∈�c

(∫
Z0φdν

)

φ,

so that by (E1), with f = 1,

Z0 =
∑

φ∈�
(c(φ)

∫
V0φdν)φ +

∑

φ∈�c

(c(φ)
∫

V0φdν)φ,

and thus, since by (E4),
∫

V0φdν = 0,∀φ ∈ �c, we get the equalities

V0 =
∑

φ∈�
(

∫
V0φdν)φ

and

Z0 =
∑

φ∈�
(c(φ)

∫
V0φdν)φ. (E5)

Now, by (E3), c(φ) = φ(t), for each φ in � and then (E5) reads

Z0 =
∑

φ∈�
(φ(t)

∫
V0φdν)φ,

which means that Z0(x) = V0(x − t) for almost all x ∈ G1, so that (Zn)n∈Z and
(Vn)n∈Z have the same law which is the law of the process (Xn)n∈Z.

Now, suppose that the ergodic system is not necessarily with pure point spec-
trum and let G be the T - invariant sigma-algebra generated by all eigenvectors
for T . Then the system (�,G, T, ν) is ergodic and have pure point spectrum. Let
H := L2(�,G, ν) and H⊥ its orthogonal complement in L2(�,B(�), ν). Clearly
H and H⊥ are invarint under T . By the Spectral mixing theorem of Koopman-von
Neumann ([14], Theorem 3.4, p. 96), for any x ∈ H⊥, the specral measure σx (the
measure on the circle, defined by σ̂x (n) = 〈T n x, x〉,∀n ∈ Z) has no atoms. Notice
that for any x ∈ H , σx is atomic. Let Z0 = Z (1)0 + Z (2)0 , Z (1)0 ∈ H , Z (2)0 ∈ H⊥ be the
decomposition of Z0. Then for each n ∈ Z,

〈T n Z0, Z0〉 = 〈T n Z (1)0 , Z (1)0 〉 + 〈T n Z (2)0 , Z (2)0 〉,
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so that

σZ0 = σ
Z (1)0

+ σ
Z (2)0
. (E6)

The hypothesis (X0, Xn) and (Z0, Zn) have the same law for each n ∈ Z implies the
equality σX0 = σZ0 , so that σZ0 is atomic, and (E6) implies then that σ

Z (2)0
is zero and

thus Z (2)0 = 0, which proves that Z0 belongs to H . It follows then, from the first part
of the proof, that (Zn)n∈Z has the same law of (Xn)n∈Z. ��
Lemma A1 Let G be a compact abelian group, m the normalized Haar measure on
G, R := Ra an ergodic rotation by a ∈ G, f, g ∈ L∞(m) be real valued. Then the
following properties are equivalent:

(i)
∫

f f ◦ R p1 f ◦ R p2 ... f ◦ R pn dm = ∫
gg ◦ R p1 g ◦ R p2 ...g ◦ R pn dm, ∀n ≥ 1 and

all p1, p2, ..., pn ∈ Z.
(ii) The two processes ( f ◦ Rn)n∈Z and (g ◦ Rn)n∈Z have the same law.

(iii) There is t ∈ G such that g(x) = f (t + x) for m almost all x ∈ G.

Proof (i i i) implies (i i), and (i i) implies (i) are trivial. To prove that (i) implies (i i i),
define two functions F and H on Gn by:

F(x1, ..., xn) =
∫

f (t) f (t + x1)... f (t + xn)dm(t),

H(x1, ..., xn) =
∫

g(t)g(t + x1)...g(t + xn)dm(t).

The boundedness of f and, for fixed h ∈ L2(m), the continuity of the map
τ : G → L2(m), defined by τ(x) = hx , where hx (t) = h(x + t), imply, using
Cauchy-Schwarz inequality, the continuity of F , and similarily for H . Now, (i)means
that F = H on the set {(a p1, ..., a pn ) : p1, ..., pn ∈ Z}, which is dense in Gn . Then
F = H on Gn . Then, for every φ1, ..., φn ∈ Ĝ

∫
F(x1, ..., xn)φ1(x1)...φn(xn)dm(x1)...dm(xn)

=
∫

H(x1, ..., xn)φ1(x1)...φn(xn)dm(x1)...dm(xn).

But, by Fubini,

∫
F(x1, ..., xn)φ1(x1)...φn(xn)dm(x1)...dm(xn)

=
∫

f (t) f (t + x1)... f (t + xn)φ1(x1)...φn(xn)dm(t)dm(x1)...dm(xn)

= f̂ (φ−1
1 )... f̂ (φ−1

n ) f̂ (φ1...φn);
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and similarily for H , so that (i) holds if and only if , for every n and every φ1, ..., φn ∈
Ĝ,

f̂ (φ−1
1 )... f̂ (φ−1

n ) f̂ (φ1...φn) = ĝ(φ−1
1 )...ĝ(φ−1

n )ĝ(φ1...φn). (a1)

In particular for n = 1,

f̂ (φ−1
1 ) f̂ (φ1) = f̂ (φ−1

1 ) f̂ (φ1)

means that for every φ, | f̂ (φ) |=| f̂ (φ) |, so that for some c(φ) ∈ T, ĝ(φ) =
c(φ) f̂ (φ). Replacing in (a1), we obtain

f̂ (φ−1
1 )... f̂ (φ−1

n ) f̂ (φ1...φn)[1 − c(φ−1
1 )...c(φ−1

n )c(φ1...φn)] = 0,

so that if � := {φ : f̂ (φ) = 0}, then � = �−1, and

φ1, ..., φn, φ1...φn ∈ � ⇒ c(φ1...φn) = c(φ1)...c(φn). (a2)

We conclude that (i) is satisfied if and only if (a2) holds, for every n.
Also, for n = 2, (a1) becomes

f̂ (φ−1
1 ) f̂ (φ−1

2 ) f̂ (φ1φ2) = ĝ(φ−1
1 )ĝ(φ−1

2 )ĝ(φ1φ2)

which, with φ2 = φ−1
1 , yields

| f̂ (φ−1
1 ) | f̂ (1) =| ĝ(φ−1

1 ) | ĝ(1).

Then, since for some φ, | f̂ (φ) |=| ĝ(φ) |= 0, we get f̂ (1) = ĝ(1). Now, if r ∈ R,
then condition (i)( resp. (i i i)) holds for f and g if and only if it holds for f + r and
g + r . Then we can suppose f̂ (1) = 0, hence 1 ∈ � and c(1) = 1.
We will show now that if �̃ is the subgroup generated by � then there is a group
homomorphism c̃ : �̃ → T with the properties

1. c̃(φ) = c(φ),∀φ ∈ �,
2. ĝ(φ) = c̃(φ) f̂ (φ),∀φ ∈ �̃.

In fact, if φ ∈ �̃ is given by

φ = φ1...φn = ψ1...ψk,

with φ1, ..., φn ∈ � and also ψ1, ..., ψk ∈ �, then we must prove the following
equality

c(φ1)...c(φn) = c(ψ1)...c(ψk).

For this, note that the equality φ1...φn = ψ1...ψk means 1 = φ1...φnψ
−1
1 ...ψ−1

k ,
which, by (a2), implies
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1 = c(1) = c(φ1)...c(φn)c(ψ
−1
1 )...c(ψ−1

k ),

which means

c(φ1)...c(φn) = c(ψ1)...c(ψk).

In conclusion c̃ is a group homomorphism on �̃, which coincides with c on �, and it
is such that

ĝ(φ) = c̃(φ) f̂ (φ),∀φ ∈ �,
and then, because f̂ (φ) = ĝ(φ) = 0 if φ ∈ �̃ and φ /∈ �,

ĝ(φ) = c̃(φ) f̂ (φ),∀φ ∈ �̃.

We use now the following

Lemma A2 Let H be a subgroup of a commutative group G, and φ : H → T be
a group homomorphism. Then there is a group homomorphism ψ : G → T which is
an extension of φ.

Proof Let X be the set of all (M, ψ) such that M is a subgroup of G which contains H ,
andψ : M → T is a group homomorphism such thatψ |H = φ. Define on X the order
relation � by declaring (M, ψ) � (M ′, ψ ′) if M ⊂ M ′ andψ ′ |M= ψ . Clearly �, thus
defined, is an order relation on X . Let {(M j , ψ j ) : j ∈ J } be a totally ordered subset
of X . Then M = ∪ j∈J M j is a subgroup of X which contains H , and ψ defined on M
by ψ(x) = ψ j (x) if x ∈ M j , is a group homomorphism from M to T, which satisfies
ψ |M j = ψ j , for all j ∈ J , so that (M, ψ) ∈ X and (M j , ψ j ) � (M, ψ) for all j .
This say that (M, ψ) is an upper bound of {(M j , ψ j ) : j ∈ J }. Let (N , ξ) be an upper
bound of {(M j , ψ j ) : j ∈ J }. Then for all j , M j ⊂ N and ξ |M j = ψ j . It follows
that M = ∪ j∈J M j ⊂ N and ξ |M j = ψ j = ψ |M j , and thus ξ |M= ψ |M= ψ ,
so that (M, ψ) � (N , ξ), which proves that (M, ψ) is the least upper bound of
{(M j , ψ j ) : j ∈ J }. It follows then, from Zorn’s Lemma, that X has a maximal
element, say, (L , α).

Suppose that L = G, and let x ∈ G, x /∈ L . Let L1 be the subgroup generated by L
and x . Then L1 = {yxk : y ∈ L , k ∈ Z}. Two cases can occur:

1. xk /∈ L for every k ∈ Z, with k = 0,
2. There exists k ≥ 2 such that xk ∈ L .

In the first case, note that the equivalence yxk = zxl ⇐⇒ z−1 y = xl−k , implies
that every element x1 ∈ L1 has a unique expression as x1 = yxk , with y ∈ L and
k ∈ Z. We define α̃ : L1 → T, by

α̃(yxk) = α(y).

Clearly α̃ is a homomorphism which extends α, so that (L , α) � (L1, α̃), which
implies the equality L1 = L , which contradicts the assumption x /∈ L .
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In the second case let k0 be the least integer ≥ 2, such that y0 = xk0 ∈ L .
Let θ0 be such that α(y0) = eiθ0 . Set β0 = θ0

k0
. Define , for z ∈ L , and k ∈ Z,

α̃(zxk) = α(z)eikβ0 .
Then, in order for α̃ to be well deined, we must prove the following implication

z, u ∈ L , k, l ∈ Z, zxk = uxl ⇒ α(z)eikβ0 = α(u)eilβ0 .

Now, if k = l, it is verified. If k = l, suppose that l < k. Writing kl = qk0 + r, with
k, r ∈ N, 0 ≤ r < k0, the following

zxk = uxl ⇐⇒ uz−1 = xk−l ⇐⇒ uz−1 = xqk0 xr ⇐⇒ uz−1 = yq
0 xr

implies r = 0, so that k − l = qk0 and uz−1 = yq
0 , that is z = uy−q

0 .
Then

α(z)eikβ0 = α(u)α(y0)
−qeikβ0 = α(u)e−iqθ0 eikβ0

= α(u)e−iqk0β0 eikβ0 = α(u)ei(kqk0)β0 = α(u)eilβ0 .

Then α̃ is well defined and it is clearly a homomorphism from L1 to T, whose restriction
to L coincides with α, so that (L , α) � (L1, α̃), and hence, by maximality of (L , α),
L1 = L , which coontradicts the assumption x /∈ L , and this ends the proof of the
Lemma A2. �
It follows, from the preceding Lemma A2, that there is a group homomorphism γ :
Ĝ → T, which extends c̃. Now, since ĝ(φ) = f̂ (φ) = 0 for any φ ∈ Ĝ, with
φ /∈ �̃, the equality ĝ(ψ) = γ (ψ) f̂ (ψ) holds for allψ ∈ Ĝ. By Pontrytagin’s duality
theorem, γ is given by evaluation at some point t ∈ G:
γ (ψ) = ψ(t),∀ψ ∈ Ĝ, so that

ĝ(ψ) = ψ(t) f̂ (ψ),∀ψ ∈ Ĝ,

which means that g is the translate of f by t , so that (i i i) holds, and this ends the
proof of Lemma A1. �

Remark 1 The equalities
∫

f f ◦ Rn
a dm = f ∗ f̃ (a−n), n ∈ Z,where f̃ (x) = f (x−1),

show that
∫

f f ◦ Rn
a dm = ∫

gg ◦ Rn
a dm,∀n if and only if | f̂ (φ) |=| ĝ(φ) |,∀φ ∈ Ĝ.

It follows that, for every f ∈ L2(m), the process ( f ◦ Rn
a )n∈Z is not 2-spectrally

determined.
The following Lemma will be useful in order to obtain functions satisfying the

condition in Theorem 1, in the case where the group is the two-dimensional torus.

Lemma 2 Let δ ∈]0, 1
2 [, and A = [s, s + δ] × [t, t + δ] be a square with length side

δ, A ⊂ [0, 1[×[0, 1[= T
2. Let a = (α, β) ∈]0, 1[×]0, 1[, where 1, α, β are linearly

independent over the rationals. Let B ⊂ [0, 1[×[0, 1[ be a measurable subset. Let m be
the normalized Lebesgue measure on T

2.Then the following properties are equivalent:

(1) m(A ∩ (na + A)) = m(B ∩ (na + B)),∀n ∈ Z
2.
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(2) m(A ∩ (x + A)) = m(B ∩ (x + B)),∀x ∈ T
2.

(3) The Fourier Coefficients of 1A and 1B have the same absolute values.
(4) B is a translate of A.

Proof The proof of (1) ⇐⇒ (2) ⇐⇒ (3) is the same as in [6]. Since (4) ⇒ (3)
is trivial, it remains only to prove (2) ⇒ (4). For this, note first that we can and do
suppose that A = [0, δ] × [0, δ].

Let

A1 = (1 − δ, 0)+ A, A2 = A, A3 = (1 − δ, 1 − δ)+ A, A4 = (0, 1 − δ)+ A.

Then A1, A2, A3 and A4 are disjoint since δ < 1
2 . Let

D = A1 ∪ A2 ∪ A3 ∪ A4.

Then there is a translate B ′ of B such that , almost everywhere

B ′ ⊂ D.

In fact, since for every x ∈ Dc, m(A ∩ (x + A)) = 0, we have

0 =
∫

Dc
m(B ∩ (x + B))dm(x) =

∫
1B(y)dy

∫
1B(y − x)1Dc (x)dx

=
∫

1B(y)dy
∫

1B(t)1Dc(y − t)dt =
∫

1B(t)dt
∫

1B(y)1Dc (y − t)dt,

so that for almost all t ∈ B, y ∈ t + D, for almost all y ∈ B, in particular, for some
t0, B ⊂ t0 + D. Take B ′ = B − t0.

Since m(B ∩ (x + B)) = m(B ′ ∩ (x + B ′)) for all x, we can and do suppose that
B itself is contained in D. Let

B j = B ∩ A j , j = 1, . . . , 4.

Then (B j )
4
j=1 is a partition of B, so that for all (x, y),

m(A + (x, y) ∩ A) = m(B + (x, y) ∩ B) =
4∑

j,k=1

m(B j + (x, y) ∩ Bk) (E)

We shall prove that{(δ, 0)+ B1, B2, (δ, δ)+ B3, (0, δ)+ B4} is a partition of A. Since,
clearly all the sets (δ, 0) + B1, B2, (δ, δ) + B3, (0, δ) + B4 are subsets of A, the
following equalities

m((δ, 0)+ B1 ∩ B2) = 0,m((δ, 0)+ B1) ∩ (δ, δ)+ B3) = m(B1 ∩ (0, δ)+ B3) = 0,

m((δ, 0)+ B1 ∩ (0, δ)+ B4) = m(B1 ∩ (−δ, δ)+ B4) = m(B1 ∩ (1 − δ, δ)+ B4) = 0,

m(B2 ∩ (δ, δ)+ B3) = 0,m(B2 ∩ (0, δ)+ B4) = 0,

m((δ, δ)+ B3 ∩ (0, δ)+ B4) = m(δ, 0)+ B3 ∩ B4) = 0,
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imply the disjoint equality

A = B2 ∪ (δ, δ)+ B3 ∪ (δ, 0)+ B1 ∪ (0, δ)+ B4 (5)

Now, if λ is the Lebesgue measure on [0, 1], and if Jk(x) = {y : (x, y) ∈ Bk}, then,
for 0 < u < 1, δ < v < 1, we obtain

m(B1 ∩ ((u, v)+ B3) = 0 ⇒
∫

dx
∫

1B1((x, y)1B3(x − u, y − v)dy = 0 ⇒
∫

dx
∫

1B1(x, t + v)1B3(x − u, t)dt = 0 ⇒
∫
λ(−v + J1(x) ∩ (J3(x − u))dx = 0

⇒
∫
λ(J1(x) ∩ (v + J3(x − u))dx = 0.

The last equality, which holds for all u, v, as before, implies that there is a horizontal
line between B1 and all the translates of (0, δ)+ B3, by (t, 0), 0 < t < 1. Similarily,
from

m(B2 ∩ ((u, v)+ B3) = 0 ⇒
∫

dx
∫

1B2((x, y)1B3(x − u, y − v)dy = 0 ⇒
∫

dx
∫

1B2(x, t + v)1B3(x − u, t)dt = 0 ⇒
∫
λ(−v + J2(x) ∩ (J3(x − u))dx = 0

⇒
∫
λ(J2(x) ∩ (v + J3(x − u))dx = 0,

we obtain that the same horizontal line separates B2 and the transllates of (0, δ)+ B3
by (t, 0), 0 < t < 1. Moreover, if the equation of this line is y = y1, then 0 ≤
y1 ≤ δ, and B1 and B2 are (as any one of their horizontal translates) contained
in the (lower) rectangle with vertices (0, 0), (0, y1), (δ, 0) and (δ, y1), while all the
horizontal translates of (0, δ)+ B3 are contained in the (upper) rectangle with vertices
(0, y1), (0, δ), (δ, y1) and (δ, δ). In particular (δ, δ) + B3 is contained in the upper
rectangle.

The same properties hold also for B4 in place of B3. In particular (0, δ) + B4 is
also in the upper rectangle.

Also, by Fubini, reversing the order of integration, we can see that there is a vertical
line between (δ, 0) + B1 and the vertical translations of B2 by (0, t), for 0 < t < δ,

and also the same properties hold for B4 in place of B2, with the same vertical line.
In the same way, if x = x1 is the equation of this line, then 0 ≤ x1 ≤ δ, and B2 and
(0, δ)+ B4 are contained in the (left) rectangle whose vertices are (0, 0), (0, δ), (x1, 0)
and (x1, δ),while (δ, 0)+ B1 and (δ, δ)+ B3 are contained in the right rectangle with
vertices (x1, 0), (x1, δ), (δ, δ) and (δ, 0).

We get then, by the disjoint equality (5), the following

B2 = [0, x1] × [0, y1], B1 + (δ, 0) = [x1, δ] × [0, y1],
B3 + (δ, δ) = [x1, δ] × [y1, δ], B4 + (0, δ) = [0, x1] × [y1, δ],
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which mean

B1 =[x1 − δ, 0]×[0, y1], B3 = [x1 − δ, 0] × [y1 − δ, 0], B4 = [0, x1] × [y1 − δ, 0],

so that B = B1 ∪ B2 ∪ B3 ∪ B4 is the square with vertices (x1 − δ, y1 − δ), (x1 −
δ, y1), (x1, y1) and (x1, y1 − δ), which is clearly a translate of A. ��
Corollary 1 Let A be a square contained in T

2 = [0, 1[×[0, 1[,with irrational length
side less than 1

2 , and a = (α, β) ∈ T
2, with 1, α, β linearly independent over the

rationals. Then the process (1A ◦ Rn
a )n∈Z is determined by its two-dimensional laws.

Proof Let Y = (Yn) be an ergodic process, with law ν, such that for all n, (1A, 1A◦Rn
a )

and (Y0,Yn) have the same law. Then, in particular there exists a measurable set
E ⊂ �, such that ν-almost everywhere Y0 = 1E ,We can and do suppose that the law
ν of the process Y is a probability measure on� := {0, 1}Z, Yn is the n-th coordinate
function, T is the shift transformation and that (�, T, ν) is ergodic. Since, the Fourier
coefficients of 1A are all non zero, an argument, exactly as in the proof of Theorem 1,
yields that the two dynamical systems (T2, Ra,m) and (�, T, ν) are isomorphic. Let
θ : T

2 → � be such an isomorphism. Then, if B = θ−1 E, we obtain that the two
processes (1B ◦ Rn

a ) and (Yn) have the same law. Hence for all n, (1B, 1B ◦ Rn
a ) and

(1A, 1A ◦ Rn
a ) have the same law, so that, in particular

∫
1B1B ◦ Rn

a dm =
∫

1A1A ◦ Rn
a dm,

which means

m(B ∩ (na + B)) = m(A ∩ (na + A)),

so, by Lemma 2, B is a translate of A, and then the two processes (1B ◦ Rn
a ) and

(1A ◦ Rn
a ) have the same law and this achieves the proof. ��

Remark 2 (1) Theorem 1 and Corollary 1 enable us to obtain examples of functions
f on T

2 for which the process ( f ◦ Rn
a ) is two dimensionally determined, for any

a = (α, β), where 1, α, β are linearly independent over the rationals. In fact, for
example, any function for which there is some colsed square V with irrational
side length less than 1

2 , such that

sup
y∈V

f (y) < f (z),∀z /∈ V,

satisfies the condition of the theorem because if B = f (V ), then 1B( f ) = 1V

will have all its Fourier-Stieltjes non zero and the process (1B( f ) ◦ Rn
a ) is, by the

Corollary 1, uniquely determined by its two-dimensional laws.
Also, if V is such a square and if {A1, . . . , An} is a partition of V c in T

2, and
f = x01V + ∑n

j=1 x j 1A j is a simple function, where x j = x0, for all j, so that
1{x0}( f ) = 1V , then the process ( f ◦ Rn

(α,β)) is determined by its two dimensional
laws.
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More generally, for every function with the property

f (V ) ∩ f (V c) = ∅, (6)

(or m({x ∈ V c : f (x) ∈ f (V )}) = 0, or m( f −1( f (V )) = m(V )) the process
( f ◦ Rn

(α,β)) will be determined by its two-dimensional laws.
(2) For a function of one variable, Theorem 1 and Theorem 2.1 in [6] implie that,

if α /∈ Q, 0 ≤ a < b < 1, and b − a /∈ Q, and given three square integrable
functions

f1 : [0, a] → R, f2 : [a, b] → R, f3 : [b, 1[→ R

such that

f1(x) < f2(y < f3(z),∀x ∈ [0, a],∀y ∈ [a, b],∀z ∈ [b, 1[,

and if
f = 1[0,a[ f1 + 1[a,b] f2 + 1]b,1[ f3,

then the law of the process X = ( f ◦ Rn
α)n∈Z is determined by the family of its

two-dimensional laws. In fact, if B = f2([a, b]), then 1B( f ) = 1[a,b] and the
process Y = (1[a,b] ◦ Rn

α)n∈Z is determined by its two-dimensonal laws so the
corollary gives the assertion.

Also, we can replace the preceding condition by the following more general one

f2([a, b]) ∩ ( f1([0, a[) ∪ f3(]b, 1])) = ∅,

which can be written as

f ([a, b]) ∩ f ([a, b]c) = ∅. (7)

Proposition 1 For j = 1, 2, let C j be the set of real measurable functions f on T
j ,

such that the process ( f ◦ Rn
a ) be 2-dimensionally determined. Then

(1) C1 contains any real square integrable f such that for some arc A with irrational
length, f (A) ∩ f (Ac) = ∅.

(2) C2 contains any real square integrable f such that for some square A with irra-
tional length side less than one half, f (A) ∩ f (Ac) = ∅.

Remark 3 In the proposition above, the set C1 contains in particular any monotone
continuous non constant function on [0, 1]. It contains also any monotone function on
this interval having a discontinuity at an irrational point, and any strictly monotone
function as well.

Notice that condition (6) (resp. 7) is very helpful, since if it holds the process
( f ◦ Rn) will be two dimensionally determined in the class of stationary ergodic
processes, regardless of whether or not all the Fourier coefficients of f are non null.
Also, in the case where the graph of the function f is known, condition (6) (resp. 7)
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can be, easily cheked. For example, for the function f (x) := sin(2πx), (7) holds and
then the process ( f ◦ Rn

α) is two dimensionally determined in the class of stationary
ergodic processes even though all but a finite number of the Fourier coefficients of f
are null.

The following proposition shows that Riemann integrable functions on T, or on
T

2, can be uniformly approximated by functions f such that the process ( f ◦ Rn
a )n∈Z

is determined by its two-dimensional laws.

Proposition 2 Let G = T, or G = T
2. Let m be the Haar measure and Ra be an

ergodic rotation on G. Let H be the set of functions f ∈ L∞(m) such that the process
( f ◦ Rn

a ) is determined by its two dimensional laws. Then C(G) is contained in the
L∞(m)- closure H of H.

Proof Let f ∈ C(G), and ε > 0. Let δ ∈]0, 1
2 [ be irrational. In case G = T let

A = Aδ = [0, δ], and in case G = T
2 let A = Aδ = [0, δ] × [0, δ]. The set

B := {x ∈ G : f (x) >|| f ||∞ −ε} is open and not empty. Then there exists δ, such
that a translate J of Aδ, be contained in B. Let g = f + 2ε1J . Then

x ∈ J ⇒ g(x) = f (x)+ 2ε >|| f ||∞ +ε,
x /∈ J ⇒ g(x) = f (x) ≤|| f ||∞,

so that

g(J ) ⊂ [|| f ||∞ +ε, || f ||∞ +2ε],
g(J c) ⊂] − ∞, || f ||∞],

which implie

g(J ) ∩ g(J c) = ∅.

By (6) or (7) in the preceding remarks, this last relationship implies that g belongs to
H. Since || f − g ||∞= 2ε, and ε is arbitrary, the proof is complete. ��

3 Fourier Coefficients of Monotone Functions on the Unit Interval

Even though Theorem 1 weakens the condition that the function f has all Fourier-
Stieltjes coefficients non zero, it can be interesting to give simple condition on f in
order to have this property. In the circle case, Theorem 2 below, shows, for instance,
that non constant monotone continuous functions have the property. For the proof, we
begin with

Lemma 3 Let f be a real monotone Lebesgue integrable function on the interval
[0, 1], with the property f ( 1

2 − x) = − f ( 1
2 + x), for almost all − 1

2 < x < 1
2 , and

suppose that f is continuous at the points k
2q+1 ,

2k−1
4q for all q ≥ 1 and k = 1, . . . , q.
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Then either

1. f = c(21[ 1
2 ,1] − 1) for some c ∈ R, or

2.
∫ 1

0 f (x)ei2πnx dx = 0,∀n = 0.

Proof Suppose that f : [0, 1] → R, is non-decreasing (if f is non-increasing, con-
sider g = − f ) and satisfies also f ( 1

2 − x) = − f ( f 1
2 + x),∀x ∈ [0, 1], and let, for

n ≥ 1,

In :=
∫ 1

0
f (x)e2iπnx dx .

Then, from

In =
∫ 1

2

0
f (x)ein2πx dx +

∫ 1

1
2

f (x)ein2πx dx,

together with
∫ 1

1
2

f (x)ein2πx dx = −
∫ 1

2

0
f (x)e−i2πnx dx,

due the equality f ( 1
2 − x) = − f ( 1

2 + x), we obtain

In = 2i
∫ 1

2

0
f (x) sin(2πnx)dx = 2i

∫ nπ

0
f

(
t

2πn

)

sin(t)
dt

2πn

= 2i

2πn

n−1∑

k=0

∫ (k+1)π

kπ
f

(
t

2πn

)

sin(t)dt.

Now,
∫ (k+1)π

kπ
f

(
t

2πn

)

sin(t)dt =
∫ π

0
f

(
x + kπ

2πn

)

sin(x + kπ)dx

= (−1)k
∫ π

0
f

(
x

2πn
+ k

2n

)

sin(x)dx = (−1)k
∫ π

0
ak(x) sin(x)dx,

where, for k = 0, 1, . . . , n − 1,

ak(x) = f

(
x

2πn
+ k

2n

)

, x ∈ [0, π ].

(notice that x ∈ [0, π ] ⇐⇒ x
2πn + k

2n ∈ [ k
2n ,

k+1
2n ], and then, since f is non

decreasing, the equality ak(x) = ak+1(x) holds for almost all x ∈ [0, π ] if and only
if f is almost everywhere constant on [ k

2n ,
k+2
2n ].)

Since

x

2πn
+ k

2n
≤ 1

2
⇐⇒ x + kπ ≤ nπ ⇐⇒ x ≤ (n − k)π,
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and because f is non decreasing

(

0 < x <
1

2
⇒ 1

2
− x <

1

2
<

1

2
+ x ⇒ f

(
1

2
− x

)

≤ f

(
1

2
+ x

)

= − f

(
1

2
− x

)

⇒ 2 f

(
1

2
− x

)

≤ 0.

)

we have

ak(x) ≤ 0, ak(x) ≤ ak+1(x).

for almost all x ∈ [0, 1
2 ].

For p = 0, 1, . . . , n − 1, set

Sp(x) =
p∑

k=0

(−1)kak(x).

Then

In = i

πn

∫ π

0

n−1∑

k=0

(−1)kak(x) sin(x)dx = i

πn

∫ π

0
Sn−1(x) sin(x)dx . (8)

Then Sp(x) ≤ 0. In fact the following inequalities

S0(x) = a0(x) ≤ 0,

S1(x) = a0(x)− a1(x) ≤ 0,

S2q(x) = S2q−2(x)+ (a2q(x)− a2q−1(x)) ≥ S2q−2(x),

S2q+1(x) = S2q−1(x)+ (a2q(x)− a2q+1(x)) ≤ S2q−1(x);
S2q+1(x) = S2q(x)− a2q+1(x) ≥ S2q(x),

prove, by induction, that Sp(x) ≤ 0, for all p ≤ n − 1, and also

S0(x) ≤ S2q−2(x) ≤ S2q(x) ≤ S2r+1(x) ≤ S2r−1(x) ≤ S1(x) ≤ 0.

It follows
∫ π

0
Sn−1(x) sin(x)dx ≤

∫ π

0
S1(x) sin(x)dx ≤ 0.

Then, by (8), In = 0 if and only if Sn−1 = 0 almost everywhere on [0, π ].

If n = 2q + 1, the equality

Sn−1(x) = S2q(x) = (a0(x)− a1(x))+ (a2(x)− a3(x))+ . . .+ (a2q−2(x)

−(a2q−1(x))+ a2q(x)
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implies then the equalities

a2k = a2k+1(x), k = 0, 1, .., q − 1,

a2q(x) = 0.

Since f is increasing, the equality a2k = a2k+1 almost everywhere means that f
is constant almost everywhere on the interval [ 2k

2(2q+1) ,
2k+2

2(2q+1) ] = [ k
2q+1 ,

k+1
2q+1 ] =

[ k
n ,

k+1
n ]. The last interval is for k = q − 1 = n−1

2 − 1 = n−3
2 = [ n

2 ] − 1, that is

[ q−1
2q+1 ,

q
2q+1 ]. If we suppose that f is continuous at the points k

2q+1 , k = 1, . . . , q,
these equalities implie

a0(x) = a1(x) = . . . = a2q(x) = an−1(x) = 0

which gives

f
( x

2πn

)
= f

(
x

2πn
+ 1

2
− 1

2n

)

for almost all x, which means that the restriction of f to [0, 1
2n ] is almost everywhere

equal to its restriction to [ 1
2 − 1

2n ,
1
2 ]. which, since f is increasing, implies that f will

be almost everywhere constant on [0, 1
2 ].

If n = 2q, then the equalities

Sn−1 = S2q−1 = (a0(x)− a1(x))+ (a2(x)− a3(x))+ . . .+ (a2q−2(x)− a2q−1(x))

implie that In = 0 if and only if

a0 = a1, a2 = a3, . . . , a2q−2 = a2q−1 = an−1

almost everywhere, which means that f is constant on the interval [ 2k
2n ,

2k+2
2n ] =

[ k
n ,

k+1
n ], for k = 0, 1, . . . , q − 1 = n

2 − 1 = [ n
2 ] − 1. In this case, under the

continuity of f,at the points { 2k−1
4q : k = 1, . . . , q},

we see also that f will be constant almost everywhere on [0, 1
2 ].

We conclude that, if f is continuous at the points k
2q+1 : k = 1, . . . , q and at the

points 2k−1
4q , k = 1, . . . , q, for all q ≥ 1, then In = 0 for some n = 0, implies that

there is c ≥ 0 such that f = −c1[0, 1
2 ] + c1] 1

2 ,1] almost everywhere. ��

Corollary 2 Let f be a real monotone Lebesgue integrable function on the interval
[0, 1], with the property f ( 1

2 − x) = − f ( 1
2 + x), for almost all − 1

2 < x < 1
2 ,

and suppose that f has a discontinuity at an irrational point α ∈]0, 1
2 [. Then

Im(
∫ 1

0 f (x)ei2πnx dx) = 0,∀n = 0.
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Theorem 2 Let f be non constant monotone (nondecreasing, or nonincreasing)
Lebesgue integrable function on [0, 1]. Suppose that f is continuous or that for some
irrational α ∈ [0, 1], f is not continuous at α. Then

(i)

∫ 1

0
f (x)ei2πnx dx = 0,∀n = 0.

(ii)

∫ 1

0
h(x)ei2πnx dx = 0,∀n = 0,

where h = f + g, for any even function g ∈ L1(m). (g(1 − x) = g(x) for almost
all x ∈ [0, 1].)

Proof Suppose that f is non decreasing. Let g(x) = f (x)− f (1 − x), for x ∈ [0, 1].
Then g is also non decreasing, for in fact, let x ≤ y. Then 1 − y ≤ 1 − x, and thus

g(x)− g(y) = f (x)− f (1 − x)− f (y)+ f (1 − y) = ( f (x)− f (y))

+( f (1 − y)− f (1 − x)) ≤ 0.

Also, note that, if we set t = 1
2 + x, then 1

2 − x = 1 − t, and x ∈ [−1
2 ,

1
2 ] ⇐⇒ t ∈

[0, 1], so that

f

(
1

2
− x

)

= − f

(
1

2
+ x

)

,∀x ∈
[−1

2
,

1

2

]

⇐⇒ f (1 − t) = − f (t),∀t ∈ [0, 1].

Then from

g(1 − x) = f (1 − x)− ( f (1 − 1 + x) = f (1 − x)− f (x) = −g(x),

follows

g

(
1

2
− x

)

= −g

(
1

2
+ x

)

,∀x ∈
[−1

2
,

1

2

]

.

Now, if f is continuous, then clearly g is continuous. If f is not continuous at
α, then g is not continuous at α also. In fact, if for a monotone function h, we set
h(x − 0) = limt→x,t<x h(t) and h(x + 0) = limt→x,t>x h(t), then

g(α − 0)− g(α + 0) = f (α − 0)− f (1 − α + 0)− f (α + 0)+ f (1 − α − 0)

= ( f (α − 0)− f (α + 0))+ ( f (1 − α − 0)− f (1 − α + 0))

≤ f (α − 0)− f (α + 0) < 0.
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It follows then from Lemma 3, that
∫ 1

0 g(x)ei2πnx dx = 0, for n = 0. Now

∫ 1

0
g(x)ei2πnx dx =

∫ 1

0
f (x)ei2πnx dx −

∫ 1

0
f (1 − x)ei2πnx dx,

and, with the replacement 1 − x = t,

∫ 1

0
f (1 − x)ei2πnx dx =

∫ 0

1
f (t)ei2πn(1−t)(−dt) =

∫ 1

0
f (t)e−i2πnt dt,

so that

∫ 1

0
g(x)ei2πnx dx =

∫ 1

0
f (x)ei2πnx dx −

∫ 1

0
f (x)e−i2πnx dx

= 2i × Im

(∫ 1

0
f (x)ei2πnx dx

)

,

from which we conclude that Im(
∫ 1

0 f (x)ei2πnx dx) = 0, and this ends the proof of
(i).
(i i) follows from (i), since Im

∫
g(x)ei2πnx dx = 0, and Im

∫
f (x)ei2πnx dx = 0.

��
Acknowledgments I thank Jean-Paul Thouvenot for bringing to my attention the reference [15]. I thank
him also for fruitful discussions.

References

1. Bretagnolle, J., Klopotowski, A.: Sur l’existence des suites de variables aléatoires s à s indépendantes
échangeables ou stationnaires. Ann. Inst. Henri Poincaré 31, 325–350 (1995)

2. Cornfield, I.P., Fomin, S.V., Sinai, Y.G.: Ergodic Theory. Springer-Verlag, New York (1982)
3. Courbage, M., Hamdan, D.: A class of non-mixing dynamical systems with the semigroup properties.

Lett. Math. Phys. 22, 101–106 (1991)
4. Courbage, M., Hamdan, D.: Chapman-Kolmogorov equation for non-Markovian shift-invariant mea-

sures. Ann. Prob. 22(3), 1662–1677 (1994)
5. Courbage, M., Hamdan, D.: Decay of correlations and mixing properties in a dynamical system with

zero entropy. Ergod. Theory Dyn. Syst. 17, 87–103 (1997)
6. Courbage, M., Hamdan, D.: Examples of ergodic processes uniquely determined by their two-marginal

laws. Stat. Prob. Lett. 52, 341–345 (2001)
7. Feller, W.: Non markovian process with semi-group property. Ann. Math. Stat. 30, 1252–1253 (1959)
8. Flaminio, L.: Mixing k-fold independent processes of zero entropy. Proc. Am. Math. Soc. 118, 1263–

1269 (1993)
9. Foias, C., Stratila, S.: Ensembles de Kronecker dans la théorie ergodique. C. R. Acad. Sci. Paris A

267(20), 166–168 (1967)
10. Föllmer, H., Wu, C. T., Yor, M.: On weak Brownian motions of arbitrary order. Annales de l’IHP 4,

447–487 (2000)
11. Hamdan, D.: Markov chains with positive transitions are not determined by any p-marginals. Monatsh.

Math. 130, 189–199 (2000)
12. Hamdan, D.: An ergodic Markov chain is not determined by any p-marginals. Indag. Math. N. S. 13(4),

487–498 (2002)



160 J Fourier Anal Appl (2015) 21:137–160

13. Janson, S.: Some pairwise independent sequences for which the central limit theorem fails. Stochastics
23, 439–448 (1988)

14. Krengel, U.: Ergodic Theorems. Walter de Gruyter, Berlin, New York (1985)
15. Parreau, F.: On the Foias and Stratila theorem. In: Proceedings of the Conference on Ergodic Theory,

Torun (2000)
16. Robertson, J.B., Womack, J.M.: A pairwise independent stationary stochastic processes. Stat. Prob.

Lett. 3, 195–199 (1985)
17. Rudin, W.: Fourier Analysis on Groups. Interscience, New York (1962)
18. Walters, P.: An Introduction to Ergodic Theory. Springer, New York (1982)


	A Family of Two Dimensionally Determined Ergodic Processes
	Abstract
	1 Introduction
	2 Two-Dimensionaly Determined Processes
	3 Fourier Coefficients of Monotone Functions on the Unit Interval
	Acknowledgments
	References


