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Abstract Let {¢x} be an orthonormal system on a quasi-metric measure space X,
{€;} be a nondecreasing sequence of numbers with limg_, o € = co. A diffusion
polynomial of degree L is an element of the span of {¢ : £, < L}. The heat kernel is
defined formally by K, (x, y) = Y pooexp(—it)d(x)pi(y). If T is a (differential)
operator, and both K; and Ty K; have Gaussian upper bounds, we prove the Bern-
stein inequality: for every p, 1 < p < oo and diffusion polynomial P of degree L,
ITP|, <ciLE||P|lp. In particular, we are interested in the case when X is a Rie-
mannian manifold, 7 is a derivative operator, and p # 2. In the case when X is a
compact Riemannian manifold without boundary and the measure is finite, we use
the Bernstein inequality to prove the existence of quadrature formulas exact for inte-
grating diffusion polynomials, based on an arbitrary data. The degree of the diffusion
polynomials for which this formula is exact depends upon the mesh norm of the data.
The results are stated in greater generality. In particular, when T is the identity oper-
ator, we recover the earlier results of Maggioni and Mhaskar on the summability of
certain diffusion polynomial valued operators.
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1 Introduction

Many practical applications, for example, document analysis [6], face recogni-
tion [17], semi-supervised learning [1, 2], image processing [10], and cataloguing
of galaxies [11], involve a large amount of very high dimensional data. Typically, this
data has a lower intrinsic dimensionality; for example, one may assume that it belongs
to a low dimensional manifold in a high dimensional, ambient Euclidean space. The
desire to take advantage of this low intrinsic dimensionality has recently prompted
a great deal of research on diffusion geometry techniques. The special issue [5] of
Applied and Computational Harmonic Analysis contains several papers that serve as
a good introduction to this subject.

An essential ingredient in these works is a data-dependent heat kernel K, on the
manifold X in question, which can be defined formally by

Ki(x.y) =Y exp(—i)pp () (), t>0,x,y€eX,
k>0

where the eigenfunctions {¢} are an orthonormal basis for L2(X, ) for an appropri-
ate measure i, and £;’s are nonnegative numbers; the eigenvalues of the (square root
of the negative) Laplacian. A multiresolution analysis is then defined by Coifman
and Maggioni [6] for a fixed € > 0 by defining the increasing sequence of scaling
spaces

span{gy : exp(—27/ ) > e} = span{¢x : £; < (2/ log(1/€))}.

The range of the operators generated by K,-; being “close” to the space at level j,
one may obtain an approximate projection of a function by applying these opera-
tors to the function. In turn, these operators can be computed using fast multipole
techniques. The diffusion wavelets and wavelet packets can be obtained by apply-
ing Gram Schmidt procedure to the kernels K,-;. On a more theoretical side, Jones,
Maggioni, and Schul [18] have recently proved that the heat kernel can be used to
construct a local coordinate atlas on manifolds, preserving the order of magnitude of
the distances between points within each chart.

Several applications, especially in the context of semi-supervised learning, signal
processing, and pattern recognition can be viewed as problems of function approxi-
mation. For example, given a few digitized images of handwritten digits, one wishes
to develop a model that will predict for any other image whether the corresponding
digit is 0. Each image may be viewed as a point in a high dimensional space, and
the target function is the characteristic function of the set of points corresponding to
the digit 0. We observe in this context that even though C; f — f (uniformly if f
is continuous) as t — 0, where K; is the heat operator defined by the kernel K;, the
rate of convergence provided by this simple minded approximation cannot be the op-
timal one for smooth functions, since the C; ¢y # ¢x except when £ = 0. In [24, 27],
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we have developed a different multiscale analysis based on span{¢y : E% <27} as
the scaling spaces. We have obtained a Littlewood—Paley expansion, valid for func-
tions in all L? spaces including p = 1, co. This expansion is in terms of a tight frame
transform, which can be used to characterize different Besov spaces. Our tight frames
can also be chosen to be highly localized. The critical conditions in our paper [24]
to ensure the uniform boundedness of the approximation operators involved are the
finite speed of wave propagation, and a “Christoffel function” bound of the following
form, valid for all x € X:

D gk @))F = 0(%),  for some K > 0. (1.1)
be=j

In the sequel, we assume a fixed nondecreasing sequence {{;}2, € R, with
limg_, o0 £x = 00. An element of the space 17 := span {¢y : £x < L} will be called a
diffusion polynomial of degree at most L. In order to implement our approximation
operators based on the available data, without losing their approximation power, one
needs to use carefully chosen quadrature formulas, exact for integrating products of
diffusion polynomials. We note that the existence of quadrature formulas exact for
integrating diffusion polynomials in I;, even with positive weights, is well known
if one is allowed to choose the quadrature nodes judiciously [33, Example 2.5.8].
However, in most applications, one has no control on the choice of the quadrature
nodes. Such data, where we have no control on the choice of the sites where the data
is collected, will be referred to as scattered data. It is demonstrated in [23] that even
in the simplest case when X is the unit circle of the complex plane, one cannot sim-
ply take a known formula based on judiciously chosen sites, such as the Fast Fourier
Transform, and use it with finding nearest neighbors from the given scattered data,
without losing the optimal approximation power. One major goal of this paper is to
prove the existence of quadrature formulas to integrate diffusion polynomials of high
order, based on scattered data.

In order to obtain the necessary quadrature formulas, we need to prove certain
Bernstein inequalities, estimating the L' norm of the derivatives of diffusion polyno-
mials in terms of the L' norms of these polynomials themselves. Such inequalities
are well known in the case of L2, and are recently investigated [32] in a more general
context. As far as we are aware, these inequalities are not known in general for the
derivatives in the L?” norm. In the context of trigonometric polynomials, a simple
idea is to use a reproducing kernel, and estimate the L! norm of the derivative of this
kernel. We wish to adopt this approach in the present context. Since the derivatives
of ¢y are not necessarily diffusion polynomials, we need to drop the assumptions
on orthogonality of the system and consider generalized heat kernels of the form
Zl?io exp(—ﬁ%t)q‘)k (x)¥r(y), where ¢y, Yy are no longer required to be orthogonal
systems. Another motivation for considering such a kernel is the following. The spec-
tral method for solving a linear differential equation 7u = f on a manifold consists
of solving a system of equations

T(Z (u, ¢k>¢k) = (. o) T =Y _(f bx)ox.

k=0 k=0 k=0

for the unknown coefficients (u, ¢ ). In the analysis of the middle term above, the ker-
nel has the form ZLO &k (x) Y (y), where Yy = T ¢r. Thus, the systems ¢y and 1y
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are not the same and not orthogonal. Other examples of interest include bi-orthogonal
frame expansions.

In Sect. 2, our main goal is to extend the localization and summability result [24,
Theorem 4.1] to the case of kernels of the form Z/?ozo H (/L) (x)Yi () for suit-
able filters H (Theorem 2.1). In light of the importance of the heat kernel in this
theory, we will formulate the conditions we need for this purpose only in terms of
the small time properties of the (generalized) heat kernel. Our conditions on the heat
kernel are satisfied in a number of situations; for example, weighted heat kernels,
heat kernels corresponding to a wide class of elliptic operators of second order on
smooth manifolds with bounded geometry, and of course, kernels corresponding to
the Laplace—Beltrami operators on smooth, compact manifolds (without boundary),
together with the gradients of these kernels. This theory will be applied to prove in
Theorem 2.2 the Bernstein inequalities in the contexts when the conditions on the
heat kernel and its gradient are satisfied. Restricting further to compact Riemannian
manifolds with a probability measure, we will prove in Theorem 3.1 the existence of
the quadrature formulas. The proofs of all the new results of this paper are given in
Sect. 4. For the convenience of the reader, we include the definitions of some of the
terminology regarding Riemannian manifolds in this paper in an Appendix.

2 Main Results

Let (X, u, p) be a quasi-metric measure space, with a quasi-metric p and a sigma-
finite Borel measure w. By the term quasi-metric, we mean that p : X x X — [0, 00)
is a symmetric function, p(x, y) = 0 if and only if x = y, and the following inequality
is satisfied in place of the triangle inequality for some x > O:

p(x,y) <k{p(x,2) +p »}h xy,z€X 2.0
Forx e X, r > 0, let
Bx,r)y={yeX:pkx,y) <r}, A(x,r):=X\ B(x,r).
We assume that there exists a constant 1 > 0 such that
w(B@x,r) <kir*, xeX,r>0. 2.2)

If B C X is u-measurable, and f : B — C is a u-measurable function, we will
write

([l f@IPdp@)}/P, if 1 <p < oo,

w—esssup,ep | f(X)], i p=occ.

Ifllp.B = i

The class of all f with || f]|, g < oo will be denoted by L”(B), with the usual con-
vention of considering two functions to be equal if they are equal p-almost every-
where. If B =X, we will omit its mention from the notations. The inner product of
L? will be denoted by (o, o). We denote the L? closure of Iy := Ur>o Iz by X7.

We equip the space L' N X with the norm || o ||1 + || o ||oo. It is elementary
to check that L! N X% c L? for every p, 1 < p < oo, the inclusion being a norm
embedding. A system {¢;} C L? will be called a Bessel system if there exists a dense
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subset D = D({¢y}) of L' N X% (with respect to the norm of this space), such that
(i) for any € > 0, ball of the form B(x,r), and f € L' N X* supported on B(x, r),
there exists g € D such that the support of g is contained in B(x,2r) and || f — g|l1 <
€, and (ii)

o

Y HLdP <N(f)<oo, feD, (2.3)

k=0

where NV(f) is a positive number dependent on f, (o, o) and {¢;}. Obviously, any
orthonormal system on X is a Bessel system with D = L! N X°°. Another interesting
example is the following. Let X be a Riemannian manifold, {¢;} be the eigenfunc-
tions of the Laplace—Beltrami operator on X, F be a conservative vector field on X,
and Yy = F¢y, k=0, 1,.... For the space D we choose the class of all compactly
supported, infinitely differentiable functions on X. Then an integration by parts argu-
ment shows that (2.3) is satisfied for {1/} as well, with A/(f) being the L? norm of
the corresponding derivative of f.

Let {¢r}, {¥r} be Bessel systems, each of whose members is assumed to be con-
tinuous, and in L' N X, Let {¢;} be an nondecreasing sequence of nonnegative
numbers, with £; 1 oo as k — 0o. An element of span {¢y : £ < L} will be called
a diffusion polynomial (of degree at most L). We note that this terminology distin-
guishes ¢ ’s from v ’s, which may not be diffusion polynomials. For ¢ > 0, the heat
kernel is defined formally by

o0
Ki({gn). (Wedix.y) = ) exp(= G0 ()i (y). 24)
k=0
We assume that there exist constants «», ..., k5, A1, A2, A3 > 0 such that for all

x,yeXandt € (0, 1],

K (), (drks X, x) < st ™72 K (), () x, x) < st =422 (2.5)
K ({pr) (W) X, )| < kat ™3 exp(—xsp(x, y)2/1). (2.6)

In the remainder of this paper, the symbols c, c1, . .. will denote generic positive con-
stants depending only on the fixed parameters in the discussion, such as the space
X and related quantities like p, 1, k, k1, ..., ks, A1, Ay, and the norms to be intro-
duced below. These constants do not depend upon the systems {¢y}, {¥x} themselves
except through the constants k, k1, ...,ks, A1 and Ajy. They are also independent of
the functional N in (2.3). Their value may be different at different occurrences, even
within a single formula. The notation A ~ B will mean c1A < B < ¢ A.

In view of the Schwarz inequality, an obvious consequence of (2.5) is that the heat
kernel is well defined as a function on (0, 1] x X x X. We will see in Proposition 4.1
below that the first and second estimate in (2.5) are equivalent to the first and second
estimate respectively in

Dol <cut, Y P <cu™, w1, .7

Lp<u Lp<u
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Sikora [35] has proved (cf. Theorem 4.1 below) that the condition (2.6) is equivalent
to the finite speed of wave propagation. To explain this notion, let fi (respectively, f>)
be a function for which (2.3) holds with {¢y} (respectively, {¢x}). Then for ¢ € R, the
wave kernel defined by

W, fi. f2) = W), (Waks £, f1, f2) i= Y cos(lat) (i, ¢x) (2. ¥i)  (2.8)

k=0

is well defined. The finite speed of wave propagation means that W (¢, f1, f2) =0
if |#| does not exceed a constant multiple (the speed) of the distance between the
supports of f1 and f>. In particular, the conditions of [24, Theorem 4.1] related to the
eigenfunctions and the wave kernel are equivalent to the Gaussian bound (with « as
in (2.2))

Ko (i) (ks x, p) < cit™*Pexp(=cap(x, »)*/1),  x,ye€X, 1€ (0,1]. (2.9)

Thus, Theorem 2.1 below generalizes [24, Theorem 4.1], at the same time clarifying
some of the assumptions made in that theorem. A further motivation for stating the
theorem in this generality stem from the following considerations. In [37], Bin Xu
has proved that in the case when X is a smooth, closed Riemannian manifold (i.e.,
compact Riemannian manifold without boundary) with dimension n, 3" is a deriva-
tive of order m, each ¢y is the eigenfunction of the Laplace—Beltrami operator cor-
responding to the eigenvalue Ei, and Y = 0" ¢y, then (2.7) holds with A| = o =n,
Ay = n +2m, and the constants depending only on m and not on the particular deriv-
ative. Since the finite speed of wave propagation holds in the case of W ({¢¢}, {¢x}),
so does it hold for the derivative kernel W ({¢x}, {¥«}). Kordyukov [20] has proved
similar results for the heat kernels corresponding to a very general class of second
order elliptic operators (in place of the Laplace—Beltrami operator) on a Riemannian
manifold with “bounded geometry” (see [20] for definitions). Estimates on the heat
kernel and its gradients are well understood in many other cases, including higher
order partial differential operators on manifolds [4, 7, 12, 14], with many other refer-
ences given in [15].

Theorem 2.1 Let {¢r}, {Yx} be Bessel systems, (2.2), (2.5), and (2.6) hold, K =
(A1 + Ap)/2, S > max(K, ) be an integer, L > 0. Let H : R — R be an even func-
tion, supported on [—1, 1] with continuous derivatives of order S. We normalize H
so that

S
> “max |[H® )| =1.
=0 uelR
Then for x,y € X,

LK

. 2.10
max(1, (Lp(x, y))%) 10

> H /L) () (y)| < ¢

k=0
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Consequently,

> H (/L)) |dp(y) < LXK,

k=0

sup /
xeXJX
Sllp/
yeXJX

Therefore, forany p,1 < p <oo,and f € L?,

o]

H (6 /L)$r ()Y (y) [dpa(x) < LXK 2.11)
0

k=

K—
<cL™ 1 flp,

p

> HE/L)(f, i)V
k

< LX) 111, (2.12)
P

> HE/ LS, Y)
k

As an application of the above theorem, we obtain the following Bernstein inequal-
ity (2.14) for diffusion polynomials. In particular, the following theorem is valid in
the situations considered in the papers cited above, where Gaussian bounds on the
gradients of the heat kernel are known.

Theorem 2.2 Let {¢r} be a complete orthonormal system in L2, T be a linear op-
erator defined for all diffusion polynomials, and i, = T ¢y, and the assumptions in
Theorem 2.1 hold. Let L > 0, C1, Cy be open subsets of X with the closure of Ci
being a compact subset of Ca, and d = infyex\c, p(y, C1). Then for any P € Il
and any s > max(K, a), we have

ITPllp,c, < cLX*{IP|p,c, + (max(1, Ld)) ™5 || Pl »}. (2.13)
In particular,

ITPll, <cL®|P]). (2.14)

As mentioned before, in many cases, we may choose 7T to be a derivative 8™ on
a manifold and K = o 4+ m. In these cases, the assumptions of Theorem 2.1 may be
consolidated into (2.2), (2.9), and

0™ K; ({he} Ak} x, p)| < et 2 ™ exp(—c3p(x, ) /1), x,y€X, 1€(0,1].
(2.15)
The estimate (2.14) then translates into
0" Pllp <cL™|Pllp, L=1,PellL, (2.16)

and (2.13) translates into

19" Pllp.c, < cL™{IIPllp.c, + (max(1, Ld)) S|[Pllp}, L=1, Pel. (2.17)
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In particular, the estimates (2.16) and (2.17) are valid when P is a spherical poly-
nomial of degree at most L on a Euclidean sphere, as well as similar settings on the
rotation group SO(3), and two point homogeneous spaces (see [13, 28, 34]). As far
as we are aware, these results are new in the case when p < oo.

3 Quadrature Formulas

In this section, we assume that X is a compact, connected, Riemannian manifold
(without boundary), and p is the geodesic distance on X. Our objective is to prove
the existence of quadrature formulas based on scattered data on X, exact for diffusion
polynomials of a high degree. This degree is estimated in terms of the mesh norm of
the data set, while the stability of the computational procedures will depend upon the
minimal separation. The material which we will present in this section can be seen
as a unifying approach for existing examples like the Euclidean sphere, the rotation
group etc. [13, 28, 34]. At the same time, it provides a way for dealing with similar
problems in a more general setting.

Let C C X be a finite set. The mesh norm ¢ of C and the minimal separation g¢
are defined by

dc=supp(x,C), gc= min p(x,y). (3.1
xeX x,yeC,x#y

Since X is compact, for any § > 0, there is a finite set C with §¢ < §. The condi-
tion (2.2) on the measure w then implies that ©(X) < co. We will assume in this
section that u is normalized to be a probability measure. We will assume further that
2o =0, and ¢p(x) = 1 for every x € X. This ensures that

/X Ko (e, (i) x. )du(y) =1, x €X. (3.2)

First we construct a reduced set C from the given set C which has the property
8C~ < 2qé. If C={xy,...,xp}, we let C; =C N A(x1,8¢c). By relabeling the set if
necessary, we choose x; € Cy, and set C; = C; N A(xp, §¢). Necessarily, p(x1,Cp) >
8¢ and p(xy(,x2) > §¢. Since C is finite, we may continue in this way at most M
times to obtain a subset C of C which contains the points xp, x2, ... used for the
construction. For C we have 46 = 3¢, and moreover, for any x € C, there is y € g
with p(x, y) < éc. It follows that ¢ < 85 < 28c < 2q;. In the sequel, we will only

work with the subset C. Since the rest of the points in C are ignored in our analysis,
we may rename this subset again as C and assume more generally that there exists
ke > 0 such that

8¢ < keqc. (3.3)
The constants in this section will depend also on «g.
Theorem 3.1 Let X be a compact, connected, Riemannian manifold (without bound-

ary), p be the geodesic distance on X, u be a probability measure on X, and {¢y} be
an orthonormal system of continuous functions. We assume further that (2.2), (2.9)
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hold, and further that (2.15) holds with m = 1 for every differential operator of first
order 9. Let C be a finite subset of X satisfying (3.3) and §¢ < 1/6.

(a) There exists ¢ > 0 with the following property: for L < ¢, U there exist numbers
wy, x € C, such that for each x € C, |lwy| < couu(B(x,8¢)) < 6363 < C4qg, and

[P0 = wepe, e, (3.4)

xeC

(b) There exists ¢ > 0 with the following property: for L < c§, U there exist positive
numbers wl > ciu(B(x,8¢)), x € C such that (3.4) holds with wy in place
of wy.

Our proof of Theorem 3.1 follows arguments similar to those in [26, 28]. An es-
sential step in this argument, which requires a proof very different from that in these

papers, is the following Marcinkiewicz—Zygmund inequalities.

Theorem 3.2 We assume the setup as in Theorem 3.1. Then there exists ¢ > 0 such
that for every n > 0, L < cn(Sc_l, and P €I,

Z/B 1P(2) — P(0)ldu(z)

xec’Bx.d¢)
SZM(B(LSC)) sup  |P(z) — P)| =P (3.5)
xeC z€B(x,8¢)
In particular,
cillPll =< ZM(B(X,5C))|P(3C)| <clPli, PellL. (3.6)

xeC

Moreover, if P(x) >0 forall x € C, then

/x P(2)du(z) = c3 ) n(B(x, 8¢) P(x). (3.7

xeC
In [16], Grigor’yan has proved that (2.2), (3.2), and (2.9) together imply that
w(B@x,r)>cr® O0<r<l,xeX (3.8)
Thus, we may replace the term p(B(x, 8¢)) in (3.6) by &7 or g, of course, obtaining
different constants. Also, using (2.2) and (3.8), we obtain that u satisfies the homo-

geneity condition

w(B(x,R)) <c(R/r)*u(B(x,r)), x€X,0<r<1,R>0. 3.9
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We observe an immediate consequence of Theorem 3.1. Since |wy| <
cau(B(y,8¢)), y €C, (3.6) implies that

Z|wy||P(y)|§Cl||P||1, Pellg. (3.10)
yeC

Let

<I>L(x,y)i=©L(H;x,y):=ZH(€k/L)¢k(X)¢k(y), x,yeX,L>0. 3.11)
k=0

Using A; = A2 = « in the estimate (2.11) we obtain from (3.10) that

SUPZ |wyl|@r(x, )| < SUP/ [PL(x, »)dp(y) <c. (3.12)
xeXyeC xeXJX

Using the Riesz—Thorin interpolation theorem, one can deduce from here that the
discretized operator, defined for any f : X — R by

or(C; H, f,x) =) w, f(NPr(x, ),

yeC

satisfies

1/p
lor(C; H, HHllp < C{Z Iwyllf(y)l”} ., l<p=oo. (3.13)

yeC

In many known manifolds, such as the unit interval, the unit circle, the unit sphere,
the rotation group SO(3), etc., the products of elements of 1, are in I1.; for some c.
In such cases, the estimate (3.13) leads to the fact that the operators o, (C; H, f) pro-
vide a near best approximation from I1.z. In the context of the Euclidean sphere, it
is demonstrated by several numerical examples in [23] that in the presence of sin-
gularities in the target function f, this procedure provides a substantially better ap-
proximation on large parts of the sphere than the usual procedures of least square
approximation. The superiority of this method over traditional least squares in cer-
tain aspects was also observed in [24] in the context of semi-supervised learning of
hand-written digits.

A simple way to find the weights wy is to solve the least square problem of mini-
mizing Y wf with the constraints ) - wy @k (x) = fX ¢rdu, k=0, ..., L [23, For-
mula (4.1)]. To obtain nonnegative weights, one may augment this problem with the
appropriate inequality constraints. Alternately, one may obtain w, 'S so as to minimize

> (wa¢k(x)_ /X ¢kdu>2.

<L \xeC

(See [13, 19] for efficient computational strategies in the case of the Euclidean
sphere.) In view of the localization of the kernel ®;,, a better strategy seems to be to
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solve the system of equations D ..o w, Py (x,y) = fx Dy (z,y)du(z), y € C. Theo-
rem 3.1 shows that each of the systems of equations involved in all these approaches
has a solution.

4 Proofs

In this section we prove all the new theorems in this paper. In Sect. 4.1, we discuss
the equivalence of the conditions on the heat kernel with the conditions assumed
in [24]. In Sect. 4.2, we prove Theorems 2.1 and 2.2. Finally, Theorem 3.1 is proved
in Sect. 4.3.

4.1 The Heat Kernel

First, we investigate the condition (2.5). In [29], Minakshisundaram has used the
Wiener—lkehara Tauberian theorem [21] to prove that if the heat kernel satisfies an
asymptotic of the form

K¢} )i x, ) =ct {1+ eit + car® + -}, 4.1)
then limy _, oo L~ Ze <L q&,%(x) is a constant, independent of x. Korevaar [22] has
proved that the Tauberian theorem does not hold if only an inequality is known in

place of (4.1) and an inequality is expected in return. The following proposition is a
“poor man’s alternative”, sufficient for our purpose here.

Proposition 4.1 Let {a;} be a sequence of nonnegative numbers, C > 0. Then

o0
sup u2¢ Z a]2~ <2e sup ¢ Zexp(—@?t)ajz- <e(T'(C+1)+2) supu_zc Z a?.
u>1 (jfu te(0,1] =0 u>1 KjSM

4.2)

Proof 1In this proof only, let s(u) = sz <u a%, u>1,and s(u) =0ifu < 1. Then

0 00
Zexp(—ﬁ%t)a]z = Z exp(—ﬁ?t)ajz- + f e‘”ztds(v)

Jj=0 <l 1+
o 2
=Y exp(—£3n)aj + / eV ds(v). 4.3)
¢j=1 B
Jj=

First, in this proof only, let L € (0,00) be chosen so that sup;c 1€ x
Z?io exp(—é?t)ajz. < L < 00. An integration by parts shows that for any u > 0,

u u
Lt~ ¢> / e_vztds(v) = s(u)e_"zt + 2t/ ve_vzts(v)dv > s(u)e_uzt. 4.4)
0 0
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Using this estimate for t = l/uz, we obtain s(u) < Leu®C; ie.,
> ai<Lew®, u>1. 4.5)
I<tj<u
Since for ¢t € (0, 1],

Z a? <eé' Z exp(—ﬁ%t)ajz- < Le,

Ejfl ijl

the estimate (4.5) implies that sup, >, u=2¢ Zgl_fu ajz < 2eL. We have thus proved
the first inequality in (4.2).

To prove the second inequality in (4.2), let in this proof only, B > 0 be chosen so
that sup,,-. | u™¢ >t <u a3 < B < oo. In particular, s(u) < Bu® if u > 1. The fact
that s () = 0 for u < 1 implies that for any u > 1,

wo_a 2 u 2
/ e Vds(v) = su)e™™ ’+2t/ ve Vis(v)dv
0 0
2 u 2
=s(u)e™ ’+2t/ ve Vs(v)dv
1

2 o0 2
S BMZCefu t+ Bt/ U2C+1€7U th

0
— Bu2Covt | BI'(C + l)t—c
> )
Letting u — 00, we obtain
0 BI'(C +1
/ e aswy < BETD e e o, 4.6)
0 2
Since
Y exp(—6ina; <Y ai=s(1)<B<Bt ¢, te(1],
¢;<1 ¢;<1
we obtain the second inequality in (4.2) from (4.6) and (4.3). O

Next, we turn our attention to the equivalence between (2.6) and the finite speed
of wave propagation. The following Theorem 4.1 was proved by Sikora in [35]. We
will present a simplified version of the statement and the proof. While Sikora’s for-
mulation of the statement is in terms of certain operators in a very general setting, the
formulation we have chosen here is merely a property of complex numbers. For the
proof, Sikora uses the Phragmen-Lindel6ff theorem, and also refers to a particular
version of the Paley—Wiener theorem. Our proof here is self-contained, and makes
use only of the identity theorem of complex analysis.

For an integrable function f : R — R, its Fourier transform is defined by

f) = / fae ™du, teR, 4.7
R
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and we recall that if both f and f are integrable then the Fourier inversion formula
holds:

f(u):i/f(z)e“”dz, u€eRR. (4.8)
27 R

Theorem 4.1 Letr > 0, {a;} be an absolutely summable sequence of complex num-
bers, {£;} be a sequence of nonnegative, nondecreasing numbers with £; — o0 as
Jj — 00, and

K(t)=>) exp(~£ina;, W)=Y cos(tjt)a;.
j=0 j=0

Then

K| < it~ 2exp(—r2/1) Y lajl. €0, 1], 4.9)
=0

if and only if W(t) =0 for 0 <t < 2r.
Proof Without loss of generality, we may assume that Z?’;OM il =1, so that

|W(t)| <1, |IZ (1)] <1, t > 0. In this proof, all the constants retain their value.
We recall the well known formula

exp(—12/2) = exp(—u2/2 —iut)du

1 o0
=1
:\/waexp(—u2/2)cos(ut)du, reR.

T Jo

Using this formula with «/Zﬂj in place of 7, we obtain forr > 0Oand j =0, 1, ...,

exp(—ﬁ?t) = \/gfoooexp(—uz/Z) cos(u@ﬁj)du
T .
= «/E/O exp(—u“/(4t)) cos(€ju)du. (4.10)

Since the series defining W (¢) and K () converge absolutely, we may use Fubini’s
theorem to conclude that

~ _L o0 2 ~
K(t)_\/a | exp(—u”/(4t))Wu)du, t=>0. 4.11)

Let W(u) =0 for u € [0, 2r]. In the case when r2 <t, we have

IK(1)] <1 <eexp(—r?/1).
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Next, let 72 > 7. Then we deduce using (4.11) that

- 1 e} - 1 [}
|K(t)|§ﬁ f2 exp<_u2/(4t))|W(u)|du5ﬁ /2 exp(—u?/(4t))du

1
B ﬁ r2/t

Since, 2 > ¢, this proves (4.9).

The converse statement is much deeper. The main idea is to express the right hand
side of the formula (4.11) so that it becomes a Fourier transform of a function g,
supported on [0, c0). Both sides of the resulting equation can be continued analyt-
ically to the lower half plane of the complex plane C. The estimate (4.9) together
with the Fourier inversion formula can then be used to show that if ¢ is an infinitely
differentiable function, supported on [0, 4r?], then fR gw)p(w)du =0.

Let (4.9) hold. We will first extend K as an analytic function. In this proof only,
let

1
7=

u 2 qu < 2/t 2 exp(—r?/1).

F(¢) = (4ic)~'/? Zexp(—ﬁ?/(étig’))aj, t=ft—iteC,1>0,£ R,
j=0

where the principal branch of the square root is taken. The series converges uniformly
and absolutely on compact subsets of the lower half plane, and
K(t)=F(1/@&it) 2, t>0.1f t =& —it, T > 1/4, then 0 < 7/(4[C|>) <1,
|exp(—€§/(4i§))| = exp(—ﬁ? t/(41¢ |2)), and we obtain from (4.9) used with 7/(4|¢ |2)
in place of ¢ and the fact that |{| > t that

IF(O] < c1@le)) ™2 (x/@12 %) exp(—4r3|¢]* /1)
< a3lC|4T S exp(—4rit), T>1/4. (4.12)
Next, in (4.11), we make the change of variables from u to 4/u, and use the result-
ing formula with 1/(4¢) in place of 7 to obtain

(4:)—1/212(1/(4t)):/ooexp(—m)g(u)du, t>0,
0

where, in this proof only, g(u) := (4nu)_1/2W(ﬁ), if u > 0 and O otherwise. Writ-
ing i¢ in place of ¢, the left hand side of this equation is F(¢), while the right hand
side extends to an analytic function on the lower half plane. The above equation
shows that these analytic functions coincide on the negative t-axis, without the ori-
gin. Hence, the identity theorem of complex analysis implies that

FE—-it)= /Ooef’”efi”ég(u)du, EeR,7>0. (4.13)
0

Next, let b > 0, and ¢ be an infinitely differentiable function supported on [0, b].
Then (4.7) defines ¢ also for all complex values of ¢, making it an entire function.
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Moreover, an integration by parts in (4.7) shows that for any integer R > 0,
$() = (i) R / e o ® (1)dr. (4.14)
R

In particular, if t > 0, e_’”qg(—é + it)g(u) is absolutely integrable on R x R with
respect to dudé&, and the Fourier inversion formula holds with e*°¢. Since e™°¢(§) =
@ (£ + i), this formula implies that

L [ ; 1 [ ,
o= _/ & +in)eids = _/ B(—& +i)e e de.
21 R 2 R
Using Fubini’s theorem, we then see using (4.13) that

/g(u)¢(u)du=f e "Tgu)e ¢ (u)du
R R

_ / T gu) / $(— +im)e S dEdu
R R

T2

= L/ q@(—é—}—ir)/‘ e "Tg(uw)e E dudg
2 R R

1

_ _/ bt +it)F (6 — it)dE. (4.15)
2 R

In this proof only, let R be the least integer greater than 2c4. Since ¢® is supported
on [0, b], (4.14) shows that

|p(—& +it)| < (> 4+ P RebV,

where, in this proof only, V = fR |¢>(R) (t)|dt. Together with (4.15) and (4.12), this
yields for all T > 1/4,

V g(w)p w)du ='i/<fs(—g+ir)F(g—ir)d5 <cgVT ™7 exp(—1(4r> —b)).
R 2 Jr

If b < 4r2, then letting T — oo, we see that fR gw)¢p(u)du = 0 for every infinitely
differentiable function ¢ supported on [0, b]. Thus, g is supported on [4r2, 00). In
turn, this implies that W is supported on [2r, 00). O

Corollary 4.1 We continue the set up in Theorem 4.1, and assume that (4.9) holds.
Let G : R — R be an even, bounded, integrable function such that G is also inte-
grable and supported on (—2r,2r). Then

> Gtj)aj=0.

j=0
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Proof Our assumptions on G imply that the Fourier inversion formula holds for G.
Since G is even and real valued, so is G, and we deduce from (4.8) (applied with G)
that

Gu) = l/oo Gt)cos(tu)dt, uecRR.
T Jo

In turn, this implies that

o0 1 00 . 5
ZG(zj)a,:;/O GHW(t)dt.

j=0

Since the support of G is a subset of (—=2r, 2r) and that of W is a subset of [2r, 00),
the last integral is equal to 0. d

4.2 Summability Kernels

In the remainder of this section, we will assume that H : R — R is a fixed func-
tion as in Theorem 2.1. Having proved the equivalence of our conditions on the heat
kernels with bounds on the sum of squares of |¢x| and || as well as the finite
speed of wave propagation, the proofs in this section are nearly the same as that of
[24, Theorem 4.1]. We sketch them to ensure that they continue to be valid also with
the generalization made to nonorthogonal pair of systems.

Let V : R — R be chosen such that V is an even function, V is an infinitely
differentiable function, V(w) =1if |o| <1/2, and V(w) =0 if |w| > 1. Then for
every Y > 0, there exists Hy : R — R such that

Hy(w)=H@)V(w/Y), weR. (4.16)

In the “time domain”, one has
Hy(t) = Y/ Hw)VY(t —u))du. 4.17)
R

We recall from [30, Sect. 5.2.2, eqn. (4), Sect. 4.2, eqn. (15)] that

Cc
yS—m

max |[H™ (t) — Hy ™ ()| < max |[H® ()], m=0,1,....,5. (4.18)
teR teR

We will write K = (A1 + Az)/2, where A, Aj are defined in (2.5) (cf. (2.7)).
The following lemma is a simple variation of [24, Lemma 6.1].
Lemma 4.1

(@ If G : R — R is a bounded function, {a;} is a bounded sequence, then we have
forany C >0,L>1,

Z G(tj/L)ajd;(x)¥;(n| <e(CLX sup |G@)| max |a;l, x,yeX.
¢;=cL 1€[0,C] tj=CL

(4.19)
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(b) Let G be a continuous, integrable, even, real valued function on R, vanishing
at infinity, such that the Fourier transform G is also integrable. Let fi (respec-
tively, f2) be a function for which (2.3) holds with {¢y} (respectively, {{;}). Then
forevery L >0,

- L SN
ZG(ﬁj/LNfl,fl’j)(fz,lﬂj):;/0 G(LHW(, f1, f)dt. (4.20)
J
(¢c) Forany x € X, r > 0, and a nonincreasing function g : [0, c0) — [0, 00),
LD‘/ g(Lp(x, y))du(y) SC/ g ldv. 4.21)
A(x,r) rL)2

Proof Part (a) is a simple consequence of (2.7) and the Schwarz inequality. The as-
sumptions on G imply that the Fourier inversion formula holds; i.e.,

Gu/L)= % /000 G (v) cos(vu/L)dv = %fooo G(Lt) cos(tu)dt.

Since (2.3) holds for f1, f2, equation (4.20) follows by an application of Fubini’s
theorem. Part (c) is proved in [24] using (2.2), where the symbol K is used in place
of a. 0

Lemma 4.2 Let {a;} be a bounded sequence of complex numbers. For x,y € X,
Y, L>1/2,J > L, and integer N > K — 1, we have

> Hy(j/L)ajé;()¥;(y)

<c(N)JEYN(@/HN T max|a;|. (4.22)
@jZJ J

In particular, the series Z?O:O Hy(j/L)aj¢;(x)¥i(y) converges uniformly on X x
X to a continuous and bounded function, and

Y Hy(t;/L)aj¢;()¥; (0| < e(N)LKy ™V max|a;|. (4.23)
¢;>2L /

Proof The proof is the same as that of [24, Lemma 6.2], except that the function s in
that proof should be replaced by s(u) = szsu aj¢;j(x)¥;(y), and we use (2.7) and

the Schwarz inequality to conclude that |s(u)| < cuX. O

The following lemma is proved using Lemma 4.2 and Lemma 4.1(a) as in the
proof of [24, Lemma 6.3]. The proof being verbatim the same, except for substituting

@ ()Y (y) for ¢j(x)¢;j(y), we omit it.

BIRKHAUSER



646 J Fourier Anal Appl (2010) 16: 629-657

Lemma 4.3 Let x,y € X, Y > 1/2. Let {a;} be a bounded sequence of complex
numbers with max; laj| < 1. Then

> (H(Ej/L) — Hy(t;/L)ajé;)¥; ()| < cLKy 5. (4.24)
j=0

We are now in a position to prove Theorem 2.1.

Proof of Theorem 2.1 In light of (4.19), we may assume that r := (p(x, y)/2«?) >
1/L. Let Y = JK—SLr/K2, where ks is the constant appearing in (2.6). Next, let
f, g€ L! be supported on B(x, p(x, y)/8k(1 + «)), B(y, p(x,y)/8x (1 + k)) re-
spectively, || fll1 = llgll1 = 1, and 0 < € < 1 be arbitrary. Then there exist continuous
functions fi, g1 such that || fi — fll1 <e€, |llg1 — gll1 <e. Multiplying f; by a con-
tinuous function having range in [0, 1], equal to 1 on B(x, p(x, y)/8« (1 4+ k)) and
0 outside B(x, p(x, y)/4k (1 + k)), we obtain a continuous function f> € L' N L,
such that || f — f2|l1 < 2e. Similarly, we obtain a continuous function g, € L'NL>,
such that ||g — g2]l1 < 2¢, and g» is supported on B(y, p(x,y)/4x (1 + k)). We
may then obtain f3 € D({¢r}) supported on B(x, p(x,y)/2« (1 + k)) (respectively,
g3 € D({y}), supported on B(y, p(x, y)/2«(1 + «))) such that ||/ — f3]l1 < 3e,
llg — g3ll1 <3e. Now, (4.19) implies that

)& ) ZH“ /L) f3. 0){(83. V)

ZH(Z JLYf.6) (8 V1) ZH(@ JL)(f. 08507

ZH(/& JL)(f. $,)(83. 9) ZH(E JL)(f3. 6;)(83. 9]

scLK||g—g3||1 + LX) f = Al 5ceLK. (4.25)

Next, using Lemma 4.3, we conclude that

L) (g3, ¥)) wa /L) f3, 6,)(83, ¥j)

< cLKY—Snfsnlnganl < cLKY—S. (4.26)

Now, the sequences {{f3,¢;)} and {{g3, ¥;)} are square summable and the distance
between the supports of f3 and g3 exceeds p(x, y)/ (2x2). So, (2.6) implies that

> exp(—E50)(f3, 6} {83, ¥j) | < rat ™™ exp(—ksp(x, )2/ (4k*1), 1€ (0,1];

j=0
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i.e., (4.9) holds with the absolutely summable sequence {{f3,®;){(g3, ¥;)} as {a;},
and ,/ksr in place of r. Since the support of Hy (o/L) is containedin [-Y/L,Y/L] =
[—2./k5r,2,/K5r], Corollary 4.1 implies that

> Hy (/L) f3,¢,)(g3, V) =0.
J
Thus, we see from (4.26) that

<cLKy—S,

D HE /L) f3. 6,) (g3, V7))
J

Together with (4.25) and the fact that € is arbitrary, this implies that

<cLXy—S.

Y CHW/L) 6,8, )
J

Since f and g are arbitrary functions in L' supported near x, y respectively, and ¢ s
Y ; are continuous, this implies (2.10).

The proof of the remaining parts of this theorem using (2.10) and (2.2) is standard,
see for example the proof of [24, Theorem 4.2, Proposition 2.1]. Thus, we observe
using (4.21) with g(v) = (max(1, v))~S that for r > 0,

o0

Le / (max(1, Lp(x, y))~Sdu(y) < / (v dv < c(max(1, Lr)*~S.
A(x,r) r

L/2
4.27)
Therefore, (2.10) implies that

/A(x,r)

The estimates (4.19) and (2.2) imply that

/B(x,r)

Choosing r ~ 1/L in the above two estimates, we deduce (2.11). The estimate (2.12)
follows from (2.11) by an application of the Riesz—Thorin interpolation theorem. [J

3 H 0/ QL) G PO |dia(y) < cLX % (max(1, Lr)*~S.  (4.28)

k

D H U/ QL)) Pk (3) |dp(y) < cLXre.

k

Proof of Theorem 2.2 1n this proof only, we choose H : R — [0, 1] to be a fixed, even,
infinitely often differentiable function, nonincreasing on [0, co), such that H(¢) =1
if |t|] <1/2,and H(t) =0if |¢t| > 1. If P € I1, then it is easy to verify using the
orthonormality of ¢y that

P(y)= ./x P(x) Y H (/L) ()i (v)du(x), (4.29)
k
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and

(TP)(y) = /X P(x) Z H b/ QL) px (x) i (y)d pu(x)
k

=Y H(l/QL)(P, ¢) v (). (4.30)
k=0

The estimate (2.14) follows from (4.30) and (2.12). Next, let C3,2 be an open set,
containing the closure of Cy, and with the closure of C3/, being a subset of C;.
We can also arrange that infxex\cy2 p(x,Cr) >d/2;ie., X\ C3/2 € A(y,d/2) for
each y € Cy, and C; € A(x, §/2) for each x € X'\ C3/2. Using (4.28) (with different
variable names), we deduce that

sup / > H (/L) @)Y ()
yeCr JX\C3p2 |7

< sup/
yeCy JA(y,d/2)

LK*O(
<c————— .
~ (max(1, Ld))S

du(x)

ZH(Kk/(ZL))fﬁk(X)W(y) dp(x)

4.31)

Let ¢ : X — [0, 1] be a continuous function, equal to 1 on C3/2, and 0 outside of C5.
We consider an operator defined on L! (in this proof only) by

Ury) IZ/Xf(X)(l—¢(X))ZH(ﬁk/(2L))¢k(X)1//k(y)dM(X)
k

= / O =d(0)) Y Hlk /L)) Gr () Yir (»)d ().
X\C3/2 k

In view of (4.31), and the fact that C; € A(x, §/2) for each x € X\ C3,2, we conclude
that for p =1, oo,

K—o
(max(1l, Ld))S

An application of the Riesz—Thorin theorem shows that (4.32) holds also for all p,
1 <p=oo.
In view of (4.30)

IUfNp.cy =c I 1lp- (4.32)

TP()’)=/XP(x)¢(x)ZH(ek/(2L))¢k(X)Wk()’)dﬂ(x)+UP()’)
k

=Y H(l/QL)(P), du)¥i(y) + UP(y).
k
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Therefore, using (2.12) and (4.32), we conclude that

ITPlp.c, =

+ U Pllp,c,
p

> H /L)) P, ¢x) Yk
k

K—a
P
(max(1, Ld))S 121
< cLX=(||P|l.c, + (max(1, Ld)) S| P| ).

< cLXPYll, +c

This proves (2.13). O

4.3 Quadrature Formulas

First, we will prove Theorem 3.2. Together with the Hahn—Banach theorem (respec-
tively, Krein—Rutman theorem), this will lead to part (a) (respectively, part (b)) of
Theorem 3.1. The definition of the mesh norm implies that X = J, .- B(x,¢). In
order to prove (3.5), we need to also consider the balls B(x, 25¢), and the disjoint
balls B(x, 8c/(2ke)) (cf. (3.3)). In the following lemmas, we obtain the necessary
interconnections among these and the integrals of diffusion polynomials on these.

Lemma 4.4 Let C be a finite set for which (3.3) holds, and 5¢ < 2x¢. If ¢1 > 0, the
number of balls B(x, c18¢), x € C, which intersect each other is bounded from above
by a constant, dependent only on c1, but independent of o¢.

Proof In this proof, let § := §¢. Let yi, ..., ym € C and y € (;_; B(yk, ¢18). Then
B(y,d) C ﬂle B(yk, (14 c¢1)d). Since g¢ > §/«e, the balls B(yk, §/(2ke)) are pair-
wise disjoint, and their union is a subset of B(y, (1 + ¢1)d). Therefore, (3.9) implies
that

1 m
n(B(y,8)) < min pu(B(yk, (1+¢1)d) < — E (B (yk, (1 +¢1)d))
1<k<m m 1

IA

2y B8/ (2xe) = %u(U B(. a/(%)))

k=1 k=1

IA

c Cc3

—u(B(y, (1 +c1)d)) < —u(B(y,9)).

m m

Thus, m < c3. Il

In the sequel, let C = {xq,...,xp}, Xx = B(xk,d¢), f(k = B(xy,26¢), k =
1,...,M.

Lemma 4.5 Let T be an operator as in Theorem 2.2. For L >0, P € I,

M
3 wXOIT Pl 5, < cLK~{Ge L) +min(1, GeL)* Pl  (433)
k=1
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We note that the constant ¢ in this lemma depends on T only through the constants
K,K1,...,Ke, A1, Az in (2.2), (2.5) and (2.6) with vy = T ¢.

Proof of Lemma 4.5 In this proof, we will again write § = d¢, and recall that § <
1/6. In this proof only, we let H : R — [0, 1] to be a fixed, even, infinitely often
differentiable function, nonincreasing on [0, 0o), such that H(¢) =1 if |t| < 1/2, and
H@)=0if |t| > 1, Ty = Yy, and

¥4 -
VoL (x,y) = ZH<ﬁ)¢k(x)wk(y), x,yeX,L>0.
k

In view of Theorem 2.1, we have

cLX
max (1, Lp(x,2))S’

[Wor (x,2)] < x,zeX,L>0. (4.34)

Letx eX, Z:={j:p(x,X;)>58), 7 :={1,.... M}\T.If jeZ,z; € Xj is
chosen so that p(x, z;) = p(x, )N(j),then for any y € f(j, we have

lp(x.y) — px, X =p(x.y) — p(x.2))| < p(y.2)) <48 < (4/5)p(x. X)).
Therefore, for any y € X s
8§ < (1/5)p(x, Xj) < plx,y) < (9/5)p(x, X ). (4.35)
Consequently, we conclude from (4.34) that forany j€Z,y € X,z € X js

cLX - cLK
max(1, Lp(x, f(j))s ~ max(l, Lp(x, y)S

[War (x,2)| < (4.36)

We will write again g(¢) = 1/(max(1, )5, t > 0. In view of Lemma 4.4, at most
finitely many of the balls X ; can intersect each other. Hence, using (4.27), we deduce
that

> (X)) max [War (x, 2))| 5cLKZ/X.g(Lp(x,y)>du(y>

jeT z€X; jeT
< cLK/ g(Lp(x, y)du(y)
Ax,8)

< cLX*max(1,8L)% 5. (4.37)

Lemma 4.4 shows further that |Z’| < ¢. Using |W (x, z)| < cLX forall x, z € X, we
obtain

D w(Xj)ymax [ Wor (v, ) <L Y u(X;) < cL’%( U X,-) <cLK*@L).
jeT’ z€X; jeT' jeT’
(4.38)
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From (4.37), (4.38), we conclude that

M
ZM(Xj)quwﬂ(x,zn <cLX¥{L)* + min(1, SL)* %)}, xeX. (4.39)

j=1 Z€X;

Next, let P € 1. Since

(TP)(Z)=LP(x)WzL(z,X)du(x), zeX;,

(4.39) implies that

M M
Zu(anTPnoo,gks/X|P(x>|{Zu(xk)quwu(x,zn dpu(x)

k=1 k=1 2€Xk

< LK=LY 4+ min(1, SL)* )P,
which is (4.33). O

Let F be any vector field on X with || F||x = 1 (see Appendix for definition). We
choose T in the above lemma defined by 7 f(x) = (V f(x), F(x)),. In view of the
remarks after Theorem 2.2, the constants «, ..., k5, A1, Ay are independent of F.
Moreover, we may choose K = « + 1. Consequently, for any vector field F' with
Il Flx =1, we have

M
3 XY PG). FOell 1,
k=1

< cL{(SL)* + min(1, BL)* S)}|PIl;, P el
If P € I, this implies that

M

D XNV PIloll o 5, < cLIGL)* +min(l, BL)* S|Py, P el
k=1
(4.40)

Proof of Theorem 3.2 In this proof, we continue to write § in place of §¢. We also
find it convenient to let the various constants retain their value, within this proof only.
LetP eIl k=1,..., M, z € Xk. Since X is compact and connected, there is a geo-
desic y from xj to z with length equal to p(z, xx) [3, Corollary 7.11]. Necessarily,
y C X. This geodesic can be covered by overlapping normal neighborhoods of fi-
nitely many points. Then P (z) — P(xx) can be expressed as a sum of line integrals of
inner products of V P with the tangent fields for the parts of y in each neighborhood.
Since only finitely many of the X} ’s intersect each other, Z,i"z 1 (X)) <epX) =c.
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Therefore, using (4.40), we deduce that

M M

Y rmax | P@) = Pl <83 wKDIIT Pl 5,
k=1 k k=1

< e 8L{(BL)* + min(1, BL)* S)IPIl1. (4.41)
This leads to (3.5) by choosing 6 L < nmin(1, 1/(2c1)).
Next, let ¥ = X1, ¥i = Xi \ (U2} X)), k=2...., M. Then the sets ¥;’s are

pairwise disjoint, X = U/I:/I:l Yr, B(xx,qc/2) C Yy C Xk, k=1,..., M. Therefore,
(3.9) and (3.3) imply that u(Yx) ~ w(Xg), k =1,..., M. Thus, (4.41) may be rewrit-
ten in the form

M M
Zf |P(2) = Pe)ldp(z) < ) u(V) max | P(z) — P(xp)]
=1 Yy z€Xy

k=1
<c8L(1+ L)) Pl1- (4.42)

Choosing §L < nmin(1l, 1/(2¢2)) yields

M
D Pl - /X |P(2)ldp(z)

k=1

M M
> [ 1P - [ 1Pl
k=1 Yk k=1 Yk

M
§ny |P(z) — P(x)ldp(z) <l Pl (4.43)
k=1""k

Since u(Yy) ~ u(Xr), k=1, ..., M, this leads to (3.6).
Next, we prove (3.7). Let P(xx) >0fork=1,..., M. We choose n =1/3, 5L <
nmin(1l, 1/(2¢3)). Then (4.43) implies that

M M
@/DIPN = ZM(Yk)|P(xk)| = ZM(Yk)P(xk) =@/3)|Pl- (4.44)

k=1 k=1

Using (4.43) again, we obtain

M M
| P@an@ =3 [ P@due = Y urpe) — AP
X k=17 Yk k=1

M
> (1/2) ) n(¥i) P(xx).

k=1

Since wu(Yy) ~ u(Xr), k=1, ..., M, this leads to (3.7). O
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We are now in a position to prove part (a) of Theorem 3.1, using the technique
developed in [28]. We sketch a proof of the sake of completeness.

Proof of Theorem 3.1(a) We adopt some notations, to be valid in this proof
only. For y e RM let |y|| = ZQ/IZ] w(B(xk, 8¢))|vk|; the dual norm being |y||* =
maxi<k<m |Yk|/(B(xk,8c)). We consider an operator S : I1;, — RM given by
S(P) = (P(x1),..., P(xp)), and let W denote the range of S. In view of (3.6),
the operator S is injective, and hence, invertible as an operator from IT; to W. We
now define a functional x* on W by

x*(y) = /XS‘I(y)du, yew.
The norm of this functional can be estimated using (3.6) as follows:

Pdu
sup [x*(WI/lyll = sup Jx <ec.
yew pen; I(P(x1), ..., P(xp))l

In view of the Hahn-Banach theorem, the functional x* admits an extension to
RM with the same norm. We may identify this extended functional with a vector
(wi, ..., wp); i.e., the extended functional is given by y Zle WrYk, Y € RM,
The fact that this extends the functional x* means that for P € I,

M
> P =3 (P@). ... Pl = [ P
k=1 X
which is (3.4). The norm of this functional is on one hand, the dual norm

[(wi, ..., wp)|*, and on the other hand, bounded by c. This shows that |wy| <
cu(B(xk, 8¢))- O

In order to prove Theorem 3.1(b), we recall an abstract quadrature formula in the
setting of general finite dimensional spaces (cf. [25, Theorem 3.2.1]).

Proposition 4.2 Let (V,| - |ly) be a finite dimensional normed linear space,
V*, | - lv=) be its dual space, Z = {x},..., x5} CV*\ {0}, and x* € V*. Suppose
the operator x +— (x](x),...,x}(x)), x €V, is one-to-one, and the following two
conditions are satisfied: (1) If x € V and x;f (x)>0fort=1,...,M,then x*(x) >0,
and (2) there exists some xy € V such that x;f (x0) >0 fort=1,..., M. Then there
exist nonnegative numbers Wy, £ =1, ..., M such that
M
) =) Wexj(x), xeV. (4.45)
=1

Proof of Theorem 3.1(b) We use Proposition 4.2 with I, in place V, and the point
evaluation functionals x;:(P) =P(xx),k=1,..., M. For x*, we take the functional

M
X (P) = /X P@du() - (e3/2) Y (X P (),

k=1
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where c3 is the constant appearing in (3.7). The estimate (3.7) then shows that the
condition (1) in Proposition 4.2 is satisfied. The condition (2) is satisfied by the ele-
ment Py = 1. Then Proposition 4.2 implies the existence of Wy >0, k=1,..., M,
such that (4.45) is satisfied. We define w;: = w,:r = Wi + (c3/2) i (X). Then it is
easy to verify that (3.4) is satisfied as claimed in Theorem 3.1(b). Moreover, it is clear
that wi > (c3/2u(Xp), k=1,..., M. O
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Appendix

For the convenience of the reader, we include in this appendix the definitions of some
of the terminology regarding Riemannian manifolds in this paper. We will avoid very
technical details, which can be found in such standard texts as [3, 8, 9, 31]. The
material in this appendix (and the notation) is based mostly on [9].

In this appendix, let n > 1 be a fixed integer. A differentiable manifold of di-
mension n is a set X and a family of injective mappings x, : Uy C R" — X of
open sets U, into X such that (i) Uyxy(Uy) = X, (ii) for any pair «, 8, with
Xy (Uy) Nxg(Ug) = W being nonempty, the sets xojl(W) and XEI (W) are open sub-

sets of R”, and the mapping XEI 0Xg is (infinitely) differentiable on x, L(W). (iii) The
family (atlas) Ax = {(Uy, X,)} is maximal relative to the conditions (i) and (ii). The
pair (Uy, Xy) (respectively, x,) with p € x,(U,,) is called a parametrization or co-
ordinate chart (respectively, a system of coordinates) of X around p, and x4 (U,)
is called a coordinate neighborhood of p. In the sequel, the term differentiable will
mean infinitely many times differentiable. We assume also that X is Hausdorff and
has a countable basis as a topological space.

Intuitively, one thinks of a differentiable manifold as a surface in an ambient
Euclidean space. The abstract definition above is intended to overcome the technical
need for the ambient space. For all applications of our theory that we can imagine,
and in particular, for an intuitive comprehension of our paper, there is no loss in think-
ing of a manifold as a surface. Moreover, a theorem of Whitney [9, p. 30] provides a
further justification of such a viewpoint.

Let X, Y be two differentiable manifolds with dimension n and m respectively.
A mapping f : X — Y is called differentiable on an open set W C X if there exist
for every p € W coordinate charts (U, x) € Ax, (V,y) € Ay with pe U, f(U)CV
such that y~! o f o x is a C* function. In particular, a curve in X is a differentiable
mapping from an interval in R to X. The restriction of a curve y to a compact subin-
terval [a, b] of I is called a curve segment, joining y(a) to y(b). We may define a
piecewise differentiable curve on a manifold X in an obvious manner.

If peX e>0,and y : (—¢,€) —> X is a curve with p = y(0), then the tangent
vector to y at y (ty) is defined to be the functional y’(¢) acting on the class of all
differentiable f : X — R by

d(foy)

Yy f= T

t=ty
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The set of all such functionals y’(0) defines a vector space, called the tangent space
of X at p, denoted by 7,,X. Let (U, x) be a coordinate chart such that 0 € U and
p =x(0), and for j =1,...,n, X;(p) be the tangent vector at p to the coordinate
curve x; — (0,...,x;,0,...,0). Then {X;(p)} is a basis for 7,X. In particular,
the dimension of T),X is n. The set {(p,v) : p € X, v € T,X} is called the tangent
bundle of X, and can be endowed with the structure of a differentiable manifold of
dimension 2n. A vector field F on X is a mapping that assigns to each p € X a vector
F(p) € T,(X) such that for every differentiable f on X, the mapping p — F(p)g
is differentiable. If G is another vector field, we may apply G(p) to this mapping,
obtaining thereby a second order vector field G o F. A derivative of higher order can
be defined similarly.

A Riemannian metric on a differentiable manifold X is given by a scalar product
(0,0)p on each T,X which depends smoothly on the base point p, i.e. the func-
tion X — C, p—> (X, 7)), is C*(X). A manifold with a given Riemannian metric
is called a Riemannian manifold. Let g; ; = (0 p, d;,p)p and denote by g the ma-
trix (g;,j). The entries of g~! are denoted be g’/. The Riemannian metric on X
allows one to define a notion of length of a curve segment as well as the volume
element (Riemannian measure) on X. Also, if X is a vector field on X, we may de-
fine ||X|l, := (X (p), X(p))p. The length of a differentiable curve y : [0, 1] — X
is defined as L(y) = fol lly'(llyde. A differentiable curve y : [0, 1] — X, such
that the length of y does not exceed that of any other piecewise differentiable curve
joining y(0) to y (1), is called a geodesic [9, Proposition 3.6, Corollary 3.9]. For
any p € X, there exists a neighborhood V of p, a number € > 0 and a C*° mapping
v (=2,2) xU — X, where U ={(q,w) € TX;q € V,w € T,)X, |lw|| <€}, such
that y (o, ¢, w) is the unique geodesic of X with y (0, g, w) = ¢, and the tangent vec-
tor at ¢ being w [9, Proposition 2.7]. The gradient of a function f € C*°(X) is a
vector field defined by

VE=> > g0 fa;.

i=1 j=1

For the gradient field we have ((V f),, Xp)p = Xf(p) for every vector field X.
A vector field F is conservative if for every f € C* and curve y : [0, 1] —» X,

Jo Fr @) Hy Oy Ollywdt = f(y (1)) = f(y(0)). The Laplace-Beltrami op-
erator A* f(p) is defined as the differential operator given by

1 " .
A f=——=">"0 Ik ),

J k=1

where |g| = det(g). The operator A* is an elliptic operator, so that the existence of a
discrete spectrum and system of orthonormal eigenfunctions follows from the general
theory of partial differential equations [36, Chap. 5.1]. The heat equation on X is the
equation

.. U
AU = —.
ot
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The solution of this equation subject to the condition U(p,0) = f(p) is given by
f K:(p,q) f(p)du(g), where u is the Riemannian measure on X and K, is the heat
kernel described in our paper.
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