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ABSTRACT. For the Fejer means on Lp(R), 1 ≤ p ≤ ∞ an equivalence between the rate of
its convergence and an appropriate K-functional is established. For the Bochner-Riesz means on
Lp(Rd), 1 ≤ p ≤ ∞, d = 1, 2, . . . an equivalence between the rate of convergence and the
corresponding K-functional is obtained. The results are of the form of strong converse inequality
of type A.

1. Introduction

Optimal (best up to a constant) quantitative estimates of the rate of approximation of an
approximation process is a desired property in the study of the process. Such estimates are
given here for the Fejer and the Bochner-Riesz means.

For an approximation process Aλ on a Banach space B of functions a quantitative
estimate of the rate of approximation is usually given using a K-functional K(f, Q, λ−µ)B ,
that is,

‖f − Aλf ‖B ≤ C inf
(‖f − g‖B + λ−µ‖Qg‖B

) ≡ CK
(
f, Q, λ−µ

)
B

(1.1)

where Q is an unbounded (usually differential) operator on B and µ > 0. Estimates of
this type [like (1.1)] are called direct results. It is the strong converse inequality in the
terminology of [2] with the same K-functional that establishes it (the K-functional) with
µ to be the appropriate measure of smoothness for investigating quantitatively the rate of
convergence of Aλf to f .

The weakest form of a strong converse inequality is

K
(
f, Q, λ−µ

) ≤ A sup
ν≥λ

‖Aνf − f ‖B , (1.2)
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which is a strong converse inequality of type D in the terminology of [2], and which is still
stronger than most converse inequalities appearing in the earlier literature.

In this article we will deal with strong converse inequality of type A in the terminology
of [2] (the most refined) given by

1

A
K

(
f, Q, λ−µ

)
B

≤ ‖Aλf − f ‖B ≤ CK
(
f, Q, λ−µ

)
B

, (1.3)

that is, without the supremum given in (1.2). In addition to being optimal and clearly
superior to the combination of (1.1) and (1.2), this form has further benefits and establishes
‖Aλf − f ‖B as another measure of smoothness.

For some approximation processes and appropriate K-functionals such inequalities
were established in [2]. In several other articles using various techniques other strong
converse inequalities were proved. Perhaps the most notable is Totik’s result [5] yielding
strong converse inequality of type A for the Bernstein polynomial approximation in C[0, 1].

In the present article strong converse inequalities of type A are given for the well
studied Fejer and Riesz-Bochner means. Reasonable estimates on the constants A and C

of (1.3) are also achieved.

2. The Fejer Means

The Fejer means on R are given by

Fλ(f, x) ≡ Gλ ∗ f (x) ≡ 1

2πλ

∫ ∞

−∞

( sin λy
2

y/2

)2
f (x − y) dy, λ > 0 . (2.1)

The Hilbert transform of f is given by

Hf (x) = P.V.
1

π

∫ ∞

−∞
f (x − u)

u
du ≡ lim

δ→0+
1

π

∫
|u|>δ

f (x − u)

u
du . (2.2)

We can now state and prove the following theorem.

Theorem 1. For f ∈ Lp(R), 1 ≤ p < ∞, or C0(R) for p = ∞, we have

1

2
K

(
f,

1

λ

)
Lp(R)

≤ ‖Fλ(f, ·) − f (·)‖Lp(R) ≤ 3K
(
f,

1

λ

)
Lp(R)

(2.3)

where

K
(
f,

1

λ

)
Lp(R)

= inf

(
‖f − g‖Lp(R) + 1

λ

∥∥∥ d

dx
Hg(x)

∥∥∥
Lp(R)

)
(2.4)

and the infimum is taken on all g such that d
dx

Hg(x), which is defined as an element of S ′
(the tempered distributions), is in Lp(R).

Remarks. We note that (2.3) constitutes a strong converse result of type A (see [2]). In
the definition of the K-functional the infimum could be taken on a much more restricted
class of functions without changing the value of the K-functional.

Proof. We first establish the identity

Gλ ∗ f − Gλ ∗ Gλ ∗ f = 1

λ

d

dx
H(Gλ ∗ f ) . (2.5)
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The Fourier and inverse Fourier transforms f̂ and
∨
F are given by

f̂ (ξ) =
∫ ∞

−∞
f (x)e−ixξ dx and

∨
F(x) = 1

2π

∫ ∞

−∞
F(ξ)eixξ dξ . (2.6)

Recalling that

(Gλ ∗ f )∧(ξ) =
(

1 − |ξ |
λ

)
+f̂ (ξ), [Gλ ∗ (Gλ ∗ f )]∧(ξ) =

(
1 − |ξ |

λ

)2

+f̂ (ξ)

and [ d

dx
H(Gλ ∗ f )

]∧
(ξ) = iξ(−i sgn ξ)

(
1 − |ξ |

λ

)
+f̂ (ξ) = |ξ |

(
1 − |ξ |

λ

)
+f̂ (ξ) ,

we observe that the Fourier transforms of both sides of (2.5) are identical. We note that
while for f ∈ Lp(R), 1 ≤ p ≤ 2, f̂ (ξ) is always a function, for f ∈ Lp(R), 2 < p ≤ ∞
we can only state that f̂ (ξ) is an element of S ′. For f in Lp, Gλ ∗ f and Gλ ∗ Gλ ∗ f are
in Lp and therefore so is d

dx
H(Gλ ∗ f ). We now use (2.5) and ‖Gλ‖L1(R) = 1 to obtain

K
(
f,

1

λ

)
Lp(R)

≤ ‖f − Gλ ∗ f ‖p + 1

λ

∥∥∥ d

dx
H(Gλ ∗ f )

∥∥∥
p

= ‖f − Gλ ∗ f ‖p + ‖Gλ ∗ (f − Gλ ∗ f )‖p

≤ 2‖f − Gλ ∗ f ‖p ,

which is the converse result and the left inequality of (2.3). To obtain the direct result we
choose g = gε,λ,p such that

(1 + ε)K
(
f,

1

λ

)
p

≥ ‖f − g‖p + 1

λ

∥∥∥ d

dx
Hg

∥∥∥
p

.

We now write

‖f − Gλ ∗ f ‖p ≤ ‖(f − g) − Gλ(f − g)‖p + ‖g − Gλ ∗ g‖p

≤ 2‖f − g‖p + ‖g − Gλ ∗ g‖p .

We will complete the proof when we show

‖g − Gλ ∗ g‖p ≤ 3
1

λ

∥∥∥ d

dx
Hg

∥∥∥
p

, (2.7)

since then

‖f − Gλ ∗ f ‖p ≤ 3(1 + ε)K
(
f,

1

λ

)
p

and ε > 0 is arbitrary.
To establish (2.7) we write

‖g − Gλ ∗ g‖p ≤ ‖Gλ ∗ g − Gλ ∗ Gλ ∗ g‖p

+ ‖Gλ ∗ Gλ ∗ g − G� ∗ G� ∗ g‖p + ‖G� ∗ G� ∗ g − g‖p

≡ I1 + I2(�) + I3(�) .
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Since for any f ∈ Lp, 1 ≤ p < ∞, or f ∈ C0(R), ‖G� ∗G� ∗f −f ‖p → 0 as � → ∞,
we may choose � so that I3 ≤ ε 1

λ

∥∥ d
dx

Hg
∥∥

p
. (If d

dx
Hg = 0, then g = constant and (2.7)

is redundant.) Following (2.5) and ‖Gλ‖1 = 1, we write

I1 ≤
∥∥∥1

λ

d

dx
H(Gλ ∗ g

∥∥∥
p

=
∥∥∥ 1

λ
Gλ ∗

( d

dx
H(g)

) ∥∥∥
p

≤ 1

λ

∥∥∥ d

dx
H(g)

∥∥∥
p

.

To estimate I2, we first observe that

d

dµ
(Gµ ∗ Gµ ∗ g) = 2

µ2
Gµ ∗

( d

dx
Hg

)

which is obtained by comparing their Fourier transforms, the identity d
dµ

(
1 − |ξ |

µ

)2
+ =

2 |ξ |
µ2

(
1 − |ξ |

µ

)
+ and the fact that d

dx
Hg ∈ Lp.

We now write

I2 =
∥∥∥∥

∫ �

λ

d

dµ
(Gµ ∗ Gµ ∗ g) dµ

∥∥∥∥
p

= 2

∥∥∥∥
∫ �

λ

Gµ ∗
( d

dx
Hg

) dµ

µ2

∥∥∥∥
p

≤ 2
∫ �

λ

∥∥∥Gµ ∗
( d

dx
Hg

)∥∥∥
p

dµ

µ2

≤ 2
∫ �

λ

∥∥∥ d

dx
Hg

∥∥∥
p

dµ

µ2

≤ 2

λ

∥∥∥ d

dx
Hg

∥∥∥
p

.

Combining the estimate for I1, I2 and I3, we complete the proof of the direct result.

3. Bochner-Riesz Means

For f ∈ Lp(Rd), 1 ≤ p < ∞, or C0(R
d) the Bochner-Riesz means are given by

Rλ,b,df (x) =
( 1

2π

)d
∫

|ξ |<λ

f̂ (ξ)
(

1 − |ξ |2
λ2

)b

eixξ dξ (3.1)

where

f̂ (ξ) =
∫

Rd

f (x)e−ixξ dx .

While f̂ (ξ) is not necessarily a function, it is known (see [3, p. 380]) that, if b > d−1
2 ,

Rλ,b,df is in Lp, if f is, since

Rλ,b,df (x) = Gλ,b,d ∗ f (x) (3.2)
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with

‖Gλ,b,d‖L1 = M(b, d), Gλ,b,d(x) = λdG1,b,d (λx) ≡ λdGb,d(λx) . (3.3)

The analogue of the result of Section 2 is given by the following theorem.

Theorem 2. Let f ∈ Lp(Rd), 1 ≤ p < ∞, or C0(R
d) for p = ∞, and let b > d−1

2 for
d = 1, 2, . . . . Then

C1(b, d)Kd

(
f,

1

λ2

)
p

≤ ‖Rλ,b,df − f ‖p ≤ C2(b, d)Kd

(
f,

1

λ2

)
p

(3.4)

where C1(b, d) > 0,

Kd

(
f, t2)

p
= inf

(‖f − g‖p + t2‖�g‖p

)
(3.5)

and � is the Laplacian (second derivative when d = 1).

Proof. The proof of the direct inequality [the second inequality of (3.4)] follows a
similar pattern to the proof of that part of Theorem 1. We choose g = gε,λ,p,d such that

(1 + ε)Kd

(
f,

1

λ2

)
p

≥ ‖f − g‖p + 1

λ2
‖�g‖p

and write

‖f − Rλ,b,df ‖p = ‖f − Gλ,b,d ∗ f ‖p

≤ ‖(f − g) − Gλ,b,d ∗ (f − g)‖p + ‖g − Gλ,b,d ∗ g‖p

≡ J1 + J2 .

We estimate J1 by

J1 ≤ ‖f − g‖(1 + M(b, d)
)
.

To estimate J2 we write

J2 ≤ ‖Gλ,b,d ∗ g − Gλ,b+1,d ∗ g‖p + ‖Gλ,b+1,d ∗ g − G�,b+1,d ∗ g‖p

+ ‖G�,b+1,d ∗ g − g‖p

≡ I1 + I2 + I3 .

We now write

I1 =
∥∥∥ 1

λ2
�(Gλ,b,d ∗ g)

∥∥∥
p

= 1

λ2
‖Gλ,b,d ∗ �g‖p ≤ 1

λ2
M(b, d) ‖�g‖ .
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Using d
dµ

(
1 − |ξ |2

µ2

)b+1
+ = 2(b + 1)|ξ |2(1 − |ξ |2

µ2

)b

+
1
µ3 for b > d−1

2 , we have

I2 =
∥∥∥∥

∫ �

λ

d

dµ
(Gλ,b+1,d ∗ g) dµ

∥∥∥∥
p

= 2(b + 1)

∥∥∥∥
∫ �

λ

�(Gλ,b,d ∗ g)
dµ

µ3

∥∥∥∥
p

= 2(b + 1)

∥∥∥∥
∫ �

λ

Gλ,b,d ∗ (�g)
dµ

µ3

∥∥∥∥
p

≤ 2(b + 1)

∫ �

λ

‖Gλ,b,d ∗ �g‖p

dµ

µ3

≤ 2(b + 1)M(b, d)‖�g‖p

∫ ∞

λ

dµ

µ3

≤ (b + 1)M(b, d)
1

λ2
‖�g‖p .

As G�,b+1,d (x) = �dG1,b+1,d (�x) [see (3.3)], we have ‖G�,b+1,d ∗ g − g‖p → 0 as
� → ∞ for g ∈ Lp(Rd), 1 ≤ p < ∞, or g ∈ C0(R

d) when p = ∞, and using
the estimate of I2 which is independent of �, we derive the direct part of (3.4) with
C2(b, d) = (b + 2)M(b, d) as M(b, d) ≥ 2.

For b = 1 (possible only for d = 1 and d = 2) we may follow the proof of the
converse part of Theorem 1 and obtain

C1(1, 1) = 1

1 + M(1, 1)
and C1(1, 2) = 1

1 + M(1, 2)

with C1(1, j) and M(1, j) given in (3.4) and (3.3), respectively. For b �= 1 we do not have
such elegant identities and C1(b, d) will just be generic.

We define ηλ(f ) by

ηλ(f )∧(ξ) = η
( |ξ |

λ

)
f̂ (ξ), λ > 0

where η(ξ) = 1 for 0 ≤ ξ ≤ 1, η(ξ) = 0 for ξ > 2 and η(ξ) ∈ C∞(R+). Following [1,
Corollary 2.5], we have

Kd

(
f, t2)

p
≈ ‖f − η1/tf ‖p + t2‖�η1/t‖p . (3.6)

Actually, in [1] d ≥ 2 is assumed for many of the results on Rd , and Theorem 3.1 there is
not valid for d = 1, but the equivalence (3.6) and its proof are valid for d = 1 and do not
depend on the condition d ≥ 2 assumed throughout in [1]. As

Kd

(
f, t2)

p
≈ Kd

(
f, (3t)2)

p
,

we have
Kd

(
f, t2)

p
≈ ‖f − η1/(3t)f ‖p + t2‖�η1/(3t)f ‖p .

Hence, to prove the converse result it is sufficient to show that

‖f − ηλ/3f ‖p ≤ C‖f − Rλ,b,df ‖p (3.7)
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and

λ−2‖�ηλ/3f ‖p ≤ C‖f − Rλ,b,df ‖p . (3.8)

We prove (3.7) first. We note that ηλ/3 and Rλ,b,d (for b > d−1
2 ) are bounded

multiplier operators on Lp(Rd), 1 ≤ p ≤ ∞, and hence,

∥∥(I − ηλ/3)
(
I + Rλ,b,d + · · · + Rk−1

λ,b,d

)
(f − Rλ,b,df )

∥∥
p

≤ C1‖f − Rλ,b,df ‖p .

Therefore, it is sufficient to prove now for some integer k that∥∥(I − ηλ/3)R
k
λ,b,df

∥∥
p

≤ C2‖f − Rλ,b,df ‖p .

In other words, it is sufficient to show that


λ,k(ξ) =
(

1 − η
(3|ξ |

λ

)) (
1 − ( |ξ |

λ

)2
)bk

+
1 −

(
1 − ( |ξ |

λ

)2
)b

+

leads to a bounded multiplier operator on Lp. A change of variable implies that it is

sufficient to deal with λ = 1 and show that
∨

1,k(x) ∈ L1(R

d) where
∨

1,k(x) is the inverse

Fourier transform of 
1,k(ξ). We observe that 
1,k(ξ) = 0 for |ξ | < 1
3 and for |ξ | > 1,

and that it is bounded. Therefore,
∨

1,k(x) exists. To show that

∨

1,k is in L1 we recall [4,

p. 26] that ∥∥∥∨

1,k

∥∥∥
L1(R

d)
≤ C

∑
|α|<d+1

∥∥Dα
1,k

∥∥
L1(R

d)
,

and hence, we have to check only that Dα
1,k ∈ L1 for |α| < d + 1, and as 
1,k has
compact support, boundedness of Dα
1,k for |α| < d + 1 is sufficient. For |ξ | < 1

3 ,

1 − η(3|ξ |) = 0 and Dβ
(
1 − η(3|ξ |)) = 0. For |ξ | > 1

(1−|ξ |)kb+
1−(1−|ξ |)b+

and its derivatives are

equal to zero. For 1
3 ≤ |ξ | ≤ 1 we note that Dβ (1−|ξ |)kb+

1−(1−|ξ |)b+
behaves like (1 − |ξ |+)kb−|β|

near |ξ | = 2. The possible singularity is avoided by choosing k so that kb − d − 1 > 0. To
prove (3.8) we have to show that


λ(|ξ |) =
|ξ |2
λ2 η

(
3|ξ |
λ

)
1 −

(
1 − ( |ξ |

λ

)2
)b

+

is a bounded multiplier operator fromLp toLp. It is sufficient to show that
∨

1(x) ∈ L1(R

d).
The function (1 − z)b, b > 0 is analytic in z for |z| < 1 and equals 1 for z = 0, and

hence, (1 − z)b = 1 −
∞∑

n=1
cnz

n converges for |z| < 1 and 1 − (1 − z)b = z
∞∑

n=1
cnz

n−1 with

c1 = b > 0. Hence, we may write 1
∞∑

n=1
cnzn−1

=
∞∑

n=0
dnz

n which converges for |z| < 1 as
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|1 − z|b �= 1 for |z| > 0 and b > 0. Therefore,
∞∑

n=0
dnz

n converges uniformly for |z| ≤ 2
3 .

We now write


1(|ξ |) = η(3|ξ |)
∞∑

k=0

dn|ξ |2n ,

and clearly Dα
1(|ξ |) is a bounded function of compact support for |α| ≤ d + 2. This
implies (3.8) and the strong converse inequality [the first inequality of (3.4)].

References
[1] Dai, F. and Ditzian, Z. (2004). Combinations of multivariate averages, J. Approx. Theory 131, 268–283.

[2] Ditzian, Z. and Ivanov, K. (1993). Strong converse inequalities, J. d’Analyse Math. 61, 61–111.

[3] Stein, E. M. (1993). Harmonic Analysis, Real-Variable Methods, Orthogonality and Oscillatory Integrals,
Princeton University Press.

[4] Stein, E. M. and Weiss, G. (1971). Introduction to Fourier Analysis in Euclidean Spaces, Princeton Univer-
sity Press.

[5] Totik, V. (1994). Approximation by Bernstein polynomials, Amer. J. Math. 116, 995–1018.

Received January 05, 2005

Department of Mathematical and Statistical Sciences
University of Alberta Edmonton, Alberta Canada T6G 2G1

e-mail: zditzian@interbaun.com


