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ABSTRACT. We present a new approach to the construction of orthonormal wavelets on the
interval which allows to overcome the “non interacting boundaries” restriction of existing con-
structions, and therefore to construct wavelets for]0,1[ also at large scales in such a way that, in
the range of validity of the existing constructions, the two approaches give the same result.

1. Introduction

One of the main limitations to the full applicability of wavelet methods for solving
partial differential equations, in a realistic general context, is the issue of non trivial geome-
tries. Lately the research in this respect has been mainly directed to the use of a domain
decomposition approach. This has been proposed in several articles in several forms (con-
forming methods [3, 4, 10, 8], non conforming methods [2]), the common features of which
is the splitting of the non trivial domain as the union of subdomains, some or all of which
are conformal images of]0,1[n and can therefore be discretized by tensor product wavelets,
obtained starting from the construction of wavelet bases on the unit interval.
The use of wavelets in this context has uncovered a limitation of the existing construction
of wavelets on the interval. We recall that basically all constructions of multiresolution on
the interval, which are actually implemented, are based on suitably modifying the scaling
functions that cross the boundaries, and they work under the assumption that the modifica-
tions made at boundary 0 do not interact with the ones made at boundary 1. This reduces to
constructing the sequence of spacesV

]0,1[
j (where the parameterj corresponds to a mesh-

size 2−j ) roughly with the restrictionj ≥ j0, the limit levelj0 depending on the type of
wavelet on the line which is chosen as a starting point. In dimensiond, this restriction fixes
the minimum number of degrees of freedom to 2dj0 (where in realistic situationsj0 may
assume values of the size of 4∼ 5). In one or two dimensions, in a mono domain situation,
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this is acceptable, and wavelet methods based on such construction have been successfully
implemented.
However, when we go to a domain decomposition framework in three dimensions, the
situation becomes totally unacceptable. Just to make an example, forj0 = 5, in three
dimensions, one would be forced to use a minimum number of degrees of freedom per
subdomain equals to 23·5 = 215 = 32768, and this also for small subdomains!

The aim of this article is to provide a new approach to the construction of multireso-
lution on]0,1[ which allows to weaken such restriction by constructingV

]0,1[
j for j ≥ ĵ0,

with ĵ0 � j0 (for Daubechies waveletŝj0 = 0 independently of the order of the starting
multiresolution on the line). For simplicity we will restrict ourselves to the orthonormal
case, though in principle the approach we propose applies also to the biorthogonal frame-
work, clearly with the additional problem of biorthogonalization that need to be faced in
such a case.

Forj ≥ j0 (small scales), the spacesV ]0,1[
j constructed by this new approach coincide

with the ones constructed in the previously mentioned articles. This is important, since it
is not necessary to implement everything from scratch, in the case that a code for the
latter is already available. However this approach, based on the use of discrete extension
operators acting directly on the coefficient sequences rather than on the corresponding
functions, allows easily to treat also values ofj for which it is not possible to decouple the
modifications for the left and right boundaries.

At large scales (smallj ) the resulting spaceV ]0,1[
j will coincide with the space of polyno-

mials of degreeMj (Mj ∼ 2j − c, c depending on the starting multiresolution analysis

for R). For intermediate values ofj (j ∼ j0 − 1), the functions inV ]0,1[
j will be globally

supported functions which will allow to reconstruct polynomials of the same degree as the
ones reconstructed by the original multiresolution.

2. Multiresolution on ]0, 1[
2.1 MRA on L2(R)

The starting point to build all multiresolution analyses on]0,1[ is a multiresolution
analysis onR [12, 6]. In this section we briefly recall some definitions and properties that
will be useful later on.

We assume that we are given an orthonormal, compactly supported, multiresolution
analysis{Vj }j∈Z on R, that is a sequence of closed subspaces ofL2(R), such that the
following properties are satisfied:

i) the subspaces are nested:Vj ⊂ Vj+1 for all j ;

ii) the union of the spaces is dense inL2(R) and the intersection is null:

∪j∈ZVj = L2(R), ∩j∈ZVj = {0} ;

iii) there exists a compactly supportedscaling functionϕ ∈ V0 such that, denoting by
ϕj,k = 2j/2ϕ(2j · −k), the family{ϕj,k}k∈Z is an orthonormal basis forVj .

It is well known that properties i) and iii) imply the existence of realshk such that the
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following refinement equationholds:

ϕ(x) = √
2

+∞∑
k=−∞

hkϕ(2x − k) . (2.1)

LetN be the biggest integer such that| suppϕ| ≥ 2N − 1. Without loss of generality, after
possibly replacingϕ with one of its integer translates, we can assume that the support ofϕ

is “centered” around the origin:

suppϕ ⊆ [−N,N]
which is equivalent to saying that [6]

hk = 0 for all k /∈ [−N,N ] . (2.2)

Equation (2.1) can then be rewritten as

ϕ(x) = √
2

N∑
k=−N

hkϕ(2x − k) . (2.3)

Let Pj : L2(R) −→ Vj denote theL2 orthogonal projection ontoVj

Pjf =
∑
k∈Z

(∫
R

f ϕj,k dx

)
ϕj,k ,

and letWj = (I − Pj )Vj+1 be the orthogonal complement ofVj in Vj+1:

Vj+1 = Vj ⊕Wj, Wj ⊥ Vj .

It is well known thatL2(R) = ⊕
j∈Z

Wj . Moreover, letting themother waveletψ ∈ W0 ⊂
V1 be defined as

ψ(x) = √
2

N+1∑
k=−N+1

gkϕ(2x − k) with gk = (−1)kh1−k , (2.4)

it is well known that the set{ψj,k = 2j/2ψ(2j · −k)}k∈Z is an orthonormal basis forWj . It
is easy to check that

suppψ ⊂ [1/2 −N,1/2 +N ] . (2.5)

We make the further assumption that the spacePM of polynomials of degree less or
equal thanM is exactly reproduced by the set{ϕ(·−k)}k∈Z; that is, ifp ∈ PM , it holds that

p(x) =
∑
n∈Z

(∫
R

p(x)ϕ(x − n) dx

)
ϕ(x − n) . (2.6)

We observe that the scalar products on the right hand side are well defined sincep(x) ∈
L2

loc(R) and the scaling functionϕ is compactly supported. Moreover, the sum converges
pointwise since, for allx ∈ R, only a finite number of terms is nonzero.
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In the following we will make use of some well known properties of MRAs. In particular
we will make use of the fact that a function is a polynomial if and only if its “scaling
coefficients” constitute themselves a polynomial sequence. More precisely we recall that
if, for f ∈ L2

loc(R), we denote byf jk = 〈f, ϕj,k〉 theL2(R) scalar product off with the
scaling functionϕj,k, the following lemma holds, of which we enclose a proof for the sake
of completeness.

Lemma 1.
If f is a polynomial then the sequence{f jk }k∈Z of its scaling coefficients is a polyno-

mial of the same degree in the variablek. Conversely, ifp is a polynomial of degree less or
equal thanM, then the functionf = ∑

p(k)ϕj,k ∈ L2
loc(R) is a polynomial of the same

degree.

Proof. Let f (x) = ∑L
n=0 anx

n be a polynomial of degreeL. Then we can write

f
j
k =

L∑
n=0

an
〈
xn, ϕj,k

〉
.

By making a change of variable, and using Newton’s rule, the general term〈xn, ϕj,k〉 can
be written as〈

xn, ϕj,k
〉 = 2j/2

∫
xnϕ

(
2j x − k

)
dx = 2−j/2

∫ (
y + k

2j

)n
ϕ(y) dy

= 2−(n+ 1
2 )j

n∑
i=0

(
n

i

)
ki
∫
yn−iϕ(y) dy = pn(k) ,

wherepn(k) is a polynomial of degreen. From linearity it follows thatf jk = ∑L
n=0 anpn

(k) is a polynomial of degreeL, which proves the first part of the lemma. We will prove the
second part of the lemma by induction on the degree of the polynomialp. Let us suppose first
thatp(k) = C; since

∑
k∈Z

ϕj,k(x) = C′, it is easy to see thatf (x) = ∑
k∈Z

p(k)ϕj,k(x)

is a constant too, so that the thesis is true for polynomial sequences of coefficients of degree
0. Let nowp(k) = ∑n+1

i=0 aik
i be a polynomial of degreen+1, withn+1 ≤ M. Therefore

f (x) =
∑
k∈Z

p(k)ϕj,k(x) =
∑
k∈Z

(
n∑
i=0

aik
i

)
ϕj,k(x)+ an+1

∑
k∈Z

kn+1ϕj,k(x) .

By inductive hypothesis, the first term of the above sum is a polynomial of degreen, so that
it is sufficient to prove that

∑
k∈Z

kn+1ϕj,k(x) is a polynomial of degreen+ 1. In order to
do that, we recall thatPM ⊆ Vj for all j ∈ Z and that the sequence of coefficients ofp in
terms of the scaling functions is a polynomialr of the same degree asp, r(l) = ∑n+1

i=0 bil
i ,

so that we can write

p(k) =
∑
l∈Z

(
n∑
i=0

bil
i

)
ϕj,l(k)+ bn+1

∑
l∈Z

ln+1ϕj,l(k) .

Always by using the inductive hypothesis, we can conclude thats(k) = ∑
l∈Z

(∑n
i=0 bil

i
)

ϕj,l(k) is a polynomial of degreen, so that
∑
l∈Z

ln+1ϕj,l(k) = 1
bn+1

(p(k) − s(k)) is a

polynomial of degreen+ 1, which implies the thesis.
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In view of (2.1), an immediate consequence of Lemma 1 is the following corollary.

Corollary 1.
If the sequencefk is a polynomial of degree less or equal thanM in the variablek,

then the sequencebk = ∑
l h2k−lfl is a polynomial ink of the same degree.

2.2 The Classical Construction

Different ways have been proposed to adapt the multiresolution analysis toL2(]0,1[)
[12, 7, 1, 5, 9, 14, 13]. The most successful class of constructions is based on the idea of
retaining all those scaling functionsϕj,k such that suppϕj,k ⊂ [0,1], and adding suitable
linear combinations of those scaling functions which cross the left (resp. right) boundary of
the interval]0,1[, in such a way that a polynomial reproduction property analogous to (2.6)
holds.

For the purpose of comparing such constructions with the one proposed here, let us
briefly review their main features. To fix the ideas we refer to the work by P. Monasse and
V. Perrier [13]. Forj ≥ j0 = [

log2 4N
]
, the vector spaceV ]0,1[

j is obtained as the span of
the following functions:

i) 2j/2ϕ[k(2
j x)|]0,1[, for k = 0, . . . ,M,

ii) ϕj,k, for k = N, . . . ,2j −N ,

iii) 2 j/2ϕ#
k (2

j (x − 1))|]0,1[, for k = 0, . . . ,M,

where the edge scaling functionsϕ[k andϕ#
k are defined as a linear combinations of the

ϕj,k crossing the respective boundaries (0 or 1) with suitable polynomial coefficients: for
k = 0, . . . ,M

ϕ
[
k(x) =

N−1∑
l=−N+1

P
[
k (l)ϕ(x − l) ,

ϕ#
k (x) =

N−1∑
l=−N+1

P #
k (l)ϕ(x − l) ,

whereP [0, . . . , P
[
M andP #

0 , . . . , P
#
M are suitable bases for the space of polynomials of

degreeM. Theϕj,k for k = N, . . . ,2j − N are the so calledinterior scaling functions
(coinciding with those scaling functions inVj whose support is included in[0,1]), while the

ϕ
[
k and theϕ#

k for k = 0, . . . ,M are the so callededge scaling functionsat the boundaries
0 and 1, respectively. An easy calculation yields the following identities:

2j/2ϕ[k

(
2j x

)
=

N−1∑
l=−N+1

P
[
k (l)ϕj,l(x) (2.7)

2j/2ϕ#
k

(
2j (x − 1)

)
=

2j+N−1∑
l=2j−N+1

P̌ #
k (l)ϕj,l(x) (2.8)

with P̌ #
k (x) = P #

k (x − 2j ).
It is beyond the goal of this article to thoroughly review the properties of such bases,

for which we refer to the articles mentioned above.
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Remark 1. To fix the ideas we chose, as a reference, the construction proposed by [13],
where the minimum levelj0 = [

log2 4N
]

has been obtained imposing that edge functions at
boundary 0 and edge functions at boundary 1 do not interact in the sense that their supports
are disjoint. We remark that other constructions (see for example [9]) reduce the lower
bound onj and can be carried out for allj ≥ log2(2N − 1).

2.3 The New Construction

In order to construct a MRA on]0,1[, we start again from a MRA onL2(R) verifying
the assumptions of Section 2.1. Let us for convenience introduce the notationV loc

j

V loc
j = span< ϕj,k, k ∈ Z >L

2
loc(R)=

{∑
k

ckϕj,k, ck ∈ R ∀k ∈ Z

}
.

The idea is to introduce at first the subspaceV ∗
j of those functionsf = ∑

k∈Z
f
j
k ϕjk

in V loc
j whose coefficients{f jk }k∈Z form a sequence that has polynomial behavior across

the boundaries, in the sense that there exist two polynomialspl andpr such thatf jk = pl(k)

for all values ofk ≤ N −1 andf jk = pr(k) for all values ofk ≥ 2j −N +1. Then we will

defineV ]0,1[
j to be the restriction ofV ∗

j to the unit interval:V ]0,1[
j := V ∗

j |]0,1[. The degree
of the polynomial is set depending onj in such a way that, as we will see, the subspace is
well defined even at much larger scale thanj = j0. More precisely we give the following
definition (whereM is the degree of polynomials exactly reproduced by the MRA, andN

is the smallest integer such that| suppϕ| ≥ 2N − 1):

Definition.
For everyj ≥ 0, let

Nj = 2j − 2N + 2M + 3 ,

Mj = min{M,Nj − 1} ,

and set

V ∗
j :=

{
f =

∑
k∈Z

f
j
k ϕjk : ∃ pl , pr ∈ PMj

s.t

f
j
k = pl(k) ∀ k ∈ ] − ∞, N − 1] , (2.9)

f
j
k = pr(k) ∀ k ∈

[
2j −N + 1,+∞

[ }
. (2.10)

Remark 2. V ∗
j is well defined for allj ≥ ĵ0, whereĵ0 is the smallest nonnegativej

such thatNj − 1> 0, that is

ĵ0 = [
log2(2(N −M)− 1)

]
.

We observe that, unlikej0, ĵ0 does not depend directly onN , but on the differenceN −M;
if we consider, for example, Daubechies wavelets we haveN − M = 1, so that we can
constructV ∗

j for all j ’s such thatj ≥ 0.
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Remark 3. The two polynomialspl andpr in the definition ofV ∗
j are not necessarily

independent; actually, defining

j̄0 = [
log2(2(N − 1)−M)

]
, (2.11)

it is not difficult to check (see Proposition 4) that forj ≤ j̄0 the two polynomials will
always coincide.

Remark 4. The parametersNj andMj will, respectively be the dimension ofV ∗
j and

the degree of polynomials exactly reproduced inV ∗
j .

The candidate to form a multiresolution analysis on]0,1[ is the sequence of spaces
V ∗
j |]0,1[ ⊆ L2(]0,1[). The nestedness property will be a trivial consequence of the following

proposition.

Proposition 1.
The sequence{V ∗

j }j≥ĵ0 satisfies

V ∗
j ⊂ V ∗

j+1 for all j ≥ ĵ0 .

Proof. Let f ∈ V ∗
j , f = ∑

k f
j
k ϕj,k. Using Equation (2.3) we obtain that

f =
∑
k

f
j+1
k ϕj+1,k ,

where the sequence{f j+1
k }k satisfies

f
j+1
k = 1√

2

∑
n

hk−2nf
j
n .

We can restrict the above sum to those values ofn such thathk−2n 6= 0, that is, by the
property (2.2), ton such that(k−N)/2 ≤ n ≤ (k+N)/2; we now observe thatk ≤ N −1
implies thatn ≤ N − 1, and then, by the definition ofV ∗

j , we have that

f ∈ V ∗
j H⇒ f

j
n = pl(n) ∀ n ≤ N − 1 ,

with pl ∈ PMj
. Using Corollary 1 it results thatf j+1

k = p(k) for some polynomial
p ∈ PMj

⊆ PMj+1.
In a similar way, it is easy to show that, ifk ≥ 2j+1 −N + 1,

f
j+1
k = q(k)

for some polynomialq ∈ PMj
⊆ PMj+1. By definition ofV ∗

j+1 this implies thatf ∈ V ∗
j+1.

Using Lemma 1 it is also not difficult to prove the following proposition.

Proposition 2.
The spaceV ∗

j contains the polynomials of degree lower or equal thanMj .

We now need to check that defining a multiresolution analysis on the interval by taking the
restriction to]0,1[ of the spacesV ∗

j is consistent with the classical definition ofV ]0,1[
j , as
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reported in Section 2.2, that is forj ≥ j0 it holds thatV ∗
j |]0,1[ ≡ V

]0,1[
j . In order to do that,

and also to construct a basis for the spacesV ∗
j |]0,1[ and later on for the complement spaces,

it will be convenient to introduce some operator allowing to select a particular function in
V ∗
j “corresponding” to a given function inV loc

j , in the sense that the related coefficients
will coincide in a set corresponding to the degrees of freedom of the spaceV ∗

j .
In order to do that, letIj be a set defined as follows:

Ij =
{
N −M − 1, . . . ,2j −N +M + 1

}
.

By definition ofV ∗
j , it is easy to see that, for all the values ofj ≥ ĵ0, the set of coefficients

{f jk }k∈Z of a functionf ∈ V ∗
j is uniquely determined by the finite set{f jk }k∈Ij ; the

remaining coefficients{f jk }k /∈Ij can be obtained via an “extension” operatorEj which

extrapolates the sequence{f jk }k∈Ij on the left and on the right by suitable polynomials of
degreeMj . More precisely, given any vectorc = {ck}k∈Ij ∈ S(Ij ) (S(I) denoting the
space of real valued sequences with indexes in the setI), let pl(c; ·) andpr(c; ·) be the
polynomials of degreeMj interpolatingc at the nodesN −M − 1, . . . , N −M − 1+Mj

and 2j −N +M + 1 −Mj, . . . ,2j −N +M + 1, respectively:

pl(c; k) = ck for all k = N −M − 1, . . . , N −M − 1 +Mj ,

and

pr(c; k) = ck for all k = 2j −N +M + 1 −Mj, . . . ,2
j −N +M + 1 ,

More precisely, set

pl(c; x) =
N−M−1+Mj∑
m=N−M−1

cmL
0
Mj ,m

(x) ,

whereL0
Mj ,m

denotes the Lagrange polynomial of degreeMj taking value 1 atx = m and
0 atx = i 6= m, i ∈ {N −M − 1, . . . , N −M − 1 +Mj },

L0
Mj ,m

(x) =
N−M−1+Mj∏
i = N −M − 1

i 6= m

x − i

m− i
,

and

pr(c; x) =
2j−N+M+1∑

m=2j−N+M+1−Mj

cmL
1
Mj ,m

(x) ,

L1
Mj ,m

being the Lagrange polynomial of degreeMj taking value 1 atx = m and 0 at

x = i 6= m ∈ {2j −N +M + 1 −Mj, . . . ,2j −N +M + 1},

L1
Mj ,m

(x) =
2j−N+M+1∏

i = 2j −N +M + 1 −Mj
i 6= m

x − i

m− i
.
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The linear extension operatorEj : S(Ij ) −→ S(Z) is then defined as follows: forc =
(ck)k∈Ij ∈ S(Ij ) set

(Ej c)k =


pl(c; k), ∀k, k ≤ N −M − 2 ,

ck, ∀k, k ∈ Ij ,
pr(c; k), ∀k, k ≥ 2j −N +M + 2 .

(2.12)

Via Ej , we can define an operator

Ej : V loc
j −→ V ∗

j

which associates to every function inV loc
j a “corresponding” function inV ∗

j : givenf =∑
f
j
k ϕj,k ∈ V loc

j , we defineEj f as the unique element inV ∗
j whosek-th coefficient

coincide with thek-th coefficient off for all k ∈ Ij . More precisely, iff j =
(
f
j
k

)
k∈Ij

denotes the vector of “relevant” scaling coefficients of the functionf (“relevant” meaning
“corresponding to ak in Ij ,” that is corresponding to a degree of freedom forV ∗

j ), Ej :
V loc
j −→ V ∗

j is defined as follows:

Ej (f ) =
+∞∑
k=−∞

(
Ejf

j
)
k
ϕj,k|]0,1[ . (2.13)

Remark 5. It is not difficult to check that

V ∗
j = Im(Ej ) , (2.14)

that is every function inV ∗
j is the image of a function inV loc

j via the operatorEj . This is a
trivial consequence of the fact that for allf ∈ V ∗

j it holdsEj (f ) = f . Moreover, it is also
immediate to prove that

Ej
(
V loc
j

)
= Ej

(
span< ϕj,k, k ∈ Ij >

)
.

It is now not difficult to prove the following proposition, showing that, for large values of
j , the spaceV ∗

j |]0,1[ turns out to be exactlyV ]0,1[
j as defined in Section 2.2.

Proposition 3.
For all j such thatj ≥ j0 it holds

V ∗
j |]0,1[ ≡ V

]0,1[
j .

Proof. SinceV ∗
j |]0,1[ is the image of a linear operator applied to the space span<

ϕj,k, k ∈ Ij > of dimension equals to #Ij , we have that

dim
(
V ∗
j |]0,1[

)
≤ #Ij = 2j − 2N + 2M + 3 = Nj = dim

(
V

]0,1[
j

)
.

Then, it is sufficient to prove thatV ]0,1[
j ⊆ V ∗

j |]0,1[, or equivalently that every basis function

of V ]0,1[
j belongs toV ∗

j |]0,1[. It is easy to see that the interior scaling functions satisfy (2.9)
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and (2.10) forpl = pr = 0, while for the edge scaling functions, the thesis is a simple
consequence of (2.7) and (2.8).

Thanks to the previous proposition, the following definition is then consistent with
the classical one.

Definition.
For all j ≥ ĵ0, we defineV ]0,1[

j to be the restriction ofV ∗
j to the unit interval:

V
]0,1[
j := V ∗

j |]0,1[ .

Propositions 1 and 2 yield then trivially the following corollary.

Corollary 2.
The sequence{V ]0,1[

j }j≥ĵ0 satisfies

V
]0,1[
j ⊂ V

]0,1[
j+1 for all j ≥ ĵ0 .

Moreover,V ]0,1[
j contains the polynomials of degree lower or equal thanMj .

Forj ≥ j0 the spacesV ]0,1[
j have been studied in several articles and their properties

are well understood. Let us then give a closer look at the structure ofV
]0,1[
j for small values

of j . The following proposition holds.

Proposition 4.
Let j be such that̂j0 ≤ j ≤ j̄0 (we recall thatj̄0 = [

log2(2(N − 1)−M)
]
); then

V
]0,1[
j coincides with the space of polynomials of degreeMj .

Proof. According to the definition ofV ∗
j , the two polynomial sequencespl andpr are

uniquely determined by theirMj + 1 values at the nodesk = N − 1 − Mj, . . . , N − 1
andk = 2j −N + 1, . . . ,2j −N + 1 +Mj , respectively. Ifj ≤ j̄0 [see (2.11)], which is
equivalent toNj − 1 ≤ M, then 2j −N + 1 +Mj ≤ N − 1; this implies that

pl(k) = f
j
k = pr(k) ,

that is the two polynomials coincide. Letting thenp = pl = pr , we have then

f
j
k = p(k) for all k, with deg(p) = Mj

and, from Lemma 1, it follows thatf is a polynomial of degreeMj .

Remark 6. For the values ofj such thatj̄0 < j < j0, the functions ofV ]0,1[
j are globally

supported and they have a polynomial behavior near the boundaries 0 and 1.

2.4 A Basis ForV ]0,1[
j

A Riesz basis{ϕ̌]0,1[
j,k }k∈Ij forV ]0,1[

j can be constructed by simply applying the operator
Ej defined in (2.13) to a suitable subset of the basis{ϕj,k}k∈Z of Vj . More precisely, we
introduce the following definition.
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Definition.
For everyk = Ij let ϕ̌]0,1[

j,k ∈ V ]0,1[
j be defined as follows:

ϕ̌
]0,1[
j,k = Ej ϕj,k|]0,1[ . (2.15)

In particular, denoting byδj,k = (δ
j,k
n )n∈Ij ∈ S(Ij )

δ
j,k
n =

{
0 if n 6= k

1 if n = k ,

the vector of length 2j − 2N + 2M + 3, whose components are all zero but thek-th, which
takes value 1, by definition the functionsϕ̌]0,1[

j,k are a linear combination of the functions

ϕj,m|]0,1[ with coefficientsηj,km obtained by extrapolating{δj,kn }n∈Ij :

ϕ̌
]0,1[
j,k =

N+2j∑
m=−N

η
j,k
m ϕj,m|]0,1[ with ηj,k =

(
Ejδ

j,k
)
, (2.16)

where we consider in the sum only those values ofm for whichϕj,m|]0,1[ does not vanish.
In Figure 1 we give some plots of the scaling coefficientsηj,k and of the corresponding
scaling functionšϕ]0,1[

j,k . The diamonds represent the values of the scaling coefficientsηj,k,
while the dashed lines represent the polynomialspl andpr extrapolating the coefficients
on the left and on the right, respectively. As we can see, in the first two cases (plots (a1)
and (b1)) such an extrapolation acts only near the boundaries and the corresponding scaling
functions have supports that intersect the unit interval]0,1[. In the third case (plot (c1)) such
an extension has no effects and the delta functionδj,k is not modified: the corresponding
scaling functionϕ̌]0,1[

j,k ≡ ϕj,k and it is supported in]0,1[. In the last case (plot (c2)) the
two polynomialspl andpr interact in such a way that the corresponding scaling function
is globally supported and has polynomial behavior near the boundaries 0 and 1.

The following proposition holds:

Proposition 5.
The set{ϕ̌]0,1[

j,k }k∈Ij is a Riesz basis forV ]0,1[
j uniformly inj .

Proof. We first observe that the set{ϕ̌]0,1[
j,k }k∈Ij generatesV ]0,1[

j . In fact, thanks to Re-

mark 5, everyg ∈ V ]0,1[
j is the restriction of the image by the operatorEj of a corresponding

functionf in span< ϕj,k, k ∈ Ij >:

g = Ej f |]0,1[ =
N+2j∑
m=−N

(
Ejf

j
)
m
ϕj,m|]0,1[ ,

where we recall thatf j = (f
j
k )k∈Ij is the vector of those scaling coefficients off corre-

sponding to an indexk ∈ Ij . f j can also be written as

f j =
2j−N+M+1∑
k=N−M−1

f
j
k δ

j,k .
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FIGURE 1 Scaling coefficientsηj,k (diamonds) of expansion (2.16) and the associated extrapolating polynomi-

alspl andpr on the left; the corresponding scaling functionsϕ̌]0,1[
j,k

on the right. Db3 wavelets are used with level
parameterj = 3 in cases (a), (b), and (c), andj = 2 in case (d). In all the cases the degree of the extrapolating
polynomials is 2. Remark that for the case (a) (resp. (b)) the right (resp. left) extrapolating polynomial vanishes
identically. In case (c) both polynomials vanish and the resulting function coincides with the corresponding scal-
ing function on the line, while in case (d) both polynomials are different from zero and the resulting function is
globally supported on]0,1[ (cont.).

Now, using the linearity of the operatorEj , it follows that

g =
N+2j∑
m=−N

2j−N+M+1∑
k=N−M−1

f
j
k

(
Ejδ

j,k
)

m

ϕj,m|]0,1[

=
2j−N+M+1∑
k=N−M−1

f
j
k

N+2j∑
m=−N

η
j,k
m ϕj,m|]0,1[ =

2j−N+M+1∑
k=N−M−1

f
j
k ϕ̌

]0,1[
j,k .

Let us now prove that the set{ϕ̌]0,1[
j,k }k∈Ij is also linearly independent. Suppose in fact

that for some scalarsαk it holds ∑
k∈Ij

αkϕ̌
]0,1[
j,k = 0 .



Building Wavelets on ]0,1[ at Large Scales 273

FIGURE 1 (Cont.) Scaling coefficientsηj,k (diamonds) of expansion (2.16) and the associated extrapolating

polynomialspl andpr on the left; the corresponding scaling functionsϕ̌]0,1[
j,k

on the right. Db3 wavelets are
used with level parameterj = 3 in cases (a), (b), and (c), andj = 2 in case (d). In all the cases the degree
of the extrapolating polynomials is 2. Remark that for the case (a) (resp. (b)) the right (resp. left) extrapolating
polynomial vanishes identically. In case (c) both polynomials vanish and the resulting function coincides with
the corresponding scaling function on the line, while in case (d) both polynomials are different from zero and the
resulting function is globally supported on]0,1[.

This rewrites

2j+N−1∑
m=−N+1

αmϕj,m|]0,1[ = 0 (2.17)

where, form 6∈ Ij , αm is given by

αm =
(∑

k∈Ij
η
j,k
m αk

)
, m = −N + 1, . . . , N −M − 2

αm =
(∑

k∈Ij
η
j,k
m αk

)
, m = 2j −N +M + 2, . . . ,2j +N − 1 .

Now, it is well known (see for instance [11]) that the set{ϕj,k, k = −N +1, . . . ,2j
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+N − 1} is linearly independent inL2(]0,1[). Then Equation (2.17) implies that

αm = 0 for all m ∈
[
−N + 1,2j +N − 1

]
⊃ Ij .

In particularαm = 0 for allm ∈ Ij , hence the set{ϕ̌]0,1[
j,k }k∈Ij is linearly independent.

For j ≥ j0, the fact that the set{ϕ̌]0,1[
j,k }k∈Ij is a Riesz basis forV ]0,1[

j can be proven

by some nowadays standard arguments. Forĵ0 ≤ j < j0 this descends from the fact that
‖∑k∈Ij f

j
k ϕ̌

]0,1[
j,k ‖2

L2 and
∑
k∈Ij |f jk |2 are norms on the finite dimensional spaceV ]0,1[

j ,

hence they are equivalent.

Remark 7. It is not difficult to check that the above reasoning also yields that for all
functionsf ∈ V ∗

j it holds

f |]0,1[ =
∑
k∈Ij

(∫
R

f ϕj,k

)
ϕ̌

]0,1[
j,k ,

that is for such functions, the coefficients of their restriction to]0,1[ with respect to the basis
{ϕ̌]0,1[
j,k }k∈Ij , can be retrieved by integrating over the wholeR the functionf times the original

basis function on the lineϕj,k. A consequence is that, if the basis functions{ϕ̌]0,1[
j,k }k∈Ij

were to be used in a biorthogonal framework, some of the steps of the corresponding
biorthogonal wavelet transform (namely the reconstruction step that allows the computation
of the coefficients inV ]0,1[

j+1 of a function inV ]0,1[
j ) would reduce to performing an extension

Ej and then the usual FWT on the line. We will not exploit this feature in the present article,
where we rather concentrate on obtaining an orthonormal setting.

Remark 8. For j ≥ j0, the linear independency of the functions{ϕ̌]0,1[
j,k }k∈Ij could also

be proven by a dimensional argument. In fact we have a generator system of cardinality
#(Ij ) = dimV

]0,1[
j . This implies that the generator system is a basis. However this

argument cannot be applied forj < j0, since in such case we only know that dimV ]0,1[
j ≤

#(Ij ).

For simplicity of notation, we now introduce the following sets of indexes:

Definition.
For all j ≥ ĵ0, let define

ILj =
{
k ∈ Ij s.t. supp ϕ̌]0,1[

j,k ∩ ] − ∞,0] 6= ∅
}

(2.18)

and

IRj =
{
k ∈ Ij s.t. supp ϕ̌]0,1[

j,k ∩ [1,+∞[ 6= ∅
}

(2.19)

to be the sets of indexes of those scaling functions inV ∗
j whose support intersect, respectively

the left and right boundary of the unit interval.

Remark 9. It is easy to check that,

• if ĵ0 ≤ j ≤ j̄0 H⇒ ILj ≡ IRj ≡ Ij , since all the functionšϕ]0,1[
j,k are polynomials

globally supported on]0,1[.
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• if j̄0 < j < j0 H⇒ ILj ∩ IRj 6= ∅ andIj = ILj ∪ IRj , since no function is
compactly supported on]0,1[.

• if j ≥ j0 H⇒ ILj ∩ IRj = ∅. In particular

ILj ≡ {N −M − 1, . . . , N − 1} ,
IRj ≡

{
2j −N + 1, . . . ,2j −N +M + 1

}
andIj = ILj ∪ I Ij ∪ IRj , with

I Ij =
{
k = N, . . . ,2j −N

}
.

In this case, the basis{ϕ̌]0,1[
j,k , k ∈ Ij } just constructed has the same structure

as the basis obtained (before orthonormalizing) using the classical constructions.
In fact it is easy to see that, fork ∈ I Ij , the scaling functionšϕ]0,1[

j,k verify ϕ̌]0,1[
j,k≡ ϕj,k, since the extension operator has no effect on the corresponding scaling

coefficients. Such functions are usually calledinterior, while we will refer to the
functions interacting with the left boundary (k ∈ ILj ), resp. with the right boundary

(k ∈ IRj ), asleft boundary(resp.right boundary) scaling functions.

The following proposition holds.

Proposition 6.
For j ≥ j0 the interior scaling functions{ϕ̌]0,1[

j,k }k∈I Ij are orthogonal to the left bound-

ary scaling functions{ϕ̌]0,1[
j,k }k∈ILj and to the right boundary scaling functions{ϕ̌]0,1[

j,k }k∈IRj .

Proof. Let k be such thatk ∈ ILj . It is easy to see that, for such values ofk, the sum
in (2.16) becomes

ϕ̌
]0,1[
j,k =

N−1∑
m=−N

η
j,k
m ϕj,m|]0,1[ ,

since the remaining components of the extended coefficients are either zero or correspond to
scaling functionsϕj,m verifyingϕj,m|]0,1[ = 0. Therefore, forl such thatN ≤ l ≤ 2j −N
we have 〈

ϕ̌
]0,1[
j,k , ϕ̌

]0,1[
j,l

〉
=
〈
ϕ̌

]0,1[
j,k , ϕj,l

〉
=

N−1∑
m=−N

η
j,k
m 〈ϕj,m, ϕj,l〉 = 0 .

The second part of the proof is analogous to the first one.

The boundary scaling functions are scale invariant, as the following proposition states.

Proposition 7.
If j ≥ j0, for the values ofk such thatk ∈ ILj (left boundary functions) it holds that

ϕ̌
]0,1[
j,k (x) = 2(j−j0)/2ϕ̌]0,1[

j0,k

(
2j−j0x

)
, (2.20)

while for the values ofk such thatk ∈ IRj (right boundary functions) it holds that

ϕ̌
]0,1[
j,k (x) = 2(j−j0)/2ϕ̌]0,1[

j0,k−2j+2j0

(
2j−j0(x − 1)+ 1

)
. (2.21)
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Proof. We will prove the scale invariance only for the left boundary functions, since
for the right ones the proof is essentially the same. Sincej ≥ j0, andk verifiesk ∈ ILj , it
follows that

ϕ̌
]0,1[
j,k =

N−1∑
m=−N

η
j,k
m ϕj,m|]0,1[ , (2.22)

where we observe that

η
j,k
m =

(
Ejδ

j,k
)
m

=
N−1∏

i=N−M−1

m− i

k − i
,

is independent ofj , since the polynomial extension is scale invariant. In particular we have
that

ϕ̌
]0,1[
j+1,k =

N−1∑
m=−N

η
j+1,k
m ϕj+1,m|]0,1[ =

N−1∑
m=−N

η
j,k
m ϕj+1,m|]0,1[ . (2.23)

Therefore, simply recalling that

ϕj,l(x) = 2j/2ϕ
(
2j x − l

)
and ϕj+1,l(x) = 2(j+1)/2ϕ

(
2j+1x − l

)
,

comparing (2.22) and (2.23) and settingy = 2x, yields

ϕ̌
]0,1[
j+1,k(y) = √

2ϕ̌]0,1[
j,k (2y) .

By induction onj it is then not difficult to conclude that (2.20) holds.

An orthonormal basis{ϕ]0,1[
j,k }k∈Ij for V ]0,1[

j can be obtained by simply applying

an orthonormalization procedure to the basis{ϕ̌]0,1[
j,k }k∈Ij . Since forj ≥ j0, V ]0,1[

j is
nothing else than the space defined by classical definition, any of the procedures (preserving
localization) of the articles quoted at the beginning of the section can be used. As far as
j < j0 is concerned, we recall that the corresponding spaceV ∗

j is, by nature, global. The
support of all elements ofV ∗

j is in fact the entire interval]0,1[. Therefore, there is no
particular need to use some specific orthonormalization procedure (since localization is not
achievable), and then any approach, like for instance the application of a Gram–Schmidt
procedure can be applied. Figure 2 shows some examples of orthonormalized scaling
functions obtained by a Daubechies MRA.

3. Wavelets

The aim of this section is the construction of an orthonormal wavelet basis for
L2(]0,1[) corresponding to the multiresolution analysis just introduced. LetP

]0,1[
j :

L2(R) −→ V
]0,1[
j denote theL2(]0,1[) orthogonal projection ontoV ]0,1[

j , and letW ]0,1[
j

be the complement space ofV ]0,1[
j in V ]0,1[

j+1 :

W
]0,1[
j =

(
I − P

]0,1[
j

)
V

]0,1[
j+1 ,

W
]0,1[
j ⊕ V

]0,1[
j = V

]0,1[
j+1 , and V

]0,1[
j ⊥ W

]0,1[
j .
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FIGURE 2 Orthonormal Daubechies scaling functions; (a) Db3 scaling functions forj = 1. For such value of

j , V ]0,1[
j

is the space of polynomials of degree 2. Figures (b) and (c) show Db2 scaling functions forj = 2 and
j = 3, respectively. This is the casej ≥ j0, so that the construction consists in retaining theinterior functions
and modifying only those one crossing the boundaries. (d) Db4 scaling functions forj = 2; this is the case the
functions are globally supported on ]0,1[.

Forj ≥ j0 several constructions of bases forW ]0,1[
j , basically consisting in retaining

“interior” wavelets and adding the projection onW ]0,1[
j of the right number of suitably

chosen scaling functions ofV ]0,1[
j+1 , are available.

Using a standard basis completion argument, forj < j0 it is always possible to
choose a subset of 2j functions{ϕ]0,1[

j+1,n}n∈Iwj (with Iwj ⊂ Ij+1, #Iwj = 2j ) out of the basis

{ϕ]0,1[
j+1,k}k∈Ij+1 in such a way that, together with the basis{ϕ̌]0,1[

j,k }k∈Ij , they form a new basis

for V ]0,1[
j+1 :

V
]0,1[
j+1 = span< ϕ

]0,1[
j+1,n, n ∈ Iwj , ϕ̌

]0,1[
j,k , k ∈ Ij > .

Then it is trivial to show that the set of functions

ψ̌
]0,1[
j,k = ϕ

]0,1[
j+1,k − P

]0,1[
j ϕ

]0,1[
j+1,k, k ∈ Iwj

forms a basis forW ]0,1[
j , which again can be orthonormalized by any technique (recall that
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for j ≤ j0 all functions are global by nature, so there is no need to look for a special
technique).

Alternatively we propose, in the following section, a way of constructing a basis for
W

]0,1[
j that unifies the casej ≥ j0, andj < j0. Numerical evidence seems to indicate that

the basis resulting from the construction has goodL∞ stability properties (in the sense that
the resulting basis functions have anL∞ bound with a reasonable constant, contrary to what
happens with some other choice). Unfortunately a number of assumptions on the linear
independence of certain (small) sets of functions are needed in order for such a construction
to work. These have to be verified “a posteriori” case by case. In all the cases we tested such
assumptions did hold. We want to underline that, in the case in which such assumptions
did not hold, one can always resort to the previous wavelet constructions forj ≥ j0 and to
the basis completion technique mentioned above forĵ0 ≤ j < j0.

3.1 A Wavelet Basis
In order to construct a basis forW ]0,1[

j , we start by considering the wavelet functions
ψj,k ∈ Wj . We recall that, using the two-scale Equation (2.4),ψj,k ∈ Wj ⊂ Vj+1 can be
written as follows:

ψj,k =
∑
n

gnϕj+1,2k+n .

By applying the extension operatorEj+1 (2.13) we define for eachk ∈ Z a function

ϑ
]0,1[
j,k ∈ V ]0,1[

j+1 by

ϑ
]0,1[
j,k = Ej+1ψj,k|]0,1[ .

It is easy to see that

ϑ
]0,1[
j,k =

∑
m∈Ij+1

gm−2kϕ̌
]0,1[
j+1,m . (3.1)

Now, letting

Iwj =
{
0, . . . ,2j − 1

}
for everyk ∈ Iwj we define

ψ̌
]0,1[
j,k = ϑ

]0,1[
j,k − P

]0,1[
j ϑ

]0,1[
j,k .

We point out that forj ≥ j0, such construction gives us essentially the same basis as
the one constructed in the articles quoted at the beginning of Section 2.2. In particular, for
k ∈ I Ij , the functionsψ̌ ]0,1[

j,k coincide with the so calledinterior wavelets:

ψ̌
]0,1[
j,k = ψj,k ,

where, for such values ofk it holds suppψj,k ⊂ [0,1]. Furthermore, it is easy to show
that the boundary wavelets satisfy a scaling invariance property, as stated by the following
proposition:

Proposition 8.
If j ≥ j0, for the values ofk such that0 ≤ k ≤ N − 1 (left boundary wavelets) it

holds that

ψ̌
]0,1[
j,k (x) = 2(j−j0)/2ψ̌ ]0,1[

j0,k

(
2j−j0x

)
, (3.2)



Building Wavelets on ]0,1[ at Large Scales 279

while for the values ofk such that2j − N + 1 ≤ k ≤ 2j − 1 (right boundary wavelets) it
holds that

ψ̌
]0,1[
j,k (x) = 2(j−j0)/2ψ̌ ]0,1[

j0,k−2j+2j0

(
2j−j0(x − 1)+ 1

)
. (3.3)

Proof. As well as in the case of the scaling functions, we will prove the scale invariance
property only for the left boundary wavelets. We recall that in the sum of (3.1) the filter
coefficients are different from zero for those values ofm such that−N ≤ m− 2k ≤ N , so
that, sincej ≥ j0 andk ≤ N − 1,ϑ ]0,1[

j,k is a linear combination of those scaling functions
whose supports do not cross the right boundary 1. Therefore we can write

ϑ
]0,1[
j,k (x) = √

2
∑
m∈Ij

gm−2kϕ̌
]0,1[
j,m (2x) = √

2ϑ ]0,1[
j−1,k(2x) ,

and, for all l ∈ Ij∫ 1

0
ϑ

]0,1[
j,k (t)ϕ̌

]0,1[
j,l (t) dt =

∫ +∞

0
ϑ

]0,1[
j,k (t)ϕ̌

]0,1[
j,l (t) dt

= √
2
∫ +∞

0
ϑ

]0,1[
j−1,k(2t)ϕ̌

]0,1[
j,l (t) dt

=
∫ +∞

0
ϑ

]0,1[
j−1,k(t)ϕ̌

]0,1[
j−1,l(t) dt

=
∫ 1

0
ϑ

]0,1[
j−1,k(t)ϕ̌

]0,1[
j−1,l(t) dt .

Finally

P
]0,1[
j ϑ

]0,1[
j,k =

∑
l∈Ij

(∫ 1

0
ϑ

]0,1[
j,k (t)ϕ̌

]0,1[
j,l (t) dt

)
ϕ̌

]0,1[
j,l (x)

= √
2
∑
l∈Ij−1

(∫ 1

0
ϑ

]0,1[
j−1,k(t)ϕ̌

]0,1[
j−1,l(t) dt

)
ϕ̌

]0,1[
j−1,l(2x)

= √
2Pj−1ϑ

]0,1[
j−1,k(2x) ,

which implies the thesis.

The following orthogonality property holds.

Proposition 9.
For j ≥ j0 the interior wavelets{ψ̌ ]0,1[

j,k }k∈I Ij are orthogonal to the left boundary

wavelets{ψ̌ ]0,1[
j,k }N−1

k=0 and to the right boundary wavelets{ψ̌ ]0,1[
j,k }2j−1

k=2j−N+1
.

Proof. We will prove only that the interior wavelets are orthogonal to the left boundary
wavelets, that is that 〈

ψ̌
]0,1[
j,k , ψ̌

]0,1[
j,l

〉
= 0 ,

for all k = 0, . . . , N − 1 andl = N . . . ,2j −N , since for the right boundary wavelets the
proof is essentially the same.
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By the definition ofψ̌ ]0,1[
j,k , it follows that〈

ψ̌
]0,1[
j,k , ψ̌

]0,1[
j,l

〉
=
〈
ϑ

]0,1[
j,k , ψj,l

〉
−
〈
P

]0,1[
j ϑ

]0,1[
j,k , ψj,l

〉
=
∫

R

ϑ
]0,1[
j,k ψj,l dx ,

where the last identity descends from the observation that, on one hand,P
]0,1[
j ϑ

]0,1[
j,k is the

restriction to]0,1[ of aVj function (which isL2(R)-orthogonal toψj,l) and, on the other
hand, thanks to the property of the support ofψj,l , the integral over]0,1[ can be replaced
by an integral overR.

By the definition of the extension operatorEj , for k < N we have that

Ej+1ψj,k = ψj,k +
N−M−2∑
m=−∞

dmϕj+1,m ,

wheredm are suitable coefficients, whose value is irrelevant for the proof.
We next observe thatm < 2l + 1 −N implies that∫

R

ψj,lϕj+1,m dx = gm−2l = 0 .

Finally, l > N − 1 implies on one hand that

〈
ϑ

]0,1[
j,k , ψj,l

〉
=
∫

R

Ej+1ψj,kψj,l =
N−M−2∑
m=−∞

dm

∫
R

ϕj+1,mψj,l ,

whilem < N −M − 2 implies thatm < 2l + 1 −N , which implies the thesis.

Unfortunately, we are unable to prove (in general) that the set{ψ̌ ]0,1[
j,k }k∈Iwj is linearly

independent. We will then have to make some minimal hypotheses, and verify them a
posteriori. More precisely we make the following assumptions:

#1. The functions
ψ̌

]0,1[
j0,0

, . . . , ψ̌
]0,1[
j0,N−1

are linearly independent, as well as

ψ̌
]0,1[
j0,2j0−N+1

, . . . , ψ̌
]0,1[
j0,2j0−1

.

#2. For everyj , j = ĵ0, . . . , j0 − 1, the set{ψ̌ ]0,1[
j,k }k∈Iwj is linearly independent.

Under such assumptions it is not difficult to prove the following proposition:

Proposition 10.
For all j ≥ ĵ0. The set{ψ̌ ]0,1[

j,k }k∈Iwj forms a basis for the spaceW ]0,1[
j .

Proof. Thanks to the scale invariance properties (3.2) and (3.3) assumption #1 yields,
also for allj ≥ j0, the linear independence of the set

ψ̌
]0,1[
j,0 , . . . , ψ̌

]0,1[
j,N−1 ,

as well as of the set
ψ̌

]0,1[
j,2j−N+1

, . . . , ψ̌
]0,1[
j,2j−1

.
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Therefore, for everyj ≥ j0, the complete set{ψ̌ ]0,1[
j,k }k∈Iwj is linearly independent, since

the interior wavelets{ψ̌ ]0,1[
j,k }k∈I Ij are linearly independent and, according to Proposition 9,

they are orthogonal to the boundary wavelets{ψ̌ ]0,1[
j,k }N−1

k=0 and{ψ̌ ]0,1[
j,k }2j−1

k=2j−N+1
. Using

assumption #2, we then obtain that the set{ψ̌ ]0,1[
j,k }k∈Iwj is linearly independent for allj ≥ ĵ0.

Finally, since dim(W ]0,1[
j ) = #Iwj , it follows that the set{ψ̌ ]0,1[

j,k }k∈Iwj forms a basis.

The considerations at page 276 on the orthonormalization of the set{ϕ̌]0,1[
j,k , k ∈ Ij }

carry over unchanged to the orthonormalization of the set{ψ̌ ]0,1[
j,k , k ∈ Iwj }. We will denote

by {ψ ]0,1[
j,k } the corresponding set of orthonormalized wavelet functions. Figure 3 show the

orthonormal wavelets corresponding to the orthonormal scaling functions of Figure 2.

FIGURE 3 Orthonormal Daubechies wavelet functions; (a) Wavelet base corresponding to the Db3 MRA for
j = 1. Figures (b) and (c) show the wavelet basis corresponding to the Db2 MRA forj = 2 andj = 3,
respectively. In both casesj ≥ j0 so that the new construction coincides with the classical one. (d) Db4 wavelet
base forj = 2: the functions are globally supported.
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4. Fast Wavelet Transform

Let us now briefly describe the Fast Wavelet Transform algorithm, which allows the
computation of the coefficients

f
j
k =

〈
f, ϕ

]0,1[
j,k

〉
, and d

j
k =

〈
f,ψ

]0,1[
j,k

〉
of theL2(]0,1[) projections

P
]0,1[
j f =

∑
k∈Ij

f
j
k ϕ

]0,1[
j,k , and

(
P

]0,1[
j+1 − P

]0,1[
j

)
f =

∑
k∈Iwj

d
j
k ψ

]0,1[
j,k

of a functionf ∈ L2(]0,1[) ontoV ]0,1[
j andW ]0,1[

j directly from the coefficients

f
j+1
k =

〈
f, ϕ

]0,1[
j+1,k

〉
of its projection

P
]0,1[
j+1 =

∑
k∈Ij+1

f
j+1
k ϕj+1,k

ontoV ]0,1[
j+1 .
For j ≥ j0, when the spaces constructed in this article coincide with the ones al-

ready studied in the previous constructions, the considerations of the corresponding articles
trivially carry over to our case: the FWT takes the form

f
j
k =


∑
l∈Ij+1

aleft
k,nf

j+1
l k ∈ ILj∑

l hl−2kf
j+1
l k ∈ I Ij∑

l∈Ij+1
a

right
k,l f

j+1
l k ∈ IRj ,

d
j
k =


∑
l∈Ij+1

bleft
k,nf

j+1
l k = 0, . . . , N − 1∑

l gl−2kf
j+1
l k ∈ I Ij∑

l∈Ij+1
b

right
k,l f

j+1
l k = 2j −N + 1, . . . ,2j − 1 ,

where the coefficientsaleft
k,n,a

right
k,n ,bleft

k,n andbright
k,n are independent of the scalej . In particular,

we recall that for the values ofk corresponding to the interior functions, the transform has
the same form than the FWT inL2(R).

For j < j0 the trivial matrix-vector multiplication form of the transform

f
j
k =

∑
l∈Ij+1

a
j
k,nf

j+1
l , and d

j
k =

∑
l∈Ij+1

b
j
k,nf

j+1
l ,

with
a
j
k,l =

〈
ϕ

]0,1[
j+1,l , ϕ

]0,1[
j,k

〉
, and b

j
k,l =

〈
ϕ

]0,1[
j+1,l , ψ

]0,1[
j,k

〉
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for everyk ∈ Ij andl ∈ Ij+1, cannot be further simplified. The matrices

Aj =
(
a
j
k,l

)
and Bj =

(
b
j
k,l

)
depend onj and they will then have to be pre-computed and stored, and large scale steps
of the fast wavelet transform will simply be matrix-vector multiplications.

Analogous considerations hold for the inverse fast wavelet transform, allowing to
deduce the coefficientsf j+1

k , k ∈ Ij+1, directly from the coefficientsf jk , k ∈ Ij and

d
j
k , k ∈ Iwj . In particular, forj < j0, settingf j+1 = (f

j+1
k )k∈Ij+1, f j = (f

j
k )k∈Ij ,

anddj = (d
j
k )k∈Iwj , using the fact that the FWT operator is, in the case here considered,

orthogonal, we have

f j+1 =
[
Aj

Bj

]−1(
f j

dj

)
=
(
Aj
)T
f j +

(
Bj
)T
dj . (4.1)

Remark 10. The last expression in Equation 4.1 can also be directly derived from the
trivial equality

P
]0,1[
j+1 f = P

]0,1[
j f +

(
P

]0,1[
j+1 − P

]0,1[
j

)
f .

5. Multiresolution on ]0, 1[ with Boundary Conditions

In this section we briefly describe how to incorporate boundary conditions in the
construction ofV ]0,1[

j . Assuming from now on thatM ≥ 1 and thatϕ ⊂ H 1(R), let us
define the space

V 0
j := V

]0,1[
j ∩H 1

0 (]0,1[)
as the set of functionsf belonging toV ]0,1[

j and satisfying the homogeneous boundary

conditionsf (0) = f (1) = 0. Before presenting the construction of a basis forV 0
j , we

introduce some notations and establish some preliminary results.

Definition.
For all j ≥ ĵ0 andk ∈ Ij , let

c1−x
jk =< 1 − x, ϕ̌

]0,1[
j,k > and cxjk =< x, ϕ̌

]0,1[
j,k > .

Let us define

gL(x) =
∑
k∈ILj

c1−x
jk ϕ̌

]0,1[
j,k (x), gR(x) =

∑
k∈IRj

cxjkϕ̌
]0,1[
j,k (x) . (5.1)

and

fL(x) = 1

gL(0)
[gL(x)− gL(1)x] , fR(x) = 1

gR(1)
[gR(x)− gR(0)(1 − x)] . (5.2)

Proposition 11.
For all j ≥ ĵ0, the functionsfL andfR verify

fL(1) = fR(0) = 0 and fL(0) = fR(1) = 1 .

Moreover,
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• for all j ≤ j̄0, fL(x) = 1 − x andfR(x) = x,

• for all j ≥ j0 , fL(x) = gL(x) andfR(x) = gR(x).

Proof. The first part of the proof is a simple consequence of the definition of the functions
fL andfR. If j ≤ j̄0, thanks to Remark 9, and recalling thatV ∗

j ≡ PMj
, it follows that

gL(x) =
∑
k∈Ij

c1−x
jk ϕ̌

]0,1[
j,k (x) = 1 − x, and gR(x) =

∑
k∈Ij

cxjkϕ̌
]0,1[
j,k (x) = x ,

and consequently thatfL = gL andfR = gR. If j ≥ j0 the two setsILj and IRj are

disjoint and the left (resp. right) boundary functions satisfyϕ̌]0,1[
j,k (1) = 0 for all k ∈ ILj

(resp.ϕ̌]0,1[
j,k (0) = 0 for all k ∈ IRj ). ThereforegL(1) = gR(0) = 0. Moreover,gL

(resp.gR) locally reproduces the function 1− x (resp.x), so thatgL(0) = gR(1) = 1.

Proposition 12.
The setB = {fL(x), fR(x), {ϕ̌]0,1[

j,k }k∈I0
j
}, with

I0
j =

{
N −M, . . . ,2j −N +M

}
,

is a basis forV ]0,1[
j .

Proof. The thesis follows by proving that the matrix that represents the change of
coordinates of the setB with respect to the basis{ϕ̌]0,1[

j,k }k∈Ij is invertible. This is extremely
easy in the casej ≥ j0, when the functionsfL andfR are linear combination of the left
and right boundary scaling functions, respectively. Concerning the caseĵ0 ≤ j < j0, let
{ϕ̌]0,1[
j,k }k∈Ij be the basis forV ]0,1[

j defined in (2.15); by Corollary 2, the functions 1− x and

x belong toV ]0,1[
j , so they can be expanded in terms of the basis functions{ϕ̌]0,1[

j,k }k∈Ij :

1 − x =
∑
k∈Ij

c1−x
k ϕ̌

]0,1[
j,k

and
x =

∑
k∈Ij

cxk ϕ̌
]0,1[
j,k ,

for some coefficientsc1−x
k andcxk . Using Remark 7, it follows that

c1−x
k =

∫
R

(1 − x)ϕj,k dx and cxk =
∫

R

xϕj,k dx

so that

1 − x =
∑
k∈Ij

(α + βk)ϕ̌
]0,1[
j,k (5.3)

and

x =
∑
k∈Ij

(1 − α − βk)ϕ̌
]0,1[
j,k , (5.4)
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for some constantsα andβ depending onj . Using Equations (5.3) and (5.4), we deduce
that

span{B} = span

1,
∑
k∈Ij

kϕ̌
]0,1[
j,k ,

{
ϕ̌

]0,1[
j,k

}
k∈I0

j

 .

Now, the set{1,∑k∈Ij kϕ̌
]0,1[
j,k , {ϕ̌]0,1[

j,k }k∈I0
j
} is a basis forV ]0,1[

j since the matrix that repre-

sents the change of coordinates with respect to the basis{ϕ̌]0,1[
j,k }k∈Ij is invertible, as one can

easily verify. Therefore it follows thatB too is a basis forV ]0,1[
j , and the thesis is proved.

Let nowIL : C0([0,1]) −→ V
]0,1[
j be the linear interpolation operator

IL(f )(x) = f (0)fL(x)+ f (1)fR(x) .

Remark 11. For the values ofj such that̂j0 ≤ j < j0, the operatorIL associates to
every continuous functionf a globally supported function interpolatingf at the two points
0 and 1. In particular, if̂j0 ≤ j ≤ j̄0, the interpolating function is a polynomial of degree
1. For j ≥ j0, IL associates the corresponding linear combination of boundary scaling
functions interpolatingf at the two points 0 and 1 (recall thatfL(1) = fR(0) = 0). Such
a distinction allows us to preserve the localization property of the scaling function at small
scales (j ≥ j0), while there is no need for large scales (ĵ0 ≤ j < j0) since the basis
functions are globally supported.

Let nowϕ̌0
j,k, k ∈ I0

j , be defined by

ϕ̌0
j,k = ϕ̌

]0,1[
j,k − ILϕ̌

]0,1[
j,k .

Proposition 13.
The set{ϕ̌0

j,k}k∈I0
j

is a basis forV 0
j .

Proof. The operator(1 − IL) : V ]0,1[
j → V 0

j is surjective since(1 − IL)|V 0
j

coincides

with the identity. Therefore, since(1 − IL)fL(x) = (1 − IL)fR(x) = 0, the set{(1 −
IL)ϕ̌

]0,1[
j,k , k ∈ I0

j } generatesV 0
j . Moreover, it is a basis since dim(V 0

j ) = #I0
j .

The validity of the following corollary is easily checked.

Corollary 3.
The set{fL(x), fR(x), ϕ̌0

j,k, k ∈ I0
j } is a basis forV ]0,1[

j .

We can then construct an orthonormal basis forV 0
j by applying any orthonormaliza-

tion procedure to the set{ϕ̌0
j,k}k∈I0

j
. We thus obtain a set{ϕ0

j,k}k∈I0
j

satisfying:

∫ 1

0
ϕ0
j,kϕ

0
j,n = δn,k, and ϕ0

j,k(0) = ϕ0
j,k(1) = 0

(see Figure 4). Clearly, forj ≥ j0 we will employ one of the localization preserving
orthonormalization techniques proposed in the articles mentioned at the beginning of Sec-
tion 2.2.
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FIGURE 4 Orthonormal Daubechies scaling functions with homogeneous boundary conditions; (a) A base

for V ]0,1[
j

corresponding to Db3 MRA forj = 1. V ]0,1[
j

is the space of polynomials of degree 2 satisfying

homogeneous boundary conditions. (b) The spaceV
]0,1[
j

corresponding to Db2 forj = 2. (c)V ]0,1[
j

corresponding
to Db2 forj = 3. (d) The basis functions coming from Db4 MRA forj = 2 are globally supported.

A particular orthonormal basis forV ]0,1[
j can then be obtained by orthonormalizing

the two functionsfL(x) andfR(x) with respect to{ϕ0
j,k}k∈I0

j
:

ϕ0
j,N−M−1(x) =

fL(x)−∑
k∈I0

j

〈
fL(x), ϕ

0
j,k

〉
ϕ0
j,k(x)∥∥∥fL(x)−∑

k∈I0
j

〈
fL(x), ϕ

0
j,k

〉
ϕ0
j,k(x)

∥∥∥
L2(0,1)

and

ϕ0
j,2j−N+M+1(x) =

fR(x)−∑
k∈I0′

j

〈
fR(x), ϕ

0
j,k

〉
ϕ0
j,k(x)∥∥∥∥fR(x)−∑

k∈I0′
j

〈
fR(x), ϕ

0
j,k

〉
ϕ0
j,k(x)

∥∥∥∥
L2(0,1)

,



Building Wavelets on ]0,1[ at Large Scales 287

whereI0′
j = {N −M − 1} ∪ I0

j .With this procedure we end up with an orthonormal basis

for V ]0,1[
j such that

ϕ0
j,N−M−1(1) 6= 0 ϕ0

j,N−M−1(0) = 0 ,

ϕ0
j,2j−N+M+1(1) 6= 0 ϕ0

j,2j−N+M+1(0) 6= 0 ,

and

ϕ0
j,k(0) = ϕ0

j,k(1) = 0 ∀ N −M ≤ j ≤ 2j −N +M .

In particular non homogeneous boundary conditions are very easily imposed.
The argument discussed at the beginning of Section 3 with respect to the construction

of wavelets forW ]0,1[
j , carry over to the construction of an orthonormal basis for the orthog-

onal complementW0
j of V 0

j in V 0
j+1. In order to apply also in this case the idea proposed

in Section 3.1, we introduce the orthogonal projectionP 0
j : L2(R) −→ V 0

j ontoV 0
j .

FIGURE 5 Orthonormal Daubechies wavelet functions with homogeneous boundary conditions; (a) Db3 j=1,
(b) Db2 j=2, (c) Db2 j=3, (d) Db4 j=2.
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ThereforeW0
j is defined as

W0
j =

(
I − P 0

j

)
V 0
j+1 .

In particular, a basis forW0
j is defined as follows: for everyk = 0, . . . ,2j − 1

ψ̌0
j,k = ϑ0

j,k − P 0
j ϑ

0
j,k ,

whereϑ0
j,k = ((1−IL)Ejψj,k)|]0,1[. Figure 5 shows the basis{ψ0

j,k} forW0
j , obtained after

orthonormalization.
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