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A BILINEAR APPROACH TO CONE MULTIPLIERS 1.
RESTRICTION ESTIMATES

T. TAO AND A. VARGAS

Abstract

In this paper, we continue the study of three-dimensional bilinear
restriction and Kakeya estimates which was initiated in [TVV]. In
particular, we give new linear and bilinear restriction estimates for
the cone, sphere, and paraboloid in R?, building upon and unifying
previous work in this direction by Bourgain, Wolff, and others. In a
subsequent paper [TV] we will give applications of these estimates to
some open problems in harmonic analysis and wave equations.

1 Introduction and Notation

Let S; and Sy be two smooth compact hypersurfaces with boundary in R?,
with Lebesgue measure do; and dos respectively. If 0 < p,q < oo, we say
that the bilinear adjoint restriction estimate Ry, g, (p x p — q) holds if
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for all test functions fi, fo supported on Sy, Sy respectively. (Following
standard practice, we will use A < B to denote the estimate |A| < CB for
some absolute constant C' > 0, which may vary from line to line.) We also
define a local version R’ghSQ (p X p— q,a) for a > 0, by the statement
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for all R > 1.

If Sy = S, = S, then the bilinear estimates Rg ¢ (p X p — ¢) and
nghSZ (p1 X p2 — q,«) are equivalent to the linear adjoint restriction esti-
mates -
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respectively; to be consistent with the notation of [TVV] we denote these es-
timates by R§(p — 2¢) and R§(p — 2q, a/2) respectively. These estimates
are well understood in two dimensions, but there are many open prob-
lems remaining in three and higher dimensions, with several applications
to harmonic analysis and PDE. In this paper we concentrate on the three-
dimensional case, although we comment briefly in the four-dimensional case
at the end of the paper.

Linear restriction estimates have a long history in harmonic analysis and
PDE (see for instance [St, Chapter IX and the references therein]), but the
systematic and explicit study of bilinear estimates, and their application to
the linear problem, has only appeared recently. In [TVV] the bilinear esti-
mates were studied under the assumption that Sp, Sy were unit-separated
subsets of a graph of an elliptic phase function (see [TVV, Section 2]). In
that case the main interest was obtaining new progress on the correspond-
ing linear estimates for the restriction problem, and also for Bochner-Riesz
multipliers. One of the basic tools developed was an equivalence between
linear restriction estimates and bilinear restriction estimates when the ex-
ponents p,q were in the conjectured range for the restriction conjecture.
On the other hand the bilinear estimates can also hold for a wider range
of exponents, which explains why they can be used to improve upon the
linear estimates.

The primary purpose of this paper is to extend these results to more
general surfaces, in particular subsets of the light cone in R?**!, mainly by
pursuing the ideas in [Bo4]. Although this paper contains many similar
themes to [TVV], we have made an effort to keep it mostly self-contained.

The surfaces we shall consider are as follows.

DEFINITION 1.1.  Suppose that S; and S5 are compact surfaces with
boundary in R3. If £ € S; , t = 1,2, we use n(¢) € S?/+ to denote the
unit normal to S; at £&. We say that the pair S7 and Sy are of disjoint conic
type if the following statements hold:

e (Transversality) For all & € Sy, t = 1,2 we have n(&) € Ny, where
N; and N are small disjoint caps in S2/4 which are separated by a
distance comparable to 1.

e (Null direction) The map dn; : T¢,S; — T, S; has eigenvalue 0 with
multiplicity one in the direction wy (&) € S%/4. We also assume that
the remaining eigenvalue has magnitude ~ 1.

e (Transversality of null directions) For all {& € S¢, t = 1,2 we have
wi (&) € Wi, where Wy and Wa are small disjoint caps in S?/+ which
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are separated by a distance comparable to 1. Furthermore, the maxi-

mal angular separation between Wy and Ny, or Wy and N, is strictly
less than /2.

Sq

Figure 1: Two surfaces of disjoint conic type.

The last condition means that the null directions of S; (resp. S2) are
always transverse to the tangent planes of Sy (resp. S7). In particular, the
null directions of S7 and the null directions of Sy are disjoint. Moreover,
the first condition, the transversality of the surfaces, is a consequence of
this one.

One model example of a pair of surfaces of disjoint conic type are
St:{(§a£3) :§€R27 §3:|§|N17)%_6t <<]-} )

where ey, e, e3 is the canonical basis for R3. Another example is when
S1 and Sy are subsets of non-parallel cylinders C7 and C5, such that the
normals to Sp are separated from the normals to So, and the null directions
of one cylinder are not parallel to the tangent planes of the other.

Our first main result is the following bilinear adjoint restriction theorem
for surfaces of disjoint conic type in three dimensions.

Theorem 1.2. IfS; and Sy are of disjoint conic type, then Rg, g, (2x2—p)

forallp>2—%.
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This estimate is straightforward for p = 2, and more general weighted
versions of this estimate are used in the study of non-linear wave equations
(see e.g. [FK] and the references therein). In [Bo4] this estimate was proven
for some p < 2; the methods in that paper were not designed with the intent
to compute p explicitly, but we conservatively estimate it as p > 2 — %.

We prove this theorem in section 7, after several preliminaries starting
in section 2. The result is certainly not sharp: Machedon and Klainerman
have recently conjectured this estimate should hold for p > 5/3. In section

7 we show why the exponent 5/3 is best possible.

g

| — o

U4 12 712 1

Figure 2: Status of R*(p x p — q) and R*(p — 2¢) for the cone in R.

Note that these estimates are only available in the bilinear setting. The
linear estimate R*(p — ¢) is known to hold if and only if ¢ > 4 and ¢ > 3p/
[B], which is a much smaller range of exponents.

We display the above results in Figure 2. The smaller trapezium dis-
plays the range of linear estimates R*(p — 2¢), while the larger trapezium
displays the (conjectured) range of bilinear estimates R*(p X p — ¢). The
points 1-7 represent respectively Strichartz’ estimate; Barcelo’s estimate
[B]; the estimate R*(2 x 2 — 2); Theorem 2.1; Bourgain’s estimate [Bo4];
Theorem 1.2; and the conjecture R*(2 x 2 — 5/3) of Machedon and Klain-
erman. The dashed line thus represents the best results known to date.
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The techniques in this paper can also be applied to surfaces with non-
vanishing curvature. Indeed, we have the following new estimates for the
three-dimensional linear and bilinear restriction problems in this context.

Theorem 1.3. Let S be a graph of an elliptic phase function (in the sense
of [TVV] or [MVV1,2]), and let Si,S2 be unit-separated subsets of S. For
alle >0 and q > 4 — 8/31, we have

R5(26/11+ — 4 —2/7+¢€) (1)
Ry 5,(2%2—2—2/17+¢) (2)
R5((3)" —a)- (3)

The estimate (1) is a new restriction theorem for convex surfaces, im-
proving upon [TVV, Theorem 4.1] (which in turn improved upon earlier
work of [W1], [Bo5,1], which gave

R*(170/77+ e — 4—2/9 +¢).

The estimate (2) represents new progress for the Klainerman-Machedon
conjecture for the sphere, and is superior to [TVV, Corollary 4.6].

The estimate (3) is invariant under parabolic scaling, and thus can
be extended to give a restriction theorem for the entire paraboloid. This
improves upon [TVV, Theorem 4.1], which proved the same result for ¢ >
4—15/27. (The case g > 4 follows from the classical Tomas—Stein theorem.)
We will prove this theorem in section 8. We also discuss extensions of these
results to the negative curvature case.

We remark that the constants in the above estimates only depend on
the constant in the definition of the elliptic phase function or disjoint conic
type and the ¢ norm of S; and Sy for some large N.

In the sequel to this paper [TV] we will show how one can apply the
above estimates to the wave and Schrodinger equations in R**!, as well as
to various cone multipliers in three dimensions.

2 Overview of the Proof of Theorem 1.2

Throughout this paper, we use C' to denote a positive constant (depending
only on the quantities mentioned above) which need not be the same at
each occurence, and use A < B to denote the estimate |A| < CB.

Our approach follows broadly the strategy in [Bo4]. However, we wish
to emphasize the techniques used for the cone in [Bo4] can be unified with
the techniques used for elliptic surfaces such as the sphere and paraboloid
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which appear in [Bol,5], [MVV1,2], [TVV]. This will be discussed further
in section 8.

At its core, the approach requires two key estimates. The first key
estimate is a good bilinear restriction estimate which captures some residual
curvature of S7 and Ss by means of Radon transform LP estimates:

Theorem 2.1. Suppose that S| and Sy are of disjoint conic type. Then

R, 5,(p X p—2)
holds for all p > 12/7.

This generalizes (for three dimensions) the corresponding estimate in
[TVV], [MVV2], which was proven for elliptic surfaces. The estimate is
easy to show for p = 2, and works for general S; and S as long as they
are transverse. The point is that one can exploit the curvature in the
disjoint conic type condition to obtain an estimate for certain p < 2; this
was first observed by Bourgain [Bo4]. Fortunately these estimates can be
proven by the very well-developed theory of L? estimates for Fourier integral
operators.

In [TVV] the condition on p is shown to be best possible. One should
probably be able to prove the above theorem in general dimension R”, with
1—72 replaced by %, under an appropriate hypothesis which generalizes the
three-dimensional disjoint conic type condition.

The second key estimate is a good Kakeya estimate (or more precisely,
an x-ray transform estimate) which is associated to S; and Ss.

Fix t = 1,2. If Sy € R" is a hypersurface and £ € S;, we let n;(&)
denote the normal of S; at £, and L¢S; denote the space of all lines [ in
R"™ which are parallel to n,(§) and intersect the unit ball in R"; we endow
this space with the obvious induced Euclidean metric. Fix 6 > 0, and let
& be a maximal 0-separated subset of S, and for each § € &, let L¢&; be
a maximal 0-separated subset of lines in L¢S;. Let LE; denote the bundle
of all the L¢& over &. We endow each L¢&; with counting measure di,
and & with normalized counting measure d¢, which is 6" ~! times counting
measure.

We define the adjoint discretized X—ray transform X} = Xg" 5, &S a map
from functions in Lé’t to functions in R", a;

Z Z XT5 ), (4)
Ee&i€Lely

where T5 denotes the tube of roughly unit length and thickness 6 centered
around the line ¢ and contained in the unit ball.



Vol. 10, 2000 BILINEAR CONE MULTIPLIERS I 191

If Sq1,859 are pairs of hypersurfaces and 0 < p,r,q < 00, we use
K3, s,((p,7) x (p,7) — q) to denote the estimate

2 2

* < D _9on+2—¢
HXt fr]| Sée H||ft||L§Lg (5)
t=1 q t=1

for all fy on L&, t=1,2 agld all € > 0, with the constant depending on e¢.
To see why the exponent §¢ 2" is sharp, we take fi(€,0) = Xre, (0). Then

X} f; is comparable to § ™! on a ball of volume §".

When r = 1 and S1, S5 have non-zero Gaussian curvature, then these
estimates are bilinear Kakeya estimates of the form studied in [TVV]. For
instance, we have

N n+2 n+2 n+2
S (1) () =)
in this setting ([TVV, Theorem 3.4]).

However, when S and S have one vanishing principal curvature, then
the estimates are far less favourable. Nevertheless, it was observed by Bour-
gain [Bod4] that it is still possible to improve upon the standard estimate
(see [TVV, Proposition 3.2]) K§, ¢,((1,1) x (1,1) — 1) in this setting, at
least in three dimensions. In fact, we have

PRrOPOSITION 2.2. If S1,S2 C R3 are of disjoint conic type, then
KglysQ((r,r) X (r,r) — 1) forall 1 <r <4/3.

We will prove this estimate in section 4, adapting an argument of Bour-
gain [Bo4], who implicitly proved the above for 1 < r < 8/7. We will also
show that the exponents in this proposition are sharp. It seems of interest
to determine the correct analogue of this estimate in higher dimensions.
This bilinear Kakeya estimate plays virtually the same role in bilinear re-
striction estimates for conic surfaces as the standard Kakeya estimates do
for elliptic surfaces.

We now indicate how these two key estimates are used to prove The-
orem 1.2. By interpolating Theorem 2.1 with more elementary estimates,
such as R*(2x2 — 1,1) (which is a bilinear form of the Sobolev trace lemma
R*(2 — 2,1/2)) we can obtain many estimates of the form R*(pxp — ¢, @)
for some relatively large a.

Our aim is to eventually obtain a non-trivial estimate with p = 2 and
a = 0. The first step is to use Proposition 2.2 to lower the value of a. (The
ability to use Kakeya estimates to improve upon local restriction estimates
was first observed by Bourgain [Bol,5,4]). This will be achieved by inserting
Proposition 2.2 into the following lemma:
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LEMMA 2.3. Let n > 2, and suppose that S; and S3 C R" be compact
hypersurfaces. If 2 < 2r < p,q < oo, o > 0 are such that K;hSQ((%,r) X
(5,r) — L) and R’gl&(% X % — ¢, @) hold, then Rgl’SQ(p Xp—q,5+e)
holds for all € > 0.

This is a generalization of Lemma 4.4 in [TVV], which dealt with the
case r = 1, and also generalizes some arguments implicit in [Bol,5,4]. Note
that this lemma does not require any curvature assumptions on S, S2. We
assure the reader that the exponents in the above lemma are natural, as
should hopefully become clear in section 5, in which Lemma 2.3 is proved.

Note that the restriction estimate in the conclusion of Lemma 2.3 is
superior to that in the hypothesis in the sense that the « index is improved,
but is inferior in the sense that the 2/r exponent needed to be upgraded
to p. It would be very convenient if this inferiority could be somehow
removed, as one could then iterate the above argument indefinitely and
make « arbitrarily small. Although we cannot do this directly, we may still
combine this lemma and Proposition 2.2 with an interpolation argument
involving the estimate in Theorem 2.1. This allows us to partially iterate
this argument and get a restriction estimate with a relatively small value
of a. (A variant of this iteration scheme appears in [TVV], and implicitly
in [Bod4].) To remove the « entirely requires an additional argument. Two
examples of such arguments are in [Bo5] and [T] respectively; however, we
will use an improved version of the argument in Bourgain [Bo4], which we
phrase as follows.

LEMMA 2.4 [Bod]. Letn > 2, and let Sy and Sy be compact hypersurfaces
with boundary such that the Fourier transforms of doy, t = 1,2, satisfy the
decay estimate

|doy(2)| < (1+]a)) ™7 (6)

for some 0>0. Then for any 1 < ¢ < "T‘H, a > 0, the estimate
R 5,(2 X 2 — gq,a) implies the estimate R§ ¢, (2 X 2 — p) for all

%(1+%7°‘)<§+1%.

We prove this lemma in section 6. The exponents in the conclusion are
not particularly natural, and it is likely that one can find a better version
of this lemma.

Finally, in section 7 we show how all these steps combine to give Theo-
rem 1.2.
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3 Proof of Theorem 2.1

This theorem will be proven by adapting the arguments in [TVV], which
built upon earlier work in [Bo2|, [MVV1,2].

By localizing S7 and S and applying a rotation if necessary, we may
assume that S; and Sy are graphs whose domains are small balls. By
translating S7 and S, we may assume that these balls are centered at the
origin, thus:

Sy ={(z,®(2)) :xz € R?, |z < 1}.
where ®; : R? — R are smooth functions such that ®;(0) = 0 for t = 1, 2.

We now translate the disjoint conic type conditions in Definition 1.1
into this setting.

The transversality condition implies that

[V (z!) — Vdy(2?)| ~ 1
for all |z!|, |2?| < 1.
The null direction condition implies that the Hessian matrices
H@t(xt) = (61-83-@(30'5))2.’].:172

have a zero eigenvalue with multiplicity 1 and another eigenvalue with
magnitude ~ 1; let v;(z') € S'/+ denote the zero eigenvector. Note that
the vector (v¢(x"), Oy, (5t)P¢(x")) is parallel to the null principal direction of
S; at (zt, ®(x)).

Finally, we claim that the transverse null direction condition implies

that
(VO (z') — Vo (2?),v1(2")) # 0 (7)
for all |2|, |#2| < 1. For, if (7) did not hold, then
(= V®2(2%),1) - (vi(a'),0py 21y ®1(2")) =0,
so that the null principal direction of Sy at (z!,®(z!)) is orthogonal to
the normal of Sy at (22, ®(x?)), contradicting the transverse null direction
hypothesis. A similar conclusion holds with the roles of S and S5 reversed.

After these preliminaries we can now prove Theorem 2.1. By Holder’s

inequality, it suffices to show that

T TE 2 2 2
[ A
where f; are supported on S;. Since we are assuming the surfaces Sy to be
graphs, we may replace the measures do; by
dat(xl, 9, 5133) = 5(:133 — q)t(xl, xg))dxldxg
where 1, 22, 23 are the standard co-ordinates of R>, since one can absorb
any Jacobian factors into the functions f;.
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By Plancherel, the integral we want to estimate is equal to

/fl(x)f2(2/)f1(Z)fz(w)5(‘1’1(96) + Ba(y) — P1(z) — Pa(w))

S(x+y—z—w)drdydzdw.
We follow the argument in [TVV]. By multilinear interpolation it suf-
fices to show that

/ £1(2) fol)g1 (2) 92 (1)8 (@1 () + Ba(y) — @1 (2) — Ba(w))

(@t y -z —w)dedydzdw S || fill1llf2ll3/20191 1ol 921132
together with a similar estimate with the subscripts 1,2 reversed. By sym-
metry it suffices to prove the displayed estimate.

From the positivity of the kernel, and the L' and L*™ norms on the
right-hand side, we may set fi equal to a delta function, and g; equal to
the constant function 1. By duality it therefore suffices to show that

[ £ wBs(6atr. )i wdy| S el
L'UJ
uniformly in x, where ¢ = ¢,(y, w) is the function
Py, w) = P1(x) + Pa(y) — P1(x +y — w) — P2(w)
and ¥(y,w) is a cutoff function. By Lemma 2.9 in [TVV] (see also [St,
p. 428)) it suffices to show that ¢ satisfies the rotational curvature condition

b by )
det
( Pw  Dyuw
uniformly in all variables.

If the Hessian matrix H®q(z) has eigenvalues p1,0 we can compute

rot curvep = >0 when ¢ =0 (8)

rot curvéy(y,y) = 11 (9, () @1(2) = By () ®2(9))”
(For instance, consider a coordinate system in which the Hessian matrix
is diagonal.) From (7) we thus see that rot curve,(y,w) # 0 if w and y
are sufficiently close. The claim then follows by localizing S3, using the
compactness of the surface.
|

4 Proof of Proposition 2.2

The arguments here are a refinement of those of the corresponding section
in [Bo4]. We begin by observing a geometric consequence of the disjoint
conic type hypothesis.
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LEMMA 4.1.  For &,&, € Sy, let [n2(&2),n2(&,)] denote the subspace
spanned by n2(&2) and na(&y). If S1 and So are of disjoint conic type and
their diameters are small enough, then there is a constant ¢ > 0 such that

Z([n2(&2), n2(&3)],m(61)) > ¢ (9)
for all & € Sy and &2,&, € Sa. A similar statement holds with the roles of
S1 and Sy reversed.

Proof. By symmetry it suffices to prove (9).

By the transversality of the null directions, there is a small constant
€ > 0 such that, Z(w2(£2),n1(&1)) < § — e

By the triangle inequality, it thus suffices to show that

Z(wa(&2), [n2(€2), n2(85)]) > 5 —€/2 (10)
if &, is sufficiently close to &2, since we can then take ¢ = €/2.

To see (10), we first observe that the Gauss map ng : So — S?/+
is smooth and has constant rank 1 by the null direction hypothesis. This
implies (see e.g. [S, Chapter 2, Theorem 9]) that the image of ng is a smooth
immersed one-dimensional submanifold M, of S2/4. Since the differential
map dnsg is self-adjoint, its image is orthogonal to its null eigenvector ws;
since ng has magnitude 1, the image is also orthogonal to ne. Thus we see
that the tangent space of My at ng(&2) is orthogonal to both ny(§2) and
ws(&2). This implies that

n2(€) = na(&2) + v+ O(|vf)
for all &, which are sufficiently close to &2, where v is a vector orthogonal to
n2(&2) and wa(§2) with magnitude < e. The claim (10) then follows from
elementary geometry and the fact that na(€2) is orthogonal to wa(§2). O

We remark that this argument extends easily to higher dimensions. We
are indebted to Peter Petersen for pointing out some simplifications in the
above proof.

Henceforth we will assume (shrinking S7, S2 if necessary) that Sp, S2 are
such that (9) and its symmetric counterpart both hold.

By interpolation with the estimate Kg g, ((1,1) x (1,1) — 1) it will be
enough to prove the end-point estimate K§, ¢, ((4/3,4/3)x (4/3,4/3) — 1).
By symmetry and interpolation (see [BeLl]), this will follow from

[ Xin@Xine e < Ulguslolzey . 0D
By definition,

/ X{f1(@) X5 fo(w) de = 3> fil€rsin) fal€as i)\ Tey iy N T -

&1 & i1 i
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It suffices to prove that

Z Z Z fi(&1,d1) f2(&2, i2)|T£1,i1 N T&z,i2| S (517€||f1(51> ‘)HL? ”f2HL§(L11) )
2 11 92

uniformly in &, since (11) follows by summing in &; and recalling the nor-

malization of the measure d&;. Fix & . From the transversality of S7 and
Sy we see that |T¢, ;; N Te, .| S 63, Thus we reduce to showing that

ZZZfl €1, 11) f2(82,02) Cg g, (i1, i2) S 67278”f1(§17')HL?Hf?HLg(L})

where we define C¢, ¢, (i1,12) as the characteristic function of the set

{(ilviQ) : Tfl,il N szﬂ'z 7& (Z)} .
(Note that, if we used the bound Cg, ¢,(i1,72) < 1 at this point, we would
recover the estimate K§ ¢ ((1,1) x (1,1) — 1).) By Cauchy-Schwarz in
the 7; index, it suffices to show that

2
S (XY hleinCaqlinig) S5 bRy, (12)
i1 §2 2
We write the left-hand side of (12) as
Z Z f2(£27 12 Z Z f2 527 Z2 Z 051752 i, 22)051 &5 (Zlv ZQ)
[ DI & i
We now apply a simple geometric observation.

LEMMA 4.2. For &1, &, &, ia and i, fixed, we have

1
2 Cera(in:2)Ce, (01, 15) S 5mres— s

11

Proof. Fix &, and let 7 be the orthogonal projection of R? onto Te, St
Observe that Cg, ¢,(i1,i2) is only non-vanishing when the disk 7(7¢, ;,) is
in a dilate of m(7T¢,;,). From (9) and elementary geometry we see that
T(Te,,) and m(Ty, ;,) at most intersect in a rectangle of size C'6 x C'6[6 +

Z(na(&2),m2(€5))]71, and the claim follows. See Figure 3. O
Thus (12) reduces to

. ! -/ 1 g
Z;h(&’w)Z%f2(§2w2)6+4(n2(§2),n2(§§)) S0 Hf?”m LY

Write F(&2) = || f2(&2, )|/ 1. If we simplify the above estimate using F' and
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T T

i i
E2 2 E2 2

O

Figure 3: Three tubes T, i,, T¢; i, T¢, i, before and after the projection 7, and

slo

the intersections which contribute to ) ; Cg, ¢, (i1,12)Ce, ¢ (i1,15).

the definition of the measure d§, we reduce to

, 1
2.2 PO (&) ey ey

& &
<o (L) (S iFer) .
&2 13

By Schur’s test, this will follow if we can show
1

%: 6+ Z(na(€2),ma(Eh))

uniformly in &, and similarly with &, &, reversed. By symmetry it suffices
to show the displayed estimate. By a dyadic decomposition it suffices to
show that

5 6—2—5

#{& : L(na(&2),na(&)) ~ 277} ~ 6 P27h
for all & < 27% < 1. But this is a consequence of the hypothesis that Sy
always has exactly one vanishing principal curvature. O
By interpolation between the trivial estimate K, g ((1,00) % (1,00) —
00), thsz((l, 1) x (1,1) — 1) and K§17SQ((4/3,4/3) x (4/3,4/3) — 1), we
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prove that thsz((p,r) X (p,7) — ¢q) holds for 1 < ¢ < oo, r < 4¢/3 and
% + % > %. In the rest of this section we indicate briefly why this is the
sharp result in three dimensions.

First consider a one—sheeted hyperboloid

H = {23 =a2? + 23— 1}.
This is a doubly ruled surface, made up of straight lines which are normal
to the cone 3 = x? + 3. We set
S1 = {x% = x% —|—x§,0 < arg(z,y) < 71/2}
and
Sy = {23 = 2] + 23,7 < arg(z,y) < 37/2}.

For each £ € & we can pick i = i(§) so that Tgé,i(g) is contained in a 6—
neighborhood of H. We also define f;(§,7) as the characteristic function of
the set {(£,7) : i =i(€)}, so that I, X} f;(¢,4) > 1/6% in a §-neighborhood
of a big part of H. Hence, ||[TI; X; f||, > 6'/972, while ||ft||L§(L3) = 1. Hence,
we deduce g > 1.

To show that r < 4q/3 take f;(§,1) = 1 for all { and all 7. Then I, X} f; >
6~ on a big part of the unit ball, which is enough for our purposes.

Finally, take a plane spanned by two light rays and denote by P a 6-
neighborhood of that plane. Denote & the subset of & so that ng(€) is
contained in that plane for all £ € &. Take f; the characteristic function of
{(&,7) - T;’ ; C P}. This example shows the necessity of the last condition,
1/p<1/¢d+1/r

5 Proof of Lemma 2.3

This section will be a variant of the arguments in [Bol] (see also [Bo5],
[MVV1,2], [T], [TVV]). The main innovation is that the square function
(| @#)1/ 2 which appears (in various guises) in previous arguments is
replaced here by the variant (| @tp/ myr/2,

Let £,&1,& be as in section 1 with 6 = 1/R. Using the circle of ideas
first developed by Fefferman and Cérdoba, we partition Sy into caps Cg,
for £ € &, defined by

Ce =S, NBER™Y.
By the smoothness of S; and the hypothesis R > 1 we see that the C¢ are
essentially disks of diameter 1/R oriented in the direction n;(&), which form
a finitely overlapping cover of S;. Without loss of generality, we can assume
that there is a disjoint family of caps {Cﬁ}ge &, such that the support of f;
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is contained in Uges, C¢. We decompose

fo= fea
ce&
where the f¢; are the restrictions of f; to C¢. Informally speaking, the
restriction hypothesis R, 52(2 x 2 — ¢, a) implies a version of the localized

“square-function” estimate on R2 balls

L3(B(0,R?))

2 r
H( |f§,td0't’2/r>2
t=1 ¢ecé L1(B(0,R?))
while the Kakeya hypothesis K;hSQ((?T r) x (B,r) — %) controls the
square function on R?-balls:

H(Z geadr )

t=1 565

Combining (13) with (14), we obtain the desired conclusion R, g (pxp
—q,a/2+¢).

We now begin the rigorous proof of Lemma 2.3. The reader is advised
not to take the various powers of R in the following argument too seriously;
however, we remark that these powers of R are natural in the sense that
every estimate in the following is sharp when f; = 1 and a = 0, in which

<RaR(n 1)(2-r) Z , (13)

2
< R VE T lgrll, . (14)
La(B(0,R2)) t=1

case f/lcE, f/ch are comparable to 1 within O(1) of the origin.
We will not prove (13) exactly, but a version which suffices for our
purposes. To do so, we need a discrete version of Ry s, (% x 2 g, a),

T
namely

LEMMA 5.1. For {a¢;} C C we have

H Z ag e 27rz§ T

Proof. We erte

Z a&teQm‘gz C Z / af7t627ri§-:c dO‘(U)Rn_l
I3 ceéy

/ ag 1" do () = / ag 1T ETDTETIE do ()
Ce Ce

2
T

<RaR(n 1)(2— TH(Z|G’§¢|2/T)§"

LYU(B(0.R) S ieh

and
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We use the Taylor expansion of the exponential

eQTri(f—n)-ac Z (27T’L(€ 77 ZC é- 77 7x7
k=0
where v denotes a multiindex and the coefﬁments cy are decreasing faster

than any exponential when |y| — oo. (Similar arguments appear in e.g.
[Ch], [T].) Thus,

S e 2%@—&2/ 4 L (R(E — 1)) eF e do(y >(R)”.

{eSt v £et&
Then
‘Zagte%zfa:‘f}ch(pvdU % ) Z‘C’Y’W’ng
Egz
where

dy(n) =Y Xceag R R(E - )"
e
To end the proof of the lemma, we just have to apply Rg, 52( X 2 — q,q)
and use the decay of ¢, and the fact that we have the pointwise estlmate

|6y < B 3, agixce- O
With this lemma, we are ready to prove a version of (13). Fix z €
B(0, R?). For z, y € B(z, R) we have

Z @t(ﬂf) = Z/ £ ()2 EmE=v) g=2mny g, ()= 2mib(@=y)
ccé ce& Tt
As before, we Taylor expand

e2mi(§—n)(z—y) Z e (E—n)(x—y).
Y

We define f,:(n) = Dlecg, fee(M(R(E — 1)"xe, () and fre:(n) =
fet(n)(R(§ —n))7, obtaining

- — , r—u\"
Z ferdoy(x) = ch [ Z fy,g,tdat(y)ez’”f(x*y)} <Ty> ‘

ceéy Y ceé
Therefore,
2
H Z fg,tht
t=1¢cé, Li(B(z,R))

2
H Z f@at (y)e%m'g(.,y)

t=1 §€£t

< Z 9—Nml| Z 9—N|
ga! 72

L4(B(z,R))



Vol. 10, 2000 BILINEAR CONE MULTIPLIERS I 201

where N is arbitrarily large. We use Lemma 5.1 to estimate this by

9 Nl 3 g Nhal g gn-bizr H(Z | Forerdon(y)] /T>

71 72 t=1 ceéy
Averaging this in L? with respect to y € B(z, R) we obtain

ﬁ Z @t Z 2=Nml| Z 9—N| o pn—1)(2-r) p—%

L4(B(z,R))

TS o)

La(B(=.R)

Finally, we take a R-separated set of points z € B(0, R?). Raising the last
inequality to ¢ and summing on z we obtain

ﬁ ) Feado > oIy 9—Nlr2| pa p(n=1)(2—r) =%

t=1 feét

La(B(0,R2))

2 r
JI(Y 1 readonl)?
t=1 §Egt
By the triangle inequality, we majorize this by
Z 9—Nmn| Z 9—N2| pe p(n=1)(2—7) p—n/q

Y1 Y2

La(B(0.R))

)

La(B(0,R?))

2 - »
H ‘ H< Z ‘f%,ﬁ,tdat|2/7’)

which is a variant of (13).

Note that |fy, ()] < Deeg, [fr.ee(m)Ixc(n) < Clfi(n)|. Hence, the
theorem will follow from (14).

We want to estimate

- rq/2
/| (0R2H > et ) (15)

Let )¢ be a Schwarz function Wthh is comparable to 1 on C¢ and rapidly
decreasing away from this cap, and whose Fourier transform satisfies the
pointwise estimate

()] S B X page o).
where Té is a thickening of Tof, and R2T§ ={R’xr:x¢ Tg}
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If we define g¢; = ge+/10¢, we have the estimate
|ge,edoe () || Geedor * e (2)] S R_n_l/ | gerdor(y)|dy .
x—i—RQTO'S
From Hélder’s inequality and (4) we thus obtain

. - 1/r
s’ < (Rt [ Jdeedout) Py
T+ 0

S XL, Ger (72)

where

. 1/r
ot~ ([ )
(b

and O¢ ¢ is the Kronecker delta.
From this we see that (15) is majorized by

: T qr/2
* v d '
/B<0,R2) B(%X}psﬁf’t (R2>> x

1
We rescale = by R? and simplify this as

B2 /B I 5, Gile) ™2z, (16)

where
1/r

Gile.i) = 3 Gl ) (1 [ Jicutrofae)
¢ T
Since (16) majorizes (15), it remains to show that
2 2
g nenn [T 6™ e < ROl
B(0,1) - RSt tI:[l
which we raise to the power 2/qr as

2 2

X1 S BT Tgelln)*r (17)
=1 " qr/2 t=1
On the other hand, from the definition of the hypothesis K% o ((pr/2,7) x
(pr/2,r) — qr/2) we have
2

204002 1) (n_
R T2 -1(n-1) Sth

2n

2
on—2n _9

st | [T/

=1 qr/2 =1 ¢

Comparing this with (17), we see that we will be done once we show that

2 2

2n 4 9(2_1)(n—1) p2n—22—2

LT S ([ P § (1
t=1 t=1
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After some algebraic manipulation we see that it suffices to show that

2
B 2G5 ol
fort=1,2.
From the definition of ge¢ ¢ and the measure dé we have

2/ HLW/Q’

lgellz ~ R"
and so it suffices to show that
R2n ZHG g, ‘

LT N
uniformly in &.

From Hoélder’s inequality, the hypothesis p > 2 and the support condi-
tions on g¢ we have

1)(
Igedllz S BV gell
and so after some algebra we reduce ourselves to

|Ge(&, ) ‘LT SR Mlgedll -

However, the left-hand side is majorized by

s / o (G dor (F2) e S B \esdorl 2 .m0

)

and the claim follows from the well known Agmon-H6rmander estimate
R*(2 — 2,1/2) (see e.g. [H], [MVV1]) and the pointwise comparability of
et and gﬁ,t- O

6 Proof of Lemma 2.4

This proof is essentially the one in [Bo4]; our main innovation is the employ-
ment of the Tomas-Stein theorem in (21). The argument works in general
dimension R".

We begin the proof of Lemma 2.4 by some interpolation theory and
duality. Assume that R o, (2 X 2 — ¢,a) holds, and let p be as in the
statement of the lemma.

To prove the conclusion Ry, g, (2 X 2 — p+e¢) of the lemma, it suffices
to prove the weak-type estimate

2
{17 > 2} <2 (18)
t=1

for all 1 2 A > 0 and all f;, t = 1,2, such that || f¢]|2 ~ 1. This is because
the estimate R ¢ (2 x 2 — oo) (for instance) is trivially true.
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One may replace (18) with the equivalent
[E| S AP,

where F = {RthZﬂ% > )\}. We may, of course, assume |E| 2 1. By
construction we have

NE| < 1

2
xe] [fido:
t=1 1

so it thus suffices to show that
2
‘ xe[[fdoe|| <1EM.
t=1 1
Fix A, f1, fo, so that E is also fixed. It suffices to show that
Ixzg1dorgados|ls S 1BV (|g1]l2]lg2l2 (19)

for arbitrary L? functions g1, go; in order to apply some duality arguments
it will be important that g1, g2 are completely independent of fi, fo.
Fix go with ||g2|l2 ~ 1. It suffices to show that

ITgrl S 1BV lgallz

where T' = Tg 4, is the linear operator

—

Tg1 = xpg1do1g2dos .
By duality, it suffices to show that
1T Fll 2oy S VB F oo
where T™ is the adjoint operator
T°F = F~ (xpgadosF)

and F~! is the inverse Fourier transform. We may assume that ||F||s < 1.
By squaring this and applying Plancherel’s theorem, we reduce ourselves
to showing that

(F s dor, F)| S B, (20)

where F = x E@F. Note that the hypotheses on F', go and the Tomas—
Stein theorem R* (2 — @) imply

~ — ot2
1l < x| 2ms2 92402l sz | Fllo S [B1555 (21)

Let R > 1 be a quantity to be chosen later. Let ¢ be a bump function
which equals 1 on |z|] < 1 and vanishes for |z| > 1, and write do; =
daf% + doi1 g, where

—

doy g(2) = ¢ (&) do (x) . (22)
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From (6) we have

ldo{lec S R,

~

and so by (21) we have
(F % dof, F)| < R7|B|7H .

‘We now choose R to be

l(0_+2_l)
R=|E|o ot ¥ (23)
so that the contribution of do¥ to (20) is acceptable. Thus (20) reduces to
[(F xdovp, F)| S |BPY (24)

By Plancherel’s theorem, we have
‘(F*dUlR,FH 5/‘?‘2 |d0’1R‘ .

From (22), Plancherel’s theorem, and the rapid decay of é we have the
estimate

|do1 | S R(1 + Rdist(¢, 51)) " de
for some large N. Decomposing this dyadically, we see that

o0 —~
o T = V| < —iN || )12
(G ) S 3 B2 N1 Pl -
§=0
where S} 5-jp is the 27 R~1 neighbourhood of S1. We treat the j = 0 case;
the other cases are similar but are aided by the factor 277V, To control
this contribution to (24), it suffices to show

1P|l 25, ) S BV2IEMP
From the definition of F', this will follow if we can show

|7 92002 )| o, oy S BTE|F o

S1,rR) ™~

for all F'. By duality and the hypothesis on gs, it thus suffices to show

IxEdg2dozlli S BB |G e
for all g1 supported on the annulus 51 g. This estimate should be compared
with (19).

We now fix g1, and allow g» to vary instead, and apply the above ar-
gument again but with gy playing the role of g;. This allows us to reduce
again to

Ixegigelln S R™2RTYIEM|g]|2)1 G20
where for ¢t = 1,2, §; is an arbitrary function on the 1/R neighbourhood
of St,R'
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We are finally in a position to apply the hypothesis R*(2 x 2 — ¢, «).
By Holder’s inequality it suffices to show

15132llq S [EI7CRTVZRTVZ RN | g2 gl - (25)
Let 9 be a bump function whose Fourier transform is positive on the unit
ball, and for any z let ¢¥%(£) = e2™@€y)(¢/R). Applying R*(2 x 2 — ¢, )
and using Plancherel’s theorem, we obtain

2
W8 0ng2], < R TTR2 4R35 -
t=1

If we let x range over a maximal R-separated set of R? and then sum, using
the triangle inequality on the left and the Cauchy—Schwarz inequality on
the right, we obtain

2
Ig132llg < RO TR2113t]2
t=1
Comparing this with (25), we see that we will be done if

R SB[V BV = By

But this follows from (23) and the definition %(1 +22) < % + 155 0

In order for Lemma 2.4 to be useful, one must find a local estimate
R 5,(2 X2 — g,a) with a very small value of a. Since our main tool
for lowering the value of a is Lemma 2.3, we will try to use Lemma 2.3 as
many times as possible. This explains the iterative nature of the argument
in section 7.

We compare this lemma with two other results of the same form (that is,
converting a local restriction theorem to a global restriction theorem), but
which are concerned with linear restriction estimates rather than bilinear.
All three results are based on the Tomas—Stein argument, although the
methods are quite different in other respects.

The first result is an analogue of Lemma 2.4 developed by Bourgain
[Bol,5], and refined slightly in [MVV1], for the linear problem:

LEMMA 6.1 [Bol,5],[MVV1]. LetS be a surface with decay o in the sense
of (6). If p,q,« are such that o +1 > ag, then R&(p — q,«) implies
R (p — q) whenever

q

1
I B
c+1—aq

po+1—aq’
Proof. This lemma was essentially proven in [MVV1], which refined the
ideas in [Bol,5]; we give only a sketch here.

q>2+

A<}
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Assume R§(p — ¢,a). To prove the lemma it suffices to prove the
restricted weak-type endpoint estimate
[{Rexado > A}| < A~9|Q|9/?
for all A > 0 and Q2 C S, with
q q q 1
S SR T . S— 26
c+1l—aq’ p +pa+1—aq (26)
It will be convenient to normalize yq in L?, so we rewrite this estimate as
[{Refdo > A} < (JQY2N)79)Q|a/?
where A = Q712X and f = |Q]/?xq.
Fix A, €, and denote the set in the left-hand side by E. By (26) and
some algebra, the desired estimate reduces to showing that
~ ~ 1
E| < )\—2(>\—qm|q(%—%))—g+1_aq _ (27)
We now invoke Proposition 2.2 of [Bo5] (see also [Bol], [MVV1]). Since f is
normalized in L2, the proposition applies (trivially generalizing to arbitrary
decay o, and letting N — o0), and we have

|E| SS\_Q(R—I— Z p_”sup|EﬂB(x,p)‘> , (28)
p>R,p dyadic *
where R > 1 is a parameter to be optimized later. Note that if one
estimated |E N B(x, p)| by |E| then this reduces to the weak-type Tomas—
Stein estimate.
By Chebyshev’s inequality and the definition of E we have

- 1 —
)"E N B(.%', P)‘ e Sz Hfdo-”Lq(B(x,p)) ’

and so by the hypothesis Rg(p — ¢,«) and translation invariance we have

- 1 1_1

NENB(@, )" < o1 fllp = o100
Inserting this into (28) we obtain

Bt (e X prekepGd),
p>R,p dyadic

Summing this using the hypothesis o + 1 > aq, we obtain

Bl S A2 (R+ ReoA9Q7G2)) |
and (27) follows by choosing
~ 1 1 1
R= (A9QG2))7riaq 0
Like Lemma 2.4, Lemma 6.1 also suffers from some inefficiencies, as ¢
and p are considerably worse exponents than ¢ and p, even when o = 0.

G=2+
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On the other hand, it works for all exponents p, which is not the case

for Lemma 2.4. It may be possible to combine the arguments in both

Lemma 2.4 and Lemma 6.1 and obtain a result which is superior to both.
A third lemma of the same type as the preceding two can be found

in [T]:

LEMMA 6.2 [T]. Let S be a surface with a non-zero decay o > 0, in the

sense of (6). If p < 2and0 < o < 1, then R§(p — p, a) implies R (p — q)

whenever
Cq
logl/a *

P>t
In [T] this argument was shown for the optimal decay o = (n —1)/2,
but it is applicable to more general values of o. Again, the Tomas—Stein
philosophy is used in the proof. This argument is inferior to Lemma 6.1
for most values of «, but is superior for very small «; in particular, it only
loses an epsilon in the limit @ — 0. However, the presence of the logarithm
and the unspecified constant C, renders this result unsuitable for finding
quantitative global restriction theorems.

7 Proof of Theorem 1.2

The proof of this theorem will be an easy consequence of the above lemmas
and estimates, and some interpolation.

Let 57 and S be a fixed pair of surfaces of disjoint conic type. For
simplicity we drop the S7,.S2 subscripts in what follows.

If we specialize Lemma 2.3 to the case r = 2/q, p = 2 and apply
Proposition 2.2, we obtain

COROLLARY 7.1. If2>¢q>3/2 and a > 0, then R*(q x ¢ — q, «) implies
R*(2x2—q,a/2+¢) for all € > 0.

Unfortunately the conclusion of this corollary does not have quite the
same form as the hypothesis, and in order to iterate this argument we will
have to perform a (rather inefficient) interpolation to convert the estimate
back into the form of the hypothesis. After enough iterations of this corol-
lary, the value of a will be very small, and we can then use Lemma 2.4
to remove the a entirely. Our estimates are certainly not sharp, and ad-
ditional techniques or estimates could surely be used to improve the final
result. We remark that a variant of this iteration procedure was performed
in [TVV], and implicitly in [Bo4].

From Theorem 2.1 we have

RF(2x1220). (29)
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Figure 4: Proof of Theorem 1.2.

From the well-known estimate R%(2 — 2,1/2) (for a proof, see e.g. [H],
[MVV1], [TVV]; this estimate can be viewed as a form of the Agmon-

Hormander estimate, or the Sobolev trace lemma) we have
Ry 5,(2x2—1,1).
Interpolating this with (29) we obtain
*(7 7 71
R(3x7—17)
By Corollary 7.1 we obtain
71
R*(2X2—> Z,ﬁ‘i‘@)
Interpolating this with (29) we obtain
#(13 ., 13 13 1
R(Z %% = %5 +e)
Applying Corollary 7.1 again we obtain
R (2x2— 2 & +¢).
Interpolating this with (29) again, we obtain
x(19 ., 19 19 1
R (35 X 16 = 10076 T ¢) -
Applying Corollary 7.1 again we obtain

R(2x2— B L +¢).

(30)



210 T. TAO AND A. VARGAS GAFA

At this point, further iteration of this scheme becomes counter-productive,
so we instead apply Lemma 2.4 (with decay o = 1/2) to obtain

R (2x2—2- 35 +¢)
as desired. 0

We display the above argument in Figure 4, which is an expanded ver-
sion of Figure 2. The points 1-7 are as in Figure 2. The points marked
by squares represent local restriction theorems R*(p X p — ¢,«a) with
the displayed value of . The argument starts with the trace lemma
R*(2x2 — 1,1) (not pictured), and proceeds along the dashed lines, inter-
polating with Theorem 2.1 and using Corollary 7.1, until « is small enough
to use Lemma 2.4 efficiently.

We would like to remark that the best possible bilinear restriction es-
timate is R*(2 — 5/3). Adapting the “squashed caps” example in [TVV]
section 2.7 (see also [FK]), we can show that R*(p X p — q) is only possible
when 2% + % < 3.

However, the one-sheeted hyperboloid example gives ¢ > 5/3 as a neces-
sary condition. We sketch the argument as follows. Break up the cone into
6-caps as usual, and place a L°°-normalized smooth function on each cap
with a phase so that its Fourier transform is supported in a § 71 x § 1 x §2-
tube which lies on the 6 !-neighbourhood of the one-sheeted hyperboloid.
Randomization gives the condition.

8 A New Restriction Estimate for Graphs of Elliptic
Functions

In this section S7 and S5 are as in the statement of Theorem 1.3.
In [W2, Theorem 1], the following x-ray estimate was proven:

XAl prora a0 S NP Flls2s
where DF is a fractional derivative operator of arbitrarily small order € > 0,

and X is the standard x-ray transform in R3. (See [W2] for details). The
dual of this estimate is

D™ X*Flls/3 S 1 Fll jro/7 pross -
By discretizing this estimate in the usual manner, we obtain

_1_
||X3:5tf||5/3 N E”fHLéO”Lm/g
1

for t = 1,2. (The exponent 671/5 is the natural choice, as the simple
counterexample f(£,7) = XTg.(O) shows.) Bilinearizing this estimate using
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Holder’s inequality, we obtain

2
2
[[%Gs. f| <o 5 LIFl o a0
=1 5/6 =1 ¢
which is
10 10 10 10 5
Ks .5, (7:9) x (%:9) —8) - (31)

Henceforth we will discard the S7,S2 subscripts from all estimates. The
estimate (31) is strictly stronger than the bilinear form of Wolff’s Kakeya
estimate

K ((7,1) x (7,1) = 3)
but it is not directly comparable with the bilinear Kakeya estimate

K ((3:1) x(3.1) = 3)
proven in [TVV]. By inserting (31) into the arguments in [TVV], and
using some of the machinery from previous sections, we shall obtain the
new estimates in Theorem 1.3.

Va
U3

27 T

7126

934 +

4 Up

0 12 7112
7118 1126

Figure 5: Proof of Theorem 1.3.

From [TVV, Theorem 2.3| (the analogue of Theorem 2.1 in this paper)
we have

R* (£ x2-20). (32)
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Interpolating this with (30) we obtain
R (§x3—1353) (33)

By Lemma 2.3 with p = 18/7, ¢ = 3/2, r = 10/9, a = 1/3, we may use this
estimate and (31) to obtain

RE(BxB-31+e). (34)
By Hélder’s inequality, we may raise the 18/7 index to 3:

R (3x3-3,14¢).

The exponents p = 3, ¢ = 3/2 satisfy (within an epsilon) the criteria of
[TVV, Theorem 2.2], which gives an equivalence between linear and bilinear

restriction estimates. Thus we may convert the bilinear estimate back to a
linear one,
R (3—3,%+¢). (35)
We may then apply Lemma 6.1 to remove the 1/12 and obtain (1). We
remark that if the Kakeya conjecture K*(3/2 — 3/2), which is still unsolved
at this time of writing, was inserted into Bourgain’s original argument in
[Bob] (see also [MVV1]), one would obtain precisely (1). Informally, while
Wolft’s x-ray estimate is strictly weaker than the full Kakeya conjecture,
this can be compensated for by replacing the Tomas—Stein theorem in the
arguments of [Bob|] by the superior Theorem 2.1. On the other hand, if
one combined the Kakeya conjecture with the arguments in this paper
then one improve upon (1) by a modest amount; for instance, one could
interpolate (34) with (33) and insert the interpolated estimate and the
Kakeya conjecture into Lemma 2.3.
We now turn to (2). Interpolating (34) with (32) we obtain

R (2x2—T4e 1),
From Lemma 2.4 we obtain (2). Finally we prove (3). The bilinear form of
(1) is

R (B x21B4e).
Interpolating this with (2) we obtain as

R*(g—ixg—?—)g—?—ké“).
This estimate satisfies the criterion of [TVV, Theorem 2.2], and so one can
convert this to (3).

We display the above arguments in Figure 5, which displays both linear
R*(p — ¢,a/2) and bilinear R*(p X p — ¢/2, «) restriction estimates, and
is a modification of Figure 3 in [TVV]. The points 1 — 6 are respectively:
the Tomas Stein theorem; Theorem 2.1 for elliptic surfaces; Theorem 4.1 in
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[TVV]; (1); (2); and (3). Note how the arguments for (1) and (2) diverge
at the estimate (34). It may be possible to improve these estimates by
finding an improved version of Lemma 2.4 or Lemma 6.1 which can utilize
(34) directly. The reader is also invited to compare this argument with
the version in [TVV], and also with the linear version (which employed
the Tomas-Stein theorem instead of (32)) in [Bol,5], and did not apply an
iterative argument).

9 Generalizations

e There is a version of Theorem 1.3 for surfaces with negative cur-
vature. In that case, the notion of unit-separated subsets of S has
to be replaced by another one, adapted to the Minkowski metric.
To illustrate this, we consider the case of the parabolic hyperboloid
S = {x3 = x129}. Following the proof of Theorem 2.1, we see that
the rotational curvature condition reduces to |x1 —y1||z2 —y2| > C for
(x,®(x)) € S; and (y,P(y)) € S2. Under this condition, (2) holds.
Moreover, a version of [TVV, Theorem 2.2|, allows us to obtain lin-
ear estimates from the bilinear ones. This gives (1) and (3) for this
surface.

e One can modify the proof of (1) to show that the three-dimensional
Bochner-Riesz conjecture for an elliptic surface (e.g. the sphere) is
true for all p > 4—2/7, by following the procedure sketched in [TVV];
the close analogy between these two problems is also demonstrated
in [Bo5], [T]. It is not clear whether the other restriction estimates
obtained in this paper have analogues for the Bochner-Riesz problem.

e In four dimensions, one can obtain a non-trivial bound of the form

5., 5,(2 X2 — p) for some p < 2, for pairs of surfaces which satisfy

a suitable four-dimensional analogue of the disjoint conic type con-

dition. An inspection of the above arguments reveal that the only

steps which need to be carefully checked are the restriction estimate

in Theorem 2.1, and the Kakeya-type estimate in Proposition 2.2.

The restriction estimate generalizes easily, providing that the sur-

faces S1, 53 are such that the phase function ¢ appearing in section 3

satisfies the rotational curvature condition. The arguments in section

4 will no longer give the optimal Kakeya estimate, but they will be

able to obtain some improvement over the trivial K*(1 x 1 — 1),

providing that Sy, Sy are such that Lemma 4.1 obtains.

In five and higher dimensions, the estimates given by the above argu-
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ments become inferior to those given by the usual Strichartz’ estimate
and Holder’s inequality.
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