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Abstract. The present paper establishes the correspondence between the properties
of the solutions of a class of PDEs and the geometry of sets in Euclidean space. We
settle the question of whether (quantitative) absolute continuity of the elliptic mea-
sure with respect to the surface measure and uniform rectifiability of the boundary
are equivalent, in an optimal class of divergence form elliptic operators satisfying
a suitable Carleson measure condition in uniform domains with Ahlfors regular
boundaries. The result can be viewed as a quantitative analogue of the Wiener
criterion adapted to the singular LP data case. The first step is taken in Part I,
where we considered the case in which the desired Carleson measure condition on
the coefficients holds with sufficiently small constant, using a novel application of
techniques developed in geometric measure theory. In Part IT we establish the final
result, that is, the “large constant case”. The key elements are a powerful extrap-
olation argument, which provides a general pathway to self-improve scale-invariant
small constant estimates, and a new mechanism to transfer quantitative absolute
continuity of elliptic measure between a domain and its subdomains.
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1 Introduction

1.1 Background and Previous Results. The present paper, together with
its converse in [KP] (see also [DJ]), culminate many years of activity at the inter-
section of harmonic analysis, geometric measure theory, and PDEs, devoted to the
complete understanding of necessary and sufficient conditions on the operator and
the geometry of the domain guaranteeing absolute continuity of the elliptic measure
with respect to the surface measure of the boundary.

The celebrated 1924 Wiener criterion [Wie] provided the necessary and
sufficient conditions on the geometry of the domain responsible for the continuity of
the harmonic functions at the boundary. In the probabilistic terms, it characterized
the points of the boundary which are “seen” by the Brownian travelers coming from
the interior of the domain.

The question of finding necessary and sufficient geometric conditions which could
guarantee adequate regularity, so that, roughly speaking, the pieces of the boundary
are seen by the Brownian travelers according to their surface measure, turned out to
be much more intricate. Curiously, already in 1916 F. & M. Riesz correctly identified
the key geometric notion in this context: rectifiability of the boundary 012, i.e.,
the existence of tangent planes almost everywhere with respect to arc length o
on 0N. In particular, they showed in [RR] that harmonic measure is (mutually)
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absolutely continuous with respect to ¢ for a simply connected domain in the plane
with rectifiable boundary. It took more than a hundred years to establish the converse
of the F. & M. Riesz theorem and its higher dimensional analogues. The first such
result appeared in 2016 [AHM+], and the question was fully settled for the harmonic
functions in 2018 [AHMMT].

The question of what happens in the general PDE setting has been puzzling
from the beginning. The Wiener criterion is universal: it applies to all uniformly el-
liptic divergence form operators with bounded coefficients and characterizes points
of continuity of the solution at the boundary. It was realized early on that no such
general criterion exists for determining the absolute continuity of elliptic measure
with respect to the surface measure to the boundary of a domain. Some of the
challenges that arise when considering this question were highlighted by the coun-
terexamples in [CFK], [MM]. In 1984 Dahlberg formulated a conjecture concerning
optimal conditions on a matrix of coefficients which guarantee absolute continuity
of elliptic measure with respect to Lebesgue measure in a half-space. This question
was a driving force of a thread of outstanding developments in harmonic analysis
in the 80s and 90s due to Dahlberg, Jerison, Kenig, Pipher, and others, stimulat-
ing some beautiful and far-reaching new techniques in the theory of weights and
singular integral operators, to mention only a few approaches. In [KP], Kenig and
Pipher proved Dahlberg’s conjecture, they showed that whenever the gradient of
coefficients satisfies a Carleson measure condition (to be defined below in (1.2)) the
elliptic measure and the Lebesgue measure are mutually absolutely continuous on a
half-space and, by a change of variables argument, above a Lipschitz graph.

Given the aforementioned developments, it was natural to conjecture that the
equivalence of rectifiability and regularity of elliptic measure should be valid in the
full generality of Dahlberg—Kenig—Pipher (DKP) coefficients. Despite numerous at-
tempts this question turned out to be notoriously resistant to existing methods. The
passage from the regularity of the solutions to partial differential equations to recti-
fiability, or to any geometric information on the boundary, is generally referred to as
free boundary problems. This in itself is, of course, a well-studied and rich subject.
Unfortunately, the typical techniques arising from minimization of the functionals
are both too qualitative and too rigid to treat structural irregularities of rectifiable
sets and such weak assumptions as absolute continuity of harmonic measure. The
latter became accessible only recently, with the development of the analysis of singu-
lar integrals and similar objects on uniformly rectifiable sets. In particular, the first
converse of the F. & M. Riesz theorem, [AHM+], directly relies on the 2012 solution
of the David-Semmes conjecture regarding the boundedness of the Riesz transforms
in L? [NTV]. At the same time, the techniques stemming from such results for the
harmonic functions are not amenable to more general operators of the DKP type,
again, due to simple yet fundamental algebraic deficiencies: the derivatives of the
coefficients do not offer sufficient cancellations.
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The main goal of the present paper is to address the conjecture in full generality
for uniform domains with Ahlfors regular boundaries. We establish the equivalence
of the absolute continuity of the elliptic measure with respect to the surface measure
and the uniform rectifiability of the boundary of a domain under the DKP condition
on the coefficients, thus providing the final, optimal geometric results (given the
assumed background hypotheses).

We now describe our goal and relevant previous results more precisely. Through-
out the paper we shall work under the assumptions that the domain  is uniform,
i.e., open and connected in a quantitative way, and that its boundary is (n — 1)-
Ahlfors regular, that is, (n — 1)-dimensional in a quantitative way (see Section 2.1).
Under these conditions one can, for instance, show that scale-invariant absolute con-
tinuity of harmonic measure is related to the uniform rectifiability of the boundary
and even to the non-tangential accessibility of the exterior domain:

Theorem 1.1. Let Q C R", n > 3, be a uniform domain (bounded or unbounded)
with Ahlfors regular boundary (see Definitions 2.8 and 2.1), set 0 = H" 1|50 and let
w_A denote its associated harmonic measure. The following statements are equiva-
lent:

(a) w_a € Ax(0) (Definition 2.10).

(b) 09 is uniformly rectifiable (Definition 2.2).

(c) § satisfies the exterior corkscrew condition (see Definition 2.3), hence, in par-
ticular, it is a chord-arc domain (Definition 2.9).

Postponing all the rigorous definitions to Section 2.1, we remark for the moment
that uniform rectifiability is a quantitative version of the notion of rectifiability
of the boundary and the Muckenhoupt condition w € Ay (o) is, respectively, a
quantitative form of the mutual absolute continuity of w with respect to o. Thus,
Theorem 1.1 above is a quantitative form of the rigorous connection between the
boundary behavior of harmonic functions and geometric properties of sets that we
alluded to above. Returning to the ties with Wiener criterion, we point out that the
property of the scale invariant absolute continuity of harmonic measure with respect
to surface measure, at least in the presence of Ahlfors regularity of 942, is equivalent
to the solvability of the Dirichlet problem with data in some LP(0€2), with p < oo!;
thus, such a characterization is in some sense an analogue of Wiener’s criterion for
singular, rather than continuous data.

Theorem 1.1 in the present form appears in [AHMNT, Theorem 1.2]. That (a)
implies (b) is the main result in [HMU] (see also [HM2, HLMN]); that (b) yields (c)
is [AHMNT, Theorem 1.1]; and the fact that (c) implies (a) was proved in [DJ], and
independently in [Sem].

! See, e.g., [Hof], although the result is folkloric, and well known in less austere settings [Ken].
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Theorem 1.1 and other recent results? illuminate how the A, condition® of har-
monic measure is related to the geometry of the domain 2. Unfortunately, as we
pointed out above, their proofs do not extend to the optimal class of operators
with variable coefficients. Indeed, the best known results in this direction pertain
to the “direct” rather than the “free boundary” problem. A description of the el-
liptic measure in a given geometric environment, is essentially due to C. Kenig and
J. Pipher. In 2001 [KP] C. Kenig and J. Pipher proved what they referred to as a
1984 Dahlberg conjecture: if 2 C R™ is a bounded Lipschitz domain and the elliptic
matrix A satisfies the following Carleson measure condition:

1
sup — / ( sup |VA(Y)|26(Y)> dX < oo, (1.2)
qeN r B(q,r)NQ \veB(X,3X))

0<r<diam() 2
where here and elsewhere we write 0(-) = dist(-, 9€2), then the corresponding elliptic
measure wy, € A (o). As observed in [HMT1], one may carry through the proof in
[KP], essentially unchanged, with a slightly weakened reformulation of (1.2), namely
by assuming, in place of (1.2), the following properties:

(H1) A € Lip},.(Q) and |[VA|(-) € L°(R), where 6(+) := dist(-, 09).
(H2) |V.AJ?6(-) satisfies the Carleson measure assumption:

1

,,nnfl

| Allcar :== sup
qeIN
0<r<diam(2)

/ IVAX)]25(X)dX < . (1.3)
B(g,r)NQ

We shall refer to these hypotheses (jointly) as the Dahlberg—Kenig—Pipher con-
dition (DKP condition). Note that each of (H1) and (H2) is implied by (1.2).

Since properties (H1) and (H2) are preserved in subdomains, one can use the
method of [DJ] to extend the result of [KP] to chord-arc domains, and hence the
analogue of (c¢) implies (a) (in Theorem 1.1) holds for operators satisfying the DKP
condition.

An attempt to address the “free boundary” part of the problem that is to prove
that (a) implies (b) or (c) led, the first, second and fourth authors of the present pa-
per (see [HMT1]) to show that under the same background hypothesis as in Theorem
1.1, (a) implies (c¢) (and hence also (b)) for elliptic operators with variable-coefficient
matrices A satisfying (H1) and the Carleson measure estimate

1
sup n—l/ IVA(X)|dX < oo. (1.4)
qeof r B(gq,r)NQ
0<r<diam(Q)

2 We refer the reader also to recent work of Azzam [Azz], in which the author characterizes the
domains with Ahlfors regular boundaries for which w_a € A (0): they are precisely the domains
with uniformly rectifiable boundary which are semi-uniform in the sense of Aikawa and Hirata [AH];
see also [AHMMT, AMT, HM3] for related results characterizing L? solvability in the general case
that w_a need not be doubling.

3 And also its non-doubling version, the weak Ao, condition.
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We observe that, in the presence of hypothesis (H1), (1.4) implies (1.3). The weighted
W2 Carleson measure estimate (1.3) is both weaker, and more natural than the
Wh! version (1.4). For example, operators verifying (1.3) arise as pullbacks of con-
stant coefficient operators (see [KP, Introduction]), and also in the linearization of
“A-harmonic” (i.e., generalized p-harmonic) operators (see [LV, Section 4]). We also
mention in passing that a qualitative version of the results in [HMT1] was obtained
in [ABHM]. There are also related (quantitative) results in [HMM1] and [AGMT]
that are valid in the absence of any connectivity hypothesis.

1.2 Main Result and Proof Techniques. From the geometric measure the-
ory point of view the main motivation for this paper is to understand whether the
elliptic measure of a DKP divergence form elliptic operator distinguishes between
a rectifiable and a purely unrectifiable boundary. As in Theorem 1.1, we make the
background assumption that  C R™ n > 3, is a uniform domain (see Definition
2.8) with an Ahlfors regular boundary (Definition 2.1). Analytically we consider
second order divergence form elliptic operators, that is, L = — div(A(-)V), where
A = (aij)?jzl is a (not necessarily symmetric) real matrix-valued function on {2,
satisfying the usual uniform ellipticity condition

(AX)EE) = N, (AX)E O < Ajg[¢l,  forall ¢, € R"\ {0}, (L.5)

for uniform constants 0 < A < A < oo, and for a.e. X € Q. We further assume
that A satisfies the Dahlberg—Kenig—Pipher condition, that is, (H1) and (H2), and,
additionally, that the associated elliptic measure is an A, weight (see Definition
2.10) with respect to the surface measure o = H"!|5n. Our goal is to understand
how this analytic information yields insight on the geometry of the domain and its
boundary.

Our main result is as follows:

Theorem 1.6. Let Q@ C R", n > 3, be a uniform domain with Ahlfors regular
boundary and set 0 = H" !|5q. Let A be a (not necessarily symmetric) uniformly
elliptic matrix on € satisfying (H1) and (H2). Then the following are equivalent:

(1) The elliptic measure wy, associated with the operator L = —div(A(-)V) is of
class As, with respect to the surface measure.

(2) 082 is uniformly rectifiable.

(3) Q is a chord-arc domain.

REMARK 1.7. In Corollary 10.3 we show that Theorem 1.6 remains true when we
replace the assumptions (H1) and (H2) by a slightly weaker assumption involving
the oscillation of the elliptic matrix in place of its gradient.

The equivalence of (2) and (3) (under the stated background hypotheses) was
previously known: that (3) = (2) follows from the main geometric result of [DJ]
(namely, that chord-arc domains can be approximated in a big pieces sense by Lips-
chitz subdomains), and the converse (2) = (3) is proved in [AHMNT]. Moreover,
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as mentioned above, it was also known that (3) = (1), and the proof comprises
two main ingredients: first, that the properties (H1) and (H2) are preserved in sub-
domains, and therefore by the result of [KP],* w;, € Ao (0) in Lipschitz subdomains
of Q; and second, by the aforementioned big piece approximation result of [DJ], that
the A, property may be passed from Lipschitz subdomains to the original chord-arc
domain, by use of the maximum principle and a change of pole argument (see [DJ]
or, originally, [JK]). In this paper we close the circle by proving the implication (1)
= (2), thus providing a characterization of chord-arc domains in terms of the
properties of the elliptic measure.

We first prove the implication (1) == (2) in the “small constant case”, that
is, when the Carleson condition (H2) holds with a sufficiently small constant (i.e,
| Allcar is small, see (1.3)). To finish the proof of Theorem 1.6, we then utilize a
bootstrapping argument to pass from the case of small Carleson norm to the “large
constant case”, in which the Carleson condition (H2) is assumed merely to be finite.
The arguments we use to treat the small and large constant cases are quite different
in nature, and each is of independent interest in its own right. (For example, what
we prove in the small constant case is stronger than what is necessary for Theorem
1.6.) Therefore we divide the proof into two parts, and deal with the small and large
constant cases in Parts I and II, respectively. At the end of Part II we also discuss
the optimality of the above theorem.

Throughout this paper, and unless otherwise specified, by allowable constants,
we mean the dimension n > 3; the constants involved in the definition of a uniform
domain, that is, M, C; > 1 (see Definition 2.8); the Ahlfors regular constant C4p > 1
(see Definition 2.1); the ratio of the ellipticity constants A/A > 1 (see (1.5)), and
the A constants Cp > 1 and 6 € (0, 1) (see Definition 2.10).

In Part I, we develop an approach which combines, or rather interlaces, the “clas-
sical” free boundary blow-up and compactness arguments (originated in geometric
measure theory) with the scale-invariant harmonic analysis methods. This allows us
to take advantage of the appropriate amelioration of the coefficients obtained via a
compactness approach to show that the desired uniform rectifiability follows from
regularity of elliptic measure whenever the coefficients of the underlying equation
exhibit small oscillations, in the appropriate Carleson measure sense (see Theorem
1.8 and Corollary 1.13). The smallness condition, while obviously suboptimal, could
not be removed directly, for it is essentially built in the nature of the compactness
arguments. To be precise, we prove the following:

Theorem 1.8. Given the values of allowable constants n > 3, M,C1,Car > 1,
A>XAX=1,Cy > 1,and 0 < 0 < 1, there exist N and ¢ > 0 depending on
the allowable constants, such that the following holds. Let 2 C R™ be a bounded
uniform domain with constants M,C7 and whose boundary 0f) is Ahlfors regular
with constant Car and set 0 = H" Y pq. Let L = —div(A(-)V) be an elliptic

4 The formulation in terms of (H1) and (H2) in place of (1.2) appears in [HMT1], but the result
is implicit in [KP]; see [HMT1, Appendix A].
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operator with real symmetric matrix A satisfying (1.5) with ellipticity constants
1 = X < A such that the corresponding elliptic measure satisfies wy, € Ax (o) with
constants Cy and 0. If A verifies

osc(Q, A) == sup ][ JAY) = (A)Bxsx)/2)|dY <, (1.9)
xe JB(x.5(x)/2)

where 0(-) = dist(-, 0Q) and (A) p(x 5(x)/2) denotes the average of A on B(X,§(X)/2),
then () satisfies the exterior corkscrew condition with constant N, and hence §) has
uniformly rectifiable boundary.

REMARK 1.10.
(i) Given A € VVliCl(Q) we introduce

C(LA) = sup][ IVAY)[o(Y)dY. (1.11)

xe0JB(x,85(x)/2)
Poincaré’s inequality easily yields that osc(f2, A) < C,C(R2,.A) with C,, de-
pending just on dimension. Hence, one can formulate a version of Theorem 1.8
(with a slightly different €) with C(€2,.A) < € replacing (1.9).

(ii) We note that our assumption (1.9) on the matrix A is much weaker than the
smallness of the relaxed DKP condition (1.3). To see this, given X € , let
gx € 09 be such that | X — gx| = §(X). Then by Holder’s inequality

2

f VAW 5 (50t [ VA )PS(Y )Y
B(X,5(X)/2) S(X)™ Y S B(ax,36(x)/2)n0
(1.12)
Hence (1.3) with sufficiently small constant gives smallness of C(2,.4) (and
hence (1.9)). On the other hand, it is easy to see that the latter is much
weaker. Assume for instance that [V.AJ|0 ~ € in Q in which case C(2,A) ~ ¢
but (1.3) fails since every integral is infinity.

(iii) In the hypothesis of Theorem 1.8, boundedness of the domain and symmetry
of the operator might seem restrictive and it is very likely that the proof can be
modified to remove those restrictions. Nevertheless, Theorem 1.8 as stated is
enough to prove Theorem 1.6 and we leave the details to the interested reader.

As a consequence we immediately obtain the “small constant” case of Theorem
1.6:

COROLLARY 1.13. Under the same background hypothesis as in Theorem 1.8 if A is
a symmetric uniformly elliptic matrix on ) satisfying (H1) and (H2) with || Al|car < €
and wy, € A (o) then 0N is uniformly rectifiable.

REMARK 1.14. We note that the A, constants for wy, are not affected by the nor-
malization A = 1, however, the small parameter € in (1.9) clearly depends upon this
normalization.
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REMARK 1.15. Having fixed the desired ellipticity constants A = 1 and A and
the geometric parameters M,C1,Car > 1, one may ask whether operators L =
—div(A(-)V) such that w;, € Ay (o) and A satisfies (1.9) with small constant e
exist. Choosing a matrix for which the left-hand side of (1.2) is small (e.g., a con-
stant coeflicient matrix), we can guarantee that (1.9) holds with a desired ¢, see
Remark 1.10. It is a consequence of the work in [KP] that on a chord arc domain
(see Definition 2.9) the A, constants of wy, only depend on the ellipticity constants,
the norm (1.2) and the geometric parameters (which include M, Cy, Car > 1). Thus
in this case there exist constants Cp > 1 and 6 € (0,1) such that all the conditions
of Theorem 1.8 are satisfied.

The proof in Part II is based on the method of “extrapolation of Carleson mea-
sures”, by means of which we bootstrap the small constant case treated in Part I.
This method was first introduced in the work of Lewis and Murray [LM], based on
the Corona construction which has its origins in the work of Carleson [Car], and Car-
leson and Garnett [CG]. In order to carry out this procedure, we go back and forth
between the original domain 2 and certain sawtooth domains, taking advantages of
the scale-invariant nature of Carleson measures. In particular we need to transfer
the A property of elliptic measure, from the original domain to its sawtooth sub-
domains. This last step is really the heart of the proof. We note that the use of the
Kenig-Pipher condition is key in the latter argument since these operators have the
property that the associated elliptic measure for any chord-arc subdomain belongs
to Aso (see Theorem 9.1 and the comments after it). For the rest of the arguments
(at least in the symmetric case) we could have worked with weaker conditions.

2 Preliminaries
In this section we state the definitions and some auxiliary results that will be used
throughout the paper.
2.1 Definitions.
DEFINITION 2.1. We say a closed set EE C R" is Ahlfors regular with constant
Car > 1 iffor any g € E and 0 < r < diam(E),
C’Z}% L < HYB(q,r) N E) < Capr™ L

There are many equivalent characterizations of a uniformly rectifiable set, see
[DS2]. Since uniformly rectifiability is not the main focus of our paper, we only state
one of the geometric characterizations as its definition.

DEFINITION 2.2. An Ahlfors regular set E C R" is said to be uniformly rectifi-
able, if it has big pieces of Lipschitz images of R"~!. That is, there exist 8, M > 0
such that for each ¢ € F and 0 < r < diam(F), there is a Lipschitz mapping
p: Bn_1(0,7) — R™ such that p has Lipschitz norm < M and

H* Y (EN B(q,7) N p(B,_1(0,7))) > 6r" L,
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Here B,,_1(0,7) denote a ball of radius r in R"~1.

DEFINITION 2.3. An open set 2 C R" is said to satisfy the (interior) corkscrew
condition (resp. the exterior corkscrew condition) with constant M > 1 if for
every ¢ € 02 and every 0 < r < diam(f2), there exists A = A(q,r) € Q (resp.
A € Qext :=R™\ Q) such that

r ) r
"M M
The point A is called a Corkscrew point (or a non-tangential point) relative to
A(gq,r) = B(q,r) N0 in Q (resp. Qext)

B (A C B(q,r) N (resp. B (A, ) C B(q,7)N Qext') (2.4)

DEFINITION 2.5. An open connected set 0 C R" is said to satisfy the Harnack
chain condition with constants M,C, > 1 if for every pair of points A, A’ € Q
there is a chain of balls By, Ba,...,Bx C Q with K < M(2+ log; IT) that connects
A to A', where

[A— A

H= s (a), s} (2:6)

Namely, A € By, A’ € B, By N Bxy1 # 0 and for every 1 < k < K,

Oyt diam(By) < dist(By, 09) < Oy diam(By). (2.7)

We note that in the context of the previous definition if II < 1 we can trivially
form the Harnack chain By = B(A,38(A)/5) and By = B(A’,30(A’)/5) where (2.7)
holds with C; = 3. Hence the Harnack chain condition is non-trivial only when
IT > 1.

DEFINITION 2.8. An open connected set 2 C R"™ is said to be a uniform domain
with constants M, Cq, if it satisfies the interior corkscrew condition with constant
M and the Harnack chain condition with constants M, C';.

DEFINITION 2.9. A uniform domain €2 C R" is said to be NTA if it satisfies the
exterior corkscrew condition. If one additionally assumes that 02 is Ahlfors regular,
the <) is said to be a chord-arc domain.

For any ¢ € 02 and r > 0, let A = A(q,r) denote the surface ball B(g,r) N oL,
and let T'(A) = B(q, )N denote the Carleson region above A. We always implicitly
assume that 0 < 7 < diam(£2). We will also write o = H"!|5q.

Given an open connected set {2 and an elliptic operator L we let {wi( txeq be
the associated elliptic measure. In the statement of Theorem 1.8 we assume that
wr, € Aso(0) in the following sense:

DEFINITION 2.10. The elliptic measure associated with L in ) is said to be of class
Ao with respect to the surface measure o = H" Y| gq, which we denote by wy, €
A (o), if there exist Cy > 1 and 0 < 6 < oo such that for any surface ball A(q,r) =
B(gq,r) N 0Q, with ¢ € 9 and 0 < r < diam(QQ), any surface ball A’ = B’ N 99
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centered at 02 with B’ C B(q,r), and any Borel set F C A’, the elliptic measure
with pole at A(q,r) (a corkscrew point relative to A(q,r)) satisfies

Alg,r) 6
wr () o (o) (2.11)
wA@ Ay =0 <0(A’)>

Since o is a doubling measure, it is well-known that the condition w; € A (o)
is equivalent to the fact that w;, € RH,(o) for some ¢ > 1 in the following sense:
wr, < o and the Radon-Nikodym derivative k; := dwy/do satisfies the reverse
Holder estimate

L A(qu) /!
Algr) ‘ Agr) g _ v (&)
(f/ (qu )qd0'> Sj[/qu dO' —LO_(TI), (212)

for all A(q,r) = B(q,r) N9Q, with z € 9Q and 0 < r < diam(£2), any surface ball
A" = B'N 90N centered at 00 with B’ C B(q,r).

DEFINITION 2.13. A domain 0 C R™ with n > 3 is said to satisfy the capacity
density condition (CDC) if there exists a constant c¢o > 0 such that

cap2(Br(q) \ ©2)
capz(Br(q))

where for any set K C R", the capacity is defined as

> ¢p, for any ¢ € 0 and 0 < r < diam({2), (2.14)

capa(K) = inf { / |V|?dX : ¢ € C°(R™), K C int{p > 1}}

It was proved in [Zha, Section 3 | and [HLMN, Lemma 3.27] that a domain in R",
n > 3, with (n— 1)-Ahlfors regular boundary satisfies the capacity density condition
with constant ¢y depending only on n and the Ahlfors regular constant Cup. In
particular such a domain is Wiener regular and hence for any elliptic operator L,
and any function f € C(09), we can define

U(X) = f(Q)dwf(q)v X eq, (215)
o0

and obtain that u € WI})CQ(Q) NC(Q), ulpq = f on 9Q and Lu = 0 in € in the weak
sense. Moreover, if additionally f € Lip(2) then u € WH2(Q).

2.2 Properties of Solutions and Elliptic Measure. For following lemmas,
we always assume that € is a uniform domain with Ahlfors regular boundary (in
fact they hold under the weaker assumption that €2 is a uniform domain satisfying
the CDC). Let L = —div(A(-)V) be a real uniformly elliptic operator, and we
write w = wy, for the corresponding elliptic measure. Although in our main result
we consider non necessarily symmetric uniformly elliptic matrices, we will reduce
matters to the symmetric case, in particular all the following properties will be used
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in that case, hence during this section we assume that A is symmetric. All constants
will only depend on the allowable constants, that is, those involved in the fact that
the domain in question is uniform and has Ahlfors regularity boundary, and also
in the uniform ellipticity of A. (Note that we may assume .4 has been normalized
so that A = 1 in (1.5).) In Part II we will apply these lemmas to Q as well as its
sawtooth domains {27 g.

Under the above assumptions, one can construct the associated elliptic measure
wr, and Green function GG. For the latter the reader is referred to the work of Griiter
and Widman [GW], while the existence of the corresponding elliptic measure is an
application of the Riesz representation theorem. The behavior of w and G, as well
as the relationship between them, depends crucially on the properties of 2, and
assuming that  is a uniform domain with the CDC one can follow the program
carried out in [JK]. We summarize below the results which will be used later in this
paper. For a comprehensive treatment of the subject and the proofs we refer the
reader to the forthcoming monograph [HMT2] (see also [Ken] for the case of NTA
domains).

Theorem 2.16.  There is a unique non-negative function G : Q x Q@ — R U {o0},
the Green function associated with L, and a positive, finite constant C', depending
only on dimension, and (given the normalization) A, such that the following hold:

G(,Y) e WH(Q\ B(Y,s)) nWE Q) NWE™(Q), YY eQ, ¥s>0, Vre [1 L) :

Tn—1

(2.17)

/(.A(X)VXG(X7 Y),Vo(X))dX = ¢(Y), forall p € CZ(Q); (2.18)

IGC Y 72g 00 ) FIVEE Y g o ) <O VY €0 (2.19)

GX,)Y)<C|IX -Y|*™ (2.20)
and .

GX,Y)>C|X —Y|P™ if|X-Y|< §5(Y)' (2.21)

Furthermore, if ) is a uniform domain satistying the CDC, for any ¢ € C°(R™) and
for almost all Y € Q,

— /Q (AX)VxG(X,Y),Vp(X))dX = ., wdw? — @(Y), (2.22)

where {wY }yeq is the associated elliptic measure.

We observe that (2.19) and Kolmogorov’s inequality give that for every 1 <r <
n
n—1’

n—1

Q. (2.23)

G Y) |y < CC5 1917755, VG Y) ||y < CCf

where C is the constant in (2.19), Cy = (ﬁ)’, and Cy = (ﬁ)’
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LEMMA 2.24 (Boundary Holder regularity). There exist constants C,3 > 0 (de-
pending on the allowable constants) such that for ¢ € 9 and 0 < r < diam(9f2),
and u > 0 with Lu = 0 in B(q,2r) N, if u vanishes continuously on A(q,2r) =
B(q,2r) N 0%, then

X — B
u(X)<C <\ql> sup  u, for any X € QN B(q,r). (2.25)
r B(g,2r)nQ

LEMMA 2.26 (Comparison principle). Let u and v be non-negative solutions to Lu =
Lv =0 in B(q,4r) N which vanish continuously on A(q,4r). Let A = A(q,r) be a
corkscrew point relative to A(q,r). Then

for any X € B(q,r)NSQ. (2.27)

LEMMA 2.28 (Non-degeneracy of elliptic measure). There exists mg € (0, 1) depend-
ing on the allowable constants such that for any q € 02 and 0 < r < diam(952),

wX (A(g, 7)) > mg for X € B(q,r/2) NS (2.29)

LEMMA 2.30 (Boundary Harnack inequality). Let €2 be a uniform domain satisfying
the CDC. There exists a constant C' (depending on the allowable constants) such
that for ¢ € 002 and 0 < r < diam(92). If w > 0 with Lu = 0 in QN B(q,2r) and u
vanishes continuously on A(q,2r), then

u(X) < Cu(A(q,r)), for any X € QN B(q,r). (2.31)

LEMMA 2.32 (Change of pole formula). Let ¢ € 02 and 0 < r < diam(9S2) be given,
and let A = A(q,r) be a corkscrew point relative to A(q,r). Let F, F' C A(q,r) be
two Borel subsets such that w(F) and w?(F") are positive. Then

WwX(F) _ wA(F)
WX (F) 7 WA(EY

for any X € Q\ B(q,2r). (2.33)

In particular with the choice F' = A(q,r), we have

WX ()

m =~ wA(F/) for any X € \ B(q, 27“). (2.34)

LEMMA 2.35 (CFMS estimate). There exists a constant C' > 1, such that for any
g € 00,0 < r < diam(09Q2)/M, and A = A(q,r), a corkscrew point relative to
A(q,r), the Green’s function G = G, satisfies

o1 G(Xo,4) _ w*(A(g, 7)) <c G(Xo, A)

r - pn—1 r

(2.36)

for any Xo € Q\ B(q, 2r).
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LEMMA 2.37 (Doubling property of the elliptic measure). For every ¢ € 092 and
0 < r < diam(99Q)/4, we have

w¥(A(q,2r)) < Cw™(A(q,7)) (2.38)
for any X € Q\ B(q,4r).

REMARK 2.39. The following simple observation will be useful. If M denotes the
corkscrew constant for €2, it follows easily from the previous result, Lemma 2.29 and
Harnack’s inequality that

wX(A(q, 2r)) < C’ng(A(q, ), (2.40)

for every ¢ € 092, 0 < r < diam(0f2)/4 and for all X € Q with 6(X) > r/(2M). Here
(5 is a constant that depends on the allowable parameters associated with 2 and
the ellipticity constants of L.

Our next result establishes that if a domain satisfies the Harnack chain condition
then we can modify the chain of balls so that they avoid a non-tangential balls inside:

LEMMA 2.41. Let Q C R™ be an open set satisfying the Harnack chain condition
with constants M,Cy, > 1. Given Xoy € Q, let Bx, = B(Xo,(Xo)/2). For every
X,Y € Q\ By,, if we set Il = |X —Y|/min{6(X),5(Y)}, then there is a chain of
open Harnack balls By, Ba, ..., Bx C Q with K < 100(M + C?)(2 + logg II) that
connects X toY. Namely, X € B1,Y € By, ByNBgi1 # 0 forevery 1 <k < K —1
and for every 1 < k < K,

(100 Cy) % diam(By,) < dist(By, 0Q) < 100 C diam(By). (2.42)
Moreover, By, N %BXU =0 forevery1 <k < K.

Proof. Fix X,Y as in the statement and without loss of generality we assume that
d(X) <4(Y). Use the Harnack chain condition for £ to construct the chain of balls
By, ..., Bk as in Definition 2.5. If none of By meets Bx, then there is nothing to
do as this original chain satisfies all the required condition. Hence we may suppose
that some Bj meets By,. The main idea is that then we can modify the chain of
balls by adding some small balls that surround Xy. To be more precise, we let k_
and ki be respectively the first and last ball in the chain meeting Bx,. Note that
1<k <k, <K.

We pick X_ € By \ Bx,: If k- = 1 we let X_ = X or if k- > 1 we pick
X_ € B 1N By_. Since B, meets Bx, then we can find Y_ € B, N 0dByx, such
that the open segment joining X_ and Y_ is contained in By_\ By,. Analogously
we can find Xy € By, \ By, and Yy € By, N 0By, such that the open segment
joining X and Y, is contained in By, \ Bx,.

Next set r = §(X)/(16C1) and let Ny > 0 be such that Ny < | X3 — Yi|/r <
Ni+ 1. For j=0,...,Ng, let

Yy — X4

BY = B(X.,r),  where X] =X, +jr—— =
+ ( ) + + J |Yi_Xi|
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Straightforward arguments show that Ni < 3202, X3 € BY, Yy € BY*, Bin
B £ for every 0 < j < N — 1, and

. . . . 1
(32C%) " diam(BY) < dist(B%,0Q) < 32C% diam(B%), B, N 5 Bx, =0,

for every 0 < j < Ny — 1.

Next, since X4 € 0By, we can find a sequence of balls BY. ..., BY centered at
OBy, and with radius §(X)/16 (hence B’ N %BXO = ()) so that N < 64, Y_ € BY,
Y, € BN, BINBI ! #£ (for0 < j < N—1and 327! < dist(B/,0)/ diam(B’) < 32.

Finally, to form the desired Harnack chain we concatenate the sub-chains { B, ...
B 1}, {B%,...BY"}, {B°,...BN}, {BY,...,B%}, {B4, 11,... Bk} and the re-
sulting chain have all the desired properties. To complete the proof we just need
to observe that the length of the chain is controlled by K + N_ + N 4+ Ny 4+ 3 <
100(M + C%)(2 + logy TI). O

2.3 Compactness of Closed Sets and Radon Measures. The reader may
be familiar with the notion of convergence of compact sets in the Hausdorff distance;
for general closed sets, not necessarily compact, we use the following notion of con-
vergence, see [DS1, Section 8.2] for details. (It was pointed out to us that this notion
is also referred to as the Attouch-Wets topology, see for example [Bee, Chapter 3].)

DEFINITION 2.43 (Convergence of closed sets). Let {E;} be a sequence of non-empty
closed subsets of R", and let E be another non-empty closed subset of R". We say
that E; converges to E, and write E; — FE, if

lim sup  dist(z,E) =0
)= xeE;NB(0,R)

and

lim  sup  dist(z, E;) =0
)= ze ENB(0,R)

for all R > 0. By convention, these suprema are interpreted to be zero when the
relevant sets are empty:.

We remark that in the above definition, we may replace the balls B(0, R) by
arbitrary balls in R™. The following compactness property has been proved in [DS1,
Lemma 8.2]:

LEMMA 2.44 (Compactness of closed sets). Let {E;} be a sequence of non-empty
closed subsets of R", and suppose that there exists anr > 0 such that E;NB(0,7) # ()
for all j. Then there is a subsequence of { E;} that converges to a nonempty closed
subset E of R™ in the sense defined above.
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Given a Radon measure p on R (i.e., a non-negative Borel such that the measure
of any compact set is finite) we define

sptp = {z € R" : u(B(z,r)) > 0 for any r > 0}.

DEFINITION 2.45. We say that a Radon measure p on R™ is Ahlfors regular with
constant C' > 1, if there exits a constant C' > 1 such that for any x € E and
0 <r < diam(FE),

Clr" < p(B(gr) <Cr"7Y, Va €sptp, 0<r < diam(spt p).

DEFINITION 2.46. Let {u;} be a sequence of Radon measures on R™. We say p;
converge weakly to a Radon measure 1o, and write p1j — fioo, if

[ s~ [ sdc

We finish this section by stating a compactness type lemma for Radon measures
which are uniformly doubling and “bounded below”.

for any f € C.(R").

LEMMA 2.47 ([TZ, Lemma 2.19]). Let {p;}; be a sequence of Radon measures. Let
A1, Ay > 0 be fixed constants, and assume the following conditions:

(i) 0 € spt p; and p1;(B(0,1)) > Ay for all j,
(ii) For all j € N, q € spt puj and r > 0,

1j(B(g,2r)) < Aop;(B(g,7)). (2.48)

If there exists a Radon measure fio, such that j1; — ji, then po, is doubling and

spt p1; — Spt floo, (2.49)

in the sense of Definition 2.43.

Part I. Small Constant Case

The plan of Part I is as follows. We prove Theorem 1.8 by contradiction using a
compactness argument. More precisely, we assume that there is a family of bounded
uniform domains with Ahlfors regular boundaries and a family of divergence form
elliptic operators with associated elliptic measure in the class Ay, and with all the
implicit constants uniformed controlled. We also have that the oscillations of the
coefficients convergence to 0 and that the exterior corkscrew condition fails for each
domain in the family. This is all detailed in Section 3. The goal is to reach a contradic-
tion and with that goal in mind we show in Section 4 that passing to a subsequence
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there are a limiting domain which is uniform and has Ahlfors regular boundary and
a limiting constant coefficient elliptic operator in that limiting domain whose asso-
ciated elliptic measure belongs to the class A,,. With this in hand in Section 5 we
are in a position to apply Theorem 1.1 to obtain that the limiting domain satisfies
the exterior corkscrew. This in turn leads us to a contradiction since the exterior
corkscrew condition fails for any of the domains in the family.

3 Compactness Argument

To prove Theorem 1.8 we will proceed by contradiction. First we discuss the con-
stant V. Recall that, as noted above, the assertion that (a) implies (c) in Theorem
1.1 extends routinely to all constant coefficient second order elliptic operators; al-
ternatively, this fact follows from the results of [HMT1] as (1.4) and (H1) holds
trivially in the constant coefficient case. Thus given values of the allowable con-
stants M, C1,Cagr,A/X, Cp,0, let Q@ C R™ n > 3, be a uniform domain with
constants M, C7, whose boundary is Ahlfors regular with constant Cyg, and let
L = —div(ApV) be a constant coefficient elliptic operator where the constant real
symmetric matrix Ay satisfies (1.5) with ellipticity constants A, A, and such that the
corresponding elliptic measure wy, € A (o) with constants Cy and 6. Then there
exists a constant Ny = No(M,Cy,Car, A/A, Cp, 0) such that € satisfies the exterior
corkscrew condition with constant Ng. We underline that this Ny depends on the
ratio of the ellipticity constants rather than the matrix Ag per se.
With this in mind, set

N = 4Ny(4M,2C1,2°DC2 o AN, CoCrCif28 =100 g) (3.1)

where the constant Co = Cy(M, C1,Cagr,A/A) can be found in Remark 2.39.

We now state the contradiction hypothesis: for fixed n > 3, we suppose that
there exists a set of allowable constants M,C1,Cag > 1, A> A =1,Cy > 1 and
0 < 6 <1, and a sequence ¢; (with €¢; — 0 as j — 00), so that the following holds:

Assumption (a): For each j there is a bounded domain ; C R", which is uniform
with constants M, C] and whose boundary is Ahlfors regular with constant
Cag- Also, there is an elliptic matrix .4; defined on €, with ellipticity constants
A =1and A, and we write L; = —div(A4;V).

Assumption (b): osc(2;, 4;) < ¢; (see (1.9)).

Assumption (c): The elliptic measure of the operator L; in €2; is of class Ay, with
respect to the surface measure o; = H"fl\agj with constants Cp and 6 (see
Definition 2.10).

Contrary to conclusion: For each j there is ¢; € 9Q; and 0 < r; < diam(9;)
such that ; has no exterior corkscrew point with constant N (as in (3.1)).
That is, there is no ball of radius r;/N contained in B(g;,7;) \ ;.

Our goal is to obtain a contradiction and as a consequence our main result The-
orem 1.8 will be proved. Without loss of generality we may assume ¢; = 0 and
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r; = 1 for all j, hence diam(9€2;) > 1. Otherwise, we just replace the domain €;
by (2; —g;)/rj, and replace the elliptic matrix A;(-) by A;(g; + ;-). Note that the
new domain and matrix have the same allowable constants, in particular the cor-
responding A, constants stay the same by the scale-invariant nature of Definition
2.10; moreover after rescaling, the above Assumption (b) is still satisfied:

(@ =
osc( ]r q],Aj(Qj—i-Tj‘)) = 0s¢(82), Aj) < €.

J

4 Limiting Domains

We want to use a compactness argument similar to the blow-up argument in [TZ].
The crucial difference is that in [TZ], the elliptic operator tends to a constant-
coeflicient operator as we zoom in on the boundary and blow up the given domain;
whereas here we need to work with a sequence of domains and their associated elliptic
operators. In particular the geometric convergence of domains does not come for free,
and more work is needed to analyze the limiting domain.

To be more precise, getting to the point where we can apply Theorem 1.1 (more
precisely, its extension to the elliptic operators with constants coefficients or alterna-
tively [HMT1] applied again to constant coefficient operators) requires showing first
that if Qo is a “limiting domain” of the domains {€2;}’s, then Q is an unbounded
or bounded uniform domain with Ahlfors regular boundary. To accomplish this we
also need to find the limit of the Green functions. Once we have this, to show that
Wi, € Aso(0s) for the limiting domain Q4 and the limiting operator L, we need
to construct the elliptic measure wfoo for any Z € o, as a limiting measure com-
patible with the procedure. We will also show that L., is an elliptic operator with
constants coefficients.

Throughout the rest of paper we follow the following conventions in terms of
notations:

e For any Z € Q; we write §;(Z) = dist(Z, 09;).
e For any ¢ € 09 and r € (0, diam(052;)), we use A;(q,r) to denote a corkscrew
point in §; relative to B(q,r) N 0Q;, i.e.,

r

B (Aj(q, r), M) C B(g,7) N ;. (4.1)
4.1 Geometric Limit.  Since diam(052;) > 1, modulo passing to a subsequence,

one of the following two scenarios occurs:

Case I: diam(Q2;) = diam(0€2;) — oo as j — oo.
Case II: diam(€);) = diam(99;) — Ro € [1,00) as j — oo.

Therefore if 2; “converges” to a limiting domain €, respectively Case I and Case
IT indicate that 0o is unbounded or bounded.
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Let X; € Q; be a corkscrew point relative to B(0, diam(€2;)/2) N9, then
‘X]| ~ (5](X]) ~ diam(Qj), (42)

with constants depending on the uniform constant M. Let G; be the Green func-
tion associated with Q; and the operator L; = —div(A;V), and {ij}Xer be the
corresponding elliptic measure. In Case I we have

|X]| ~ 5](X]) ~ dlam(Q]) — OQ, (43)
i.e., the poles X tend to infinity eventually. We let
G;(Xj,2)

ui(Z) = W TETRDE (4.4)

In Case II, we may assume that diam({2;) ~ Ry for all j sufficiently large (one
could naively rescale again so that Ry = 1, should that be the case one may lose the
property that r; = 1 for all j). Hence, there are constants 0 < ¢; < ¢z such that

c1Ry <9;(X;) < |Xj| < caRo  for all j sufficiently large. (4.5)
Thus modulo passing to a subsequence, X; converges to some point Xy satisfying
c1Ry < | Xo| < e2Rp. (4.6)

Note that (4.5) and (4.6) in particular imply that for any p sufficiently small (depend-
ing on Ry and ¢y, ¢2), the ball B(X, p) is contained in ©; and dist(B(Xo, p), 9€2;) >
c1Rp/2. In this case we let

ui(Z) = G;(X;, Z). (4.7)

Our next goal is to describe what happens with the objects in question as we let
j — oo. This is done in Theorems 4.8, 4.78, 4.86 below.

Theorem 4.8. Under Assumption (a), and using the notation above, we have
the following properties (modulo passing to a subsequence which we relabel):

(1) Case I: there is a function us,, € C(R"™) such that u; — us uniformly on
compact sets; moreover Vu; — Vue, in L2 (R™).

(2) Case II: there is a function us, € C(R™\ {Xo}) such that u; — u~ uniformly
on compact sets in R" \ {Xo} and Vu; — Vue, in L2 (R™\ {Xo}).

(3) Let Qo = {Z € R : use > 0}.° Then Q; — Qu and 9 — 0Q, in the
sense of Definition 2.43. Moreover, €, is an unbounded set with unbounded
boundary in Case I, and it is bounded with diameter Ry > 1 in Case II .

(4) Qs is a nontrivial uniform domain with constants 4M and 2CY.

® In Case II, see Remark 4.22 part (ii) we extend uc to all of R™ by setting oo (Xo) = +00.
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(5) There is an Ahlfors regular measure fi~, with constant 22(n=1)(C 4 p such that
0j — loo- Moreover, spt jioc = 0€Q0. In particular, this implies that

2_3(71_1)0211%#@ < ,Hn_lbﬂoo < 23(n_1)CARMoo- (4'9)
and hence 0§ is Ahlfors regular with constant 25("*1)031 R

REMARK 4.10. Note that this result is purely geometric. The proof only uses As-
sumption (a), which states the geometric characters of domains ; (i.e., they are
uniform domains with Ahlfors regular boundaries) and the ellipticity of the matrix
operator A;. The other assumptions are irrelevant for this.

Proof of (1) in Theorem 4.8. Let R > 1 and note that for j large enough (depending
on R) we have that X; ¢ B(0,4R) since by (4.3)

| X = |X; — 0] > d;(X;) ~ diam(€;) — oo, as j — oo.

In particular, Lju; = 0in B(0,4R)NQ; in the weak sense. Recall that all our domains
2; have Ahlfors regular boundary and hence all boundary points are Wiener regular.
This in turn implies that u; is a non-negative L-solution on B(0,4R) N €; which
vanishes continuously on B(0,4R) N 09;.

On the other hand, 0 € 0%; and, using our convention (4.1), A;(0,1) is a
corkscrew point relative to B(0,1) N d€Y; in the domain ;. Thus, by Lemma 2.35

uj(A;(0,1)) ~ 1. (4.11)

We can then invoke Lemma 2.30, the fact that A4;(0,2R) € Q; is a corkscrew point
relative to B(0,2R) N 09 for the domain €2;, Harnack’s inequality, and (4.11) to
obtain

sup uj(Z) < Cuj(A;(0,2R)) < Cru;(A;(0,1)) < Cp. (4.12)
7ZeQ,;NB(0,2R)

Extending u; by 0 outside of £2; we conclude that the sequence {u;};>j, is uniformly

bounded in B(0, R) for some jy large enough. Since for each j, A; has ellipticity
constants bounded below by A = 1 and above by A, and €2; is uniform and satisfies
the CDC (as 012, is Ahlfors regular) with the same constants as €2, then combining
Lemma 2.24 with the DeGiorgi-Nash-Moser estimates we conclude that the sequence
{u;}; is equicontinuous on B(0, R) (in fact uniformly Holder continuous with same
exponent). Using Arzela-Ascoli combined with a diagonalization argument applied
on a sequence of balls with radii going to infinity, we produce uo, € C(R") and a
subsequence (which we relabel) such that u; — us uniformly on compact sets of
R™.

As observed before, u; is a non-negative L-solution on B(0,4R) N, which van-
ishes continuously on B(0,4R) N 012; and which has been extended by 0 outside of
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;. Thus it is a positive L-subsolution on B(0,4R) and we can use Caccioppoli’s
inequality along with (4.12) to conclude that

/ \Vu;i|*dZ < C’RZ/ lu;|* dZ < Cg. (4.13)
B(0,R) B(0,2R)

This and (4.12) allow us to conclude that

sup [wjllwr2(B(0,r)) < Cr < 00 (4.14)

J
Thus, there exists a subsequence (which we relabel) which converges weakly in
I/Vl})f (R™). Since we already know that u; — us uniformly on compact sets of
R™ we can use again (4.12) to easily see that us, € VV&;(R”), and Vu; — Vi in
L2 (R™). This completes the proof of (1) in Theorem 4.8. 0

loc

Proof of (2) in Theorem 4.8. Recall that in this case X; — X¢ as j — oo. For any
0 < p < c1Rp/2 and for all j large enough we have

B (Xj, g) C B(Xo,p) C B(X;,2p) C B(X;,2p) C B(X;,0;(X;)/2) C Q;, (4.15)

where we have used (4.5). Moreover, for j sufficiently large,

R
dist(B(X;, 2p), ;) > 012 0. (4.16)
For any Z € Q; \ B(Xj, p/4), using (4.7) and (2.20) it follows that
4n—2
u;j(Z) < ¢ < ¢ (4.17)

SZ-X;m2 T 2

Extending u; by 0 outside €2; the previous estimate clearly holds for every Z €
R™\ ;. Thus sup; ||| o mm\B(x,,0)) < C(p). Moreover, as in Case I, the sequence
is also equicontinuous (in fact uniformly Holder continuous). Using Arzela-Ascoli
theorem with a diagonalization argument, we can find us € C(R™\ {Xy}) and a
subsequence (which we relabel) such that u; — us uniformly on compact sets of
R™\ {Xo}.

Let 0 < R < supjs,; diam(Q;) ~ Ro. We claim that

/ \Vu,|?dZ < C(R, p) < oc. (4.18)
B(0,R)\B(Xo,p)

To prove this, we first take arbitrary ¢ € 0€2; and s such that 0 < s < §;(X;)/5 ~
Ry. In particular, if 0 < p < ¢1Ro/10 < §;(X;)/10 it follows that B(q,4s) C
R™\ B(Xj,2p) C R"\ B(Xo, p). Thus, proceeding as in Case I, u; is non-negative
subsolution on B(q,2s) and we can use Caccioppoli’s inequality and (4.17) to obtain

Sn—2

C

W‘QdZ=/ VU‘QdZS/ wi(2)PdZ S —r—s
/B(q’s)\B(XO’P)’ / B(%S)’ i s? B(q,2s)| i) p(n=2)
(4.19)
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Note that the previous estimate, with ¢ = 0 and s = R, gives our claim (4.18)
when 0 < R < §;(X;)/5.

Consider next the case Ry ~ §;(X;)/5 < R < sup;, diam(€;) ~ Ro. Note first
that the set ©; :={Z € Q; : §;(Z) < 6;(X;)/25} can be covered by a family of balls
{B(4i,6;(X;)/5)}; with ¢; € 092 and whose cardinality is uniformly bounded (here
we recall that §;(X;) ~ diam(€2;)), Thus, (4.19) applied to these each ball in the
family yields

/ \Vu,;|2dz < Z/ |Vu;|2dZ < C(R, p) < .
(B(0,R)\B(X0,0))NO; i 7 B(a:1,0;(X;)/5)\B(Xo,p)

(4.20)
On the other hand, the set {Z € Q;\B(X}, p/2) : 0;(Z) > 6;(X;)/25} can be covered
by a family of balls {B;}; so that rp, = p/16, 4B; C Q; \ B(Xj, p/4). Moreover,
the cardinality of the family is uniformly bounded depending on dimension and the
ratio diam(Q;)/p ~ Ro/p. Using (4.15), Caccioppoli’s inequality in each B; since
4B; C Q; \ B(Xj, p/4), and (4.17) we obtain

/ Vu,Pdz < Z/ IV, 2dZ
(BOR\B(Xo)\O, —~ /s,

1
Sy o [ w@pizom. a2
7 B; J2B;

Combining (4.20) and (4.21) we obtain the desired estimate and hence proof of the
claim (4.18) is complete.

Next, we combine (4.18) with the fact that sup; [|uj|l @\ B(x,,0) < C(p) to
obtain that sup; [[u;|lw12(B0,R)\B(X,,p) < C(R,p) < co. Thus, there exists a sub-
sequence (which we relabel) which converges weakly in VV&)C2 (R™\ B(Xp,p)). Since
we already know that u; — us uniformly on compact sets of R” \ B(Xy, p), we can
easily see that us € VVI})CQ(]R” \ B(Xo,p)), and Vu; = Vus in L2 _(R™\ B(Xo, p)).

loc

This completes the proof of (2) in Theorem 4.8. O

REMARK 4.22. In the Case II scenario the following remarks will become useful
later. In what follows we assume that 0 < p < ¢1Ry/2 and j is large enough.

(i) Let us pick Y € 0B(X},30;(X;)/4) and note that (4.5) gives Y, 4;(0,¢1Ry/2) €
Qj \ B(Xj, 5J(X])/2), ‘Y - Aj(O, 01R0/2)’ < (01 + 262)R0, and (5](Y) > 61R0/4.
Recalling that €2; satisfies the interior corkscrew condition with constant M,
it follows by definition that ¢;(A;(0,c1Ro/2)) > c1Ro/(2M). All these allow us
to invoke Lemma 2.41 to then use (2.21) and (4.5) and eventually show

u; (Aj <07 (:150)) ~ui(Y) 2 Y — X570~ (X)) ~ RET, (4.23)

where the implicit constants are independent of j.
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(ii) The set 0B(Xy, p) is compact and away from Xo, so u; — U uniformly in

0B(Xo, p). Since X; — Xy, for any Z € 90B(Xo, p) we have p/2 < |Z—-X;| < 2p

for j sufficiently large. In particular by choosing p < Ry/(16M), we have for j
large enough

Ry _ diam(Q;) _ 6;(X})

Z —X; 2 — < < 4.24

| ]| < P < 8M = 4M = 9 ) ( )

where the last estimate uses that X; € 2, is a corkscrew point relative to the

surface ball B(0,diam(2;)/2) N 0Q; with constant M. Thus by (2.21) if j is
large enough

wi(2) 212 = X" 2 p*",  VZ e dB(Xo,p)
with implicit constants which are independent of j. Therefore,

U (Z) = lim u;(Z) 2 p*™, Y Z € dB(Xo,p) (4.25)
j—oo
For this reason it is natural to extend the definition of us, to all of R™ by
simply letting uso (Xo) = +00.
(ili) Since w; is the Green function in §2; for Lj, an elliptic operator with uniform
ellipticity constants A = 1 and A, by (2.23) we know for any 1 < r < —-

n—1>

ne 4
<R < oo, (4.26)

VUil < 1€

provided j is large enough and where the implicit constants depend on dimen-
sion, r, and A, but are independent of j. Note that Vu; = 0 outside of §2; by
construction. Thus, one can easily show that passing to a subsequence (and
relabeling) Vu; — Vue, in L] (R") for 1 <r <n/(n—1).

loc

Proof of (3) in Theorem 4.8: Case I. It is clear that Q. is an open set in Case
I since u € C*°(R™). On the other hand, since 0 € 99 for all j, by Lemma 2.44
and modulo passing to a subsequence (which we relabel) we have that there exist
non-empty closed sets ', Ao such that Qij — ' and 092 — Ay as j — oo, where
the convergence is in the sense of Definition 2.43.

We are left with obtaining

Moo =00  and T = Qu. (4.27)

We first show that Ay, C €. To that end we take p € Ay, and there is a sequence
p; € 085 such that lim;_ p; = p. Note that ue(p) = limj_.o u;(p). On the other
hand since the u;’s are uniformly Hélder continuous on compact sets (see the Proof
of (1) in Theorem 4.8) and u;(p;) = 0 as p; € 0Q; we have

’Oé

— 0,

0 < too(p) < Jtioo(p) — u;(P)] + |uj(p) — ;i (Ps)] S |too(p) — us(P)| + [P — p;
as j — 00. Thus ux(p) = 0, that is, p € R" \ Q.
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Our goal is to show that p € 0. Suppose that p ¢ 0Q, then p € R" \ Qoo
and there exists € € (0,1) such that B(p,e) C R™\ Q, that is, us = 0 on B(p,¢€).
In ©; we have

€ €
45 (pis5) = 450, D] < £+ Ipsl + 1 2l +1)
and
€ 1 e 1
o (A (p3)) 23750 8 (A(0,) = .
Note also that

0 (4 (p5)) | 8 (A;0.1) 1
d;(X;) d;(X;) diam(£;)

— 0, as j — 0o,

hence for j large enough, 4;(0,1), A; (pj, 5) ¢ B(X;,6;(X;)/2).
We can then apply Lemma 2.41 and Harnack’s inequality along the constructed
chain in ; to obtain

€

,)) ~ G;(X;,A4;(0,1)),

Gj (Xj,A]- (pj, 5

where the implicit constants depend on the allowable parameters, € and |p|, but are
uniform on j. Hence by (4.11),

(A (v €V = G (X A5 (p:5)) o [ Gy(XG,A;0.0)
J (A] (pjv 2)) = wj-(j(B(O, ) 2 C w;(j(B(O,l)) =u;(4;(0,1)) > Cy,

(4.28)
where Cj is independent of j.

Note that since u; — s on compact sets it follows from our assumption that

for j large enough depending on Cj

uj(Z) = uj(Z) —us(2) < %, VZ € B(p,e). (4.29)
However, for j large enough Aj(p;,e/2) € B(pj,e/2) C B(p,e) and then (4.29)
contradicts (4.28). Thus, we have shown that necessarily p € 90, and consequently
Ao C 0Q00.

Let us next show that Qs C As. Assume that p ¢ As. Since Ay is a closed
set, there exists € > 0 such that B(p,2¢) N A = 0. Since Ay is the limit of 09,
by Definition 2.43 we have that for j large enough B(p,e) N 0€; = (). Hence, by
passing to a subsequence (and relabeling) either B(p,€) C €; for all j large enough
or B(p,e) C R™\ Q; for all j large enough.

We first consider the case B(p,e) C ;. Hence, d;(p) > € and |A4;(0,1) — p| <
1 + |p|. Thus there exists a Harnack chain joining A;(0,1) and p whose length is
independent of j and depends on € and |p|. We next observe that for j large enough
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Ip— X;| > 0;(X;)/2. Indeed, if we take j large enough, using that 0 € 0€2; and (4.3)
we clearly have
Xl X =l L [XG =l

1< 2= < + < .
0i(X5) = 0(X5) 0 6(X5) T o6(Xy) 2

and we just need to hide to obtain the desired estimate. Once we know that [p—X;| >
9;(X;)/2, we also note that [0;(A4;(0,1))] < 1 < diam(£;) ~ J;(X;) and hence
A;(0,1) ¢ B(X;,6(X;)/2) for j large enough.

We can now invoke Lemma 2.41 and Harnack’s inequality along the constructed
chain in Q; to obtain that G;(X;,p) ~ G;(Xj;, A;(0,1)), which combined with (4.4)
and (4. 11) yields

w;(p) ~ 1y (450, 1)) ~ 1, (4.30)

where the implicit constants depend on the allowable parameters, p and €, but are
uniform on j. Letting j — 0o we obtain that us(p) ~ 1 which implies that p € Qo
and since we have already shown that ), is open, it follows that p ¢ 9Q

We next consider now the case B(p,e) C R™ \ STJ for all j large enough which
implies that by construction u;(X) = 0 for all X € B(p, €). By uniform convergence
of u;j in compact sets we have that u.(X) = 0 for X € B(p,€/2), which implies
B(p,€/2) C {us = 0} and therefore p ¢ 00

In both cases we have shown that if p ¢ Ay then p ¢ 0, or, equivalently,
0 C As. This together with the converse inclusion completes the proof of Ay, =
0o

Our next goal is to show that 'y, = Q4. Note that if Z € Qu, then us(Z) >0
and this implies that u;j(Z) > 0 for j large enough. The latter forces Z € §; for
all j large enough. This implies that Z € 'y, and we have shown that Q. C 'y
Moreover since ' is closed, we conclude that Q. C I'sg

To obtain the converse inclusion we take X € I'y,. Assume that there is € > 0
such that B(X,2¢) C R™\ Qu, in particular B(X,2¢) N 90 = 0. Since we have
already shown that 0 is the limit of 9Q;’s, for j large enough B(X,€) N0, = 0.
By the definition of I, there is a sequence {Y;} C Q; with Y; — X as j — oo.
Thus, for all j large enough B(X,e€) is a neighborhood of Yj; and in particular
Q; N B(X,e) # 0 since Y; € ;. On the other hand, since B(X,€) N9Q; = ) we
conclude that B(X,e) C Q;. At this point we follow a similar argument to the one
used to obtain (4.30) replacing p by X and obtain for all j large enough

uj(X) ~u;(4;(0,1)) ~ 1

where the implicit constants depend on the allowable parameters, |X| and €, but
are uniform on j. Letting j — oo it follows that us(X) > 0 and hence X € Qq,
contradicting the assumption that there is ¢ > 0 such that B(X,2¢) € R™\ Qo
In sort, we have shown that B(X,2¢) N Qo # 0 for every e > 0, that is, X € Qo
We have eventually proved that I's, C Qo this completes the proof of (4.27) in the
Case I scenario.
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Since diam(£2;) — oo and 0 € ©; — Qo uniformly on compact set, Qo is
unbounded. Otherwise we would have Q., C B(0, R), and for sufficiently large j one
would see that ; C B(0,2R), which is a contradiction.

On the other hand, it is possible that diam(0€);) /4 diam(0€Q ), hence we do
not know whether diam(0€2) = oo. However, under the assumption that the 0€2;’s
are Ahlfors regular with uniform constant, we claim that 0} is also unbounded.
Assume not, then there is R > 0 such that 0Q+ C B(0, R). Let k be a large integer,
and notice that 0§); — 0 uniformly on the compact set B(0,kR). Thus for j
sufficiently large (depending on k)

99; N B(0,kR) C B(0,2R). (4.31)

Since diam(0€2;) — oo we can also guarantee that diam(0€2;) > kR for j sufficiently
large. Recalling that 0 € 0€;, we can then consider the surface ball A;(0,kR) =
B(0,kR) N 0£2;. By (4.31) and the Ahlfors regularity of 0€2;,

O p(kR)" < 0;(A;(0,kR)) < 0j(B(0,2R) N 9Q;) < Cag(2R)" . (4.32)

Letting k large readily leads to a contradiction. O

Proof of (3) in Theorem 4.8: Case II. Take X € Q, that is, us(X) > 0. If X # X
then uq is continuous at X and hence u(Z) > 0 for every Z € B(X,ry) for some ry
small enough. On the other hand, if X = Xy, by Remark 4.22 part (ii) we have that
Uoo(Z) > 0 for all Z € B(Xy, p) with p sufficiently small (here we use the convention
that +00 > 0). Note that this argument show in particular that B(Xy, p) C Quo.

On the other hand, since 0 € 02, for all j, by Lemma 2.44 and modulo passing to
a subsequence (which we relabel), there exist closed sets I', Ao such that STJ — I'y
and 02; — A as j — oo in the sense of Definition 2.43. We are going to obtain
that

Ao = 00 and I'o = Qoo (4.33)

Let p € Aw, there is a sequence {p;} C 0%; such that p; — p as j — oo. Note
that by (4.5)

a1y < 6;(X;) < |X; —pj| < 1X; —pl+|p— pjl-

Thus, for j large enough, |X; —p| > §;(X;)/2 > ¢1Rp/2. In particular, X # p and
uj(p) — Uoo(p) as j — oo. On the other hand since the u;’s are uniformly Holder
continuous on compact sets as observed above, |u;(p)| = |u;(p)—u;(p;)| < Clp—p;|%,
thus uj(p) — 0 as j — oo. Therefore us(p) = 0, that is, p € R™ \ Q.

Suppose now that p ¢ 0Q.. Then, there exists 0 < € < §;(X;)/4 such that

B(p,e) C R™\ Qq, or, equivalently, uo, =0 on B(p,€). Note that

€ alR € alR
45 (51 5) — 45 (0252 )| < 5 + bl + 25 < el o
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Also,
€ € e 0;(X;)
< S . . _ J\J
on =0 (4 (pj’2>> S35
and, by (4.5),
a1 Ry a1 Ry aly _ 8;(X;)
< 5 . < . .
g (4 (0,0 ) < B o

Notice that in particular A; (p;,5), 4; (0, 0150) ¢ B(X;,6;(X;)/2). We can now

invoke Lemma 2.41, Harnack’s inequality along the constructed chain in €);, and

(4.23) to see that
€ 61R0
u; (AJ <pj, 2)) u; <AJ <0, 5 )) =1, (4.35)

with implicit constant depending on the allowable parameters, ¢, |p|, Ry but inde-
pendent of j. On the other hand, for all j large enough

A (pin5) € B (pirg) © Blp.o) R\ B(X;,0,(X;)/4),  (4.36)

hence u; — us uniformly on B(p,e) with usx, = 0 on B(p,e€). This and (4.36)
contradict (4.35) and therefore we conclude that p € 9, and we have eventually
obtained that Ay C 0.

To show that 0Qs C As, we assume that p ¢ Ay. If p = X, then since we
observed above that B(Xy, p) C Qs (see (4.25)) then Xo ¢ 0Qx.

Assume next that p # Xj. Since Ay is a closed set and since X; — X as
j — 00, there exists € > 0 such that B(p,2¢) N Ao = () and Xo, X; ¢ B(p, 2¢) for all
j large enough. Moreover, since Ay, is the limit of 9€2;, by Definition 2.43 we have
that for all j large enough B(p,€) N 0€; = (. Hence, passing to a subsequence (and
relabeling) either B(p,e) C Q; for j large enough or B(p,e) C R™\ Q; for j large
enough.

Assume first that B(p, €) C €; for all j large enough. We consider two subcases.
Assume first that p ¢ B(Xj;,0;(X;)/2. Then, proceeding as before, by (4.34) we can
apply Lemma 2.41 and Harnack’s inequality along the constructed chain in €2; to

get
R
ui(p) ~ u; (Aj <0, 612 0)) > 1, (4.37)

with implicit constant depending on the allowable parameters, ¢, |p|, Ry but inde-
pendent of j. Suppose next that p € B(Xj,d;(X;)/2). In that case we can use (4.7),
(2.21), and (4.5) to see that for all j large enough

uj(p) 2 Ip = X7 2 6;(X)° 7" 2 (c2Ro)* ™, (4.38)

with implicit constants which are uniform on j. Combining the two cases together
we have shown that u;(p) 2 1 uniformly on j. Letting j — oo we conclude that
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Uso(p) 2 1 and hence p € Q, and since we have already shown that {2, is an open
set we conclude that p ¢ 0Q

We now tackle the second case on which B(p,e) C R™\ Q; for all j large enough.
In this scenario u;(X) = 0 for all X € B(p,¢). Since Xy ¢ B(p,2¢), by uniform
convergence of u; in B(p,€/2) we have that us(X) = 0 for X € B(p, €/2), which
implies B(p,€/2) C R™\ Q4 and eventually p ¢ 0.

In both cases we have shown that if p ¢ Ay then p ¢ 0Q, or, equivalently,
0o C Aso. This together with the converse inclusion completes the proof of Ay, =
0o

Our next task is to show that I'es = Qu. Let Z € Qo and assume first that
Z = Xo. By (4.15) and since X; — Xg as j — oo we have that Xy € B(Xj;,2p) C €
for all j large enough, thus Z = Xy € I'x. On the other hand, if Z # Xj since
Uss(Z) > 0 we have that u;(Z) > 0 for all j large enough. This forces as well that
Z € Q; for j all large enough and again Z € I',. With this we have shown that
Qoo C I'so. Moreover, since ' is closed we conclude as well that Q. C I's.

Next we look at the converse inclusion and take X € I's. Assume that X €
R™\ Q. Thus, there is € > 0 such that B(X,2¢) C R™\ Q. In particular B(X,2¢)N
00 = ) and B(Xy, p) N B(X,2¢) = 0 (recall that we showed that B(Xy, p) C Qu)-
Since we have already shown that 02 is the limit of 9€);’s, for j large enough
B(X,€e) N 99Q; = 0. By the definition of I'w, there is a sequence {Y;} C Q; so that
Y; — X as j — oo. Thus, for all j large enough B(X,e€) is a neighborhood of Yj,
and, in particular, Q; N B(X, €) # 0 since Y; € Q;. Besides, since B(X,¢) N9, = 0
we conclude that B(X,€) C ;. Using a similar argument to the one used to obtain
(4.37) and (4.38) we have (replacing p by X) that

uj(X) 21

independently of j and with constants that depend on the allowable parameters,
€,|X|, Ro. Since u;(X) — uso(X) we conclude that us(X) > 0 and thus X € Q,
contradicting the assumption that X € R™ \ Q. Eventually, X € Q., and we have
obtained that I'ss C Q.
Since diam(€2;) — Ry is finite and 0 € 99, we have 25, Q C B(0,2Ry) for j suf-
ficiently large. Hence Q; — Q4 uniformly, and thus diam(Qe) = lim diam(Q;) =
J—00

Ro > 1. O

For later use let us remark that in the Case II scenario the fact that Qij — Qs
and 0€); — 0 as j — oo in the sense of Definition 2.43 yields

diam(Qeo) = diam(Qs) = lim diam(Q;) = lim diam(Q;) = Ry.  (4.39)
j—oo j—oo
diam(0€Q) = lim diam(0€2;) = Ry. (4.40)
j—o0
Proof of (4) in Theorem 4.8. Notice that Qs # () since 0 € 9. Next we show that
() satisfies the interior corkscrew and the Harnack chain. Let us sketch the argument.
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For the interior corkscrew condition, fixed p € 9Q and 0 < r < diam(0Q«),
we take a sequence p; € 0f); so that p; — p and for each j we let A; be an
interior corkscrew relative to B(p;,r/2) N 0S; in Q;. All the A;’s are contained in
B(p, 3r/4), hence, passing to a subsequence, they converge to some point A. Using
that the interior corkscrew condition holds for all €2; with the same constant M,
it follows that each A; is uniformly away from 0f); and so will be A from 0
since 0€); — 0. I turn, this means that A is an interior corkscrew relative to
B(p,7)N0Ns in Q. Regarding the Harnack chain condition we proceed in a similar
fashion. Fixed X,Y € (1, for some fixed j large enough we will have that X,Y € ),
with 0;(X) = 000(X) and 6;(Y) = do(Y). We can then construct a Harnack chain
to join X and Y within ; (whose implicit constants are independent of j). Again,
since each ball in the constructed Harnack chain is uniformly away from 0€2;, it will
also be uniformly away from 9Q, allowing us to conclude that this chain of balls is
indeed a Harnack chain within Q.

Interior Corkscrew Condition. Recall that each (); is a uniform domain with
constants M, Cy > 1. Hence, for all ¢ € 0Q; and r € (0,diam(0€;)) there is a point
Aj(gq,r) € Q; such that

B (Aj(q, r),~—) C B(g,r) N Q. (4.41)

,
)

Let p € 00« and 0 < r < diam(0€Qs). In Case II, by (4.40) we get that
r < diam(0€;) for all j sufficiently large. In Case I, either diam(0€) = oo or
diam(0Qs) < o0, but we still have r < diam(09€2;) for all j sufficiently large (note
that in the latter case diam(09€;) /4 diam(0€«)). Since 0Q; — 00, we can find
pj € 0 converging to p. For each j there exists A;(p;,r/2) such that

B (4; (v, f) QM) < B (v, g) nQ;. (4.42)

In particular we deduce that

B (Aj <pj,g) 3LM> cQ  and  dist (B (Aj (p],f) ZM) an) > GLM
(4.43)

Note that for j large enough

A; (pj, %) €B (pj, g) CB (p, %I) (4.44)

Modulo passing to a subsequence (which we relabel) A; (pj,r/2) converges to some
point, which we denote by A(p,r), and for all j sufﬁmently large (depending on )

B(A(p, ), 4M) CB(Aj (pj,f) 3M> c B(p,r) N Q. (4.45)
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The fact that Q; — Qoo, the first inclusion in (4.45), and (4.43) give for all j large
enough

B(A( )4M)c9 and dist(B(A( )4M) aQ) W (4.46)

This and the fact that 0Q; — 0Q yield that dist(B(A(p,r),r/4M),080) > 1/6M,
hence B(A(p,r),r/4M) misses 0. Combining this with (4.46) and the second
inclusion in (4.45), we conclude that

B(A(p’ ") 10

Hence, )4, satisfies the interior corkscrew condition with constant 4M .

Harnack Chain Condition. Fix X,Y € Q. and pick ¢x,qy € 0{0s such that
|X — gx| = 00o(X),|Y — gv| = 000 (Y). Without loss of generality we may assume
that 0(X) > 0(Y) (otherwise we switch the roles of X and Y'). Let us recall that
every (); satisfies the Harnack chain condition with constants M,C7 > 1. Set

0= (24105t (rscorammyy)) = (e (o))

> C Qo N B(p, 7). (4.47)

(4.48)
Choose R > large enough (depending on X,Y") so that
B(qx,050(X)/2), B(X, (2C})*930s(X)) C B(0,R) (4.49)
and
Blay,050(Y)/2), B(Y, (2C7)*%00(Y)) C B(0, R). (4.50)

Take also d = 271C 2© <1 which also depends on X,Y. Then, by (3) in Theorem
4.8 we can take j large enough (depending on R and d) so that

D[0%; N B(0, R), 02 N B(0, R)], D[ N B(0, R), Qoo N B(0, R)]
d

| Q.

< — < .
< L) < L), (451)
By (4.51), (4.49), and (4.50) we have that X,Y € Q;, and
5°°éX ) < 5,(x) < 35%2()( ) and 5°°§Y) < 5,(Y) < 35°°2(Y). (4.52)

Since €; satisfies the Harnack chain condition with constants M, C > 1, there exists
a collection of balls By, ..., Bg (the choice of balls depend on the fixed j) connecting
X to Y in Q; and such that

Oy ! dist(By, 09;) < diam(By) < Cy dist(By, 09;), (4.53)
for k=1,2,..., K where

< (2106t (s, )) < 29 59
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Combining (4.53) and (4.54), one can see that for every k =1,2,..., K,
dist(By, 09) > déoo(X),  diam(By) < (2C3)*6,(Y) (4.55)
and

dist(X, By) < 2(203)%96,0(X),  dist(Y, Br) < 2(2C3)296,.(Y). (4.56)

Given an arbitrary ¢; € 092; \ B(0, R), by (4.49), (4.55), and (4.56) it follows
that
(2C7)*®60(X) < |q; — X| < dist(q;, Bx) + diam(By,) + dist(X, By,)
< dist(g;, Bx) + 3(2C7)*950 (X). (4.57)

Hiding the last term, using that © > 2 and taking the infimum over the g; as above
we conclude that

4C1(2C3)*06,(X) < dist(By, 99; \ B(0, R)). (4.58)
On the other hand, by (4.53) and (4.55)
dist( By, 99;) < Cy diam(By,) < C1(207)?965(Y) < C1(2C3)*©6,(X),

which eventually leads to dist(By,0€);) = dist(By,0Q; N B(0, R)). Analogously,
replacing ¢; by ¢ € 0Q \ B(0, R) in (4.57) we can easily obtain that (4.58) also
holds for Q:

4C1(20%)%96,(X) < dist(By, 90 \ B(0, R)). (4.59)

But, (4.56) yields

dist(By, 000) < 00 (X) + dist(X, Br) < 600(X) + 2(2C2)?P5,o(Y) < 3(2C2)?965,(Y),

which eventually leads to dist(Bg, 0Qs) = dist(Byg, 002« N B(0, R)). Using all these,
(4.51), the triangular inequality and (4.51) we can obtain

| dist(Bg, 99;) — dist(By, 9Qx0) |
= | dist(By, 9 N B(0, R)) — dist(By, 00 N B(0, R))|

d 1
< D[09Q; N B(0, R), 00 N B(0,R)] < 5500()() < 5oﬁst(Bk,Qj).

Thus,
2
g diSt(Bk, 8900) < diSt(Bk, 893) <2 diSt(Bk, 8900) (4.60)

and moreover By N 0Qs = 0. Note that the latter happens for all k = 1,..., K.
Recall also that X € BN Qs and that B, N By, # 0. Consequently, we necessarily
have that By, C Q for all k =1,..., K. Furthermore, (4.60) and (4.53) give

2
gc;l dist(By, 0Qs) < diam(By,) < 2C, dist(By, 090 ). (4.61)



356 S. HOFMANN ET AL. GAFA

To summarize, we have found a chain of balls By,..., Bx, all contained in Q,
which verify (4.61), and connect X to Y. Also, K satisfies (4.54) with © given in
(4.48). Therefore €2, satisfies the Harnack chain condition with constants 2M and
2C1. This completes the proof of (4) in Theorem 4.8. 0

Proof of (5) in Theorem 4.8. We first recall that for every j, oj = H" g, is an
Ahlfors regular measure with constant C'4r and hence spto; = 0€2;. In particular
the sequence {o;} satisfies conditions (i) and (ii) of Lemma 2.47.

On the other hand, the fact that 9€; is Ahlfors regular easily yields, via a
standard covering argument, that H"~1(9€;) < 2"71C4p diam(Q;)". Hence, using
again that 0€2; is Ahlfors regular we conclude that for every R > 0,

sup 0 (B(0, R)) = sup H" 1 (9Q; N B(0, R)) < 2" 'CarR" .
J J

Therefore modulo passing to a subsequence (which we relabel), there exists a Radon
measure [l such that o; — ps as j — oo. Using Lemma 2.47, 0Q2; = spto; —
SPt lieo @s j — o0 in the sense of Definition 2.43. This and (3) in Theorem 4.8 lead
t0 Spt oo = 0s0-

To show that p is Ahlfors regular take ¢ € 9. Let ¢; € 09 be such that
¢; — q as j — oo. For any r > 0, using [Mat, Theorem 1.24] and that o; is Ahlfors
regular with constant C'4g we conclude that

tioo(B(g, 7)) < liminf o;(B(q,7)) < liminf o;(B(gj,2r)) < 2" 'Capr™™t. (4.62)
J—00 Jj—00

On the other hand, let 0 < r < diam(9€). In Case II, by (4.40) we get that
r < diam(0S2;) for all j sufficiently large. In Case I, either diam(0§2s) = oo or
diam(0€Q) < 00, but we still have r < diam(09€2;) for all j sufficiently large. Hence,
using again [Mat, Theorem 1.24] and that o; is Ahlfors regular with constant Car
we obtain

etBla) 2 s (8 (0.5)) 2 mswoes (5.(0.5))

> limsup o; (B (qj, Z)) > 4_("_1)01511""_1. (4.63)
Jj—oo
These estimates guarantee that g is Ahlfors regular with constant 22"~ yp.
Moreover by [Mat, Theorem 6.9],
272D L < H oa, <25V Capps. (4.64)

and consequently Qs is Ahlfors regular with constant 25(*—1) C% . This completes
the proof of (5) and hence that of Theorem 4.8. 0



GAFA UNIFORM RECTIFIABILITY AND ELLIPTIC OPERATORS 357

4.2 Convergence of Elliptic Matrices.  Our next goal is to show that there
exists a constant coefficient real symmetric elliptic matrix A* with ellipticity con-
stants 1 = A < A < oo (as in (1.5)) so that for any 0 < R < diam (9 ) and for any
1<p<oo.

/ |Aj(Z) = A*PdZ — 0, as j — oo. (4.65)
B(0,R)N;

Fix Zy € Qoo and set By = B(Zy,3000(Zp)/8). Since 0§25 — 0o and Qij — Qs
as j — oo, for all sufficiently large j, we can see that Zy € Q;,

3 )
1500(20) <6(Zo) < 1500(20)7 (4.66)
and 5.(Z .
By C B (ZO, j(Q 0)) CyByCQy forally (4.67)
All these, an the oscillation assumption (1.9), yield
142 - Asliz < f A(2) ~ (A (s 212
By B(Z0,6;(Z0)/2)
<osc(§2), Aj) < . (4.68)

Note that all the matrices A; are uniformly elliptic (i.e., all of them satisfy (1.5)),
with the same constants 1 = A < A < oo, and in particular {(A;)p,}; is a bounded
sequence of constant real matrices. Hence, passing to a subsequence and relabeling
(Aj) B, converges to some constant elliptic matrix, denoted by A*(By). Combining
this with (4.68), the dominated convergence theorem yields

F 4@ - A Bz~ 0 asj -, (4.69)
By

that is, A; converges in L'(Bp) to a constant elliptic matrix A*(Bg). Moreover,
passing to a further subsequence an relabeling A; — A*(By) almost everywhere in
By. In particular, A*(Bp) is a real symmetric elliptic matrix (i.e., it satisfies (1.5)),
with ellipticity constants 1 = A < A < oo. It is important to highlight that all the
previous subsequences and relabeling only depends on the choice of Zy € Q. In
any case, since A*(By) is a constant coefficient matrix we set A* := A*(By).

Let us pick a countable collection of points {Z;} C Q so that Q. = UiBj
with By, = B(Z,3000(Z))/8). We can repeat the previous argument with any Zj
and define A*(By), a constant real symmetric elliptic matrix satisfying (1.5) so that
for some subsequence depending on k, we obtain that A; — A*(By) in LY(By)
and a.e in By as j — oo. In particular, A*(By,) = A*(By,) a.e. in By, N By,
(in case it is non-empty). Note that Q. is path connected (since it satisfies the
Harnack chain condition), hence for any k we can find a path joining Z; and Zj
and cover this path with a finite collection of the previous balls to easily see that
A*(By) = A* = A*(By). Moreover, using a diagonalization argument, we can show
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that there exists a subsequence, which we relabel, so that for all k£, we have that
A; — A* in L}(By) and a.e in By as j — oo. From this, and since the matrices
concerned are all uniformly bounded, one can prove that for any 1 < p < oo and for
all Z € Qo

][ |A;(Y) — A*PdY — 0 as j — oo, (4.70)

Bz

where By = B(Z,6(Z)/2). -
We are now ready to start proving our claim (4.65). Recalling that ; — Q,

0€); — 09 in the sense of Definition 2.43, and that d€);, 0§)s, have zero Lebesgue
measure since they are Ahlfors regular sets, one can see that

B(0,R) N (Q;A0) C B(0,R) N ((2;A0) U (2 N0Q0) U (e N0Q;)) (4.71)
and hence the Lebesgue measure of the set on the left hand side tends to zero as
j — oo. This and the fact that ||A;]|c, [|[A*||ec < A give

/ |A;(Z) — A" PdZ — 0, as j — oo. (4.72)
B(0,R)N(Q,;A0Q.)

On the other hand, let ¢ > 0 be arbitrarily small and let € = ¢(g) > 0 be a small
constant to be determined later. Set

Q% = B(0,R)N{Z € Vs : 0o(Z) < €}
and Q%2 := B(0,R)N{Z € Qo : 650(Z) > €}.

Using the notation A(q,r) := B(q,7)N0Q with ¢ € 00 and r > 0, Vitali’s cover-
ing lemma allows us to find a finite collection of balls B(g,e€)
with ¢; € A(0, R+ €), such that

0! | B(ai. 5¢). (4.73)

Calling the number of balls L; we get the following estimate,
L1 £ 3 0 (A1, €)) = 0o (| A0120)) < 000 (A0, R+ 26)) £ (R + 20,
(4.74)

where we have used that 0€ is Ahlfors regular and also that A(g;, €) C A(0, R+2¢)
since ¢; € A(0, R+¢). If we assume that 0 < € < R we conclude that L1 < (R/e)" !
and moreover by (4.73) we conclude that |Q%| < e (here the implicit constant
depend on R). This and [|A;||oc, ||A*|lcc < A give at once that for every j,

/Qé o |A;(Z) — A"PdZ < APe < g, (4.75)
<'NQ;

provided e is taken small enough which is fixed from now on.
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On the other hand, note that 02 is compact, hence we can find Z1,...,7, €

QTO’OQ so that 9202 - Uf:zl By, where Lo depends on € and R which have been fixed
already. As a result, by (4.70) we arrive at

Lo
/ \A;(Z) — A*PdZ < Z/ |A;(Z) — A*|PdZ — 0, as j — .
QN0 i—1 Y Bz,
In particular, we can find an integer jo = jo(R, €) such that
/ |A;(Z) — A" PdZ < g, for any j > jo. (4.76)
Q2 NQ, 2
Combining (4.75) and (4.76), we conclude that
/ |Aj(Z) — A*PdZ < o, for any j > jo. (4.77)
B(0,R)N(2,N2.)
This combined with (4.72) proves the claim (4.65).
4.3 Convergence of Operator.

Theorem 4.78. The function us, solves the Dirichlet problem

—div(A*Vius) =0 in Qe
Uoo > 0 in Qoo (4.79)
Uso = 0 on 0,

in Case I, and solves the Dirichlet problem

—div(A*Vue) = dx,p 0 Qoo
Uoe > 0 in Qu, (4.80)
Uso = 0 on 00,

in Case II. Hence, uy, is a Green function in 2o, for a constant-coefficient elliptic
operator Lo, = —div(A*V) with pole at co in Case I or at X € ), in Case II.

Proof. Let ¢ € C°(s). Since Q; — Qoo and 9Q; — 00, it follows that ¢ €
C(Q;) for j sufficiently large. In Case I, using (4.4) and (2.22) we have

C

Y(X;)
X
wj (B(Oa 1))
(4.81)
as j — oo since X; — oo by (4.3). Analogously, in Case II, by (4.7) and (2.22) we
obtain

1
/Q] (A;Vu;, V)dZ = m

)

| (A6 (X, ), T4}z -
Q;

| 490,904 = [ (496,04, 96)42 = 6(X;) — v(X0). (482

J J



360 S. HOFMANN ET AL. GAFA

as j — oo since X; — Xj.

Suppose next that spt C B(0, R). Let r = 2 for Case I, and pick r € [1,n/(n—
1)) for Case II. By (1) in Theorem 4.8 in Case I and (iii) in Remark 4.22 in Case
IT it follows that Vu; — Vu in L"(B(0, R)). On the other hand,

' / (A;Vu;, Vip)dZ — / (A* Voo, V)dZ
; Q

oo

< IVY|[r (/ |A; — A*!’"/dZ> </ \Vug'lr)
Q;NB(0,R) Q;NB(0,R)

/ (A, Vi)dZ — / (A* Vi, Vi) dZ
Q,NB(0,R) Q..NB(0,R)

7

+ . (4.83)

Using (4.14) in Case I or (4.26) in Case II, and (4.65) with p = r/, the term in the
second line of (4.83) tends to zero as j — oco. Concerning the last term, since A*
is a constant-coefficient matrix, it follows that A*Vu; — A*Vue, in L"(B(0, R)).
Moreover ©; = {uj > 0} — Qoo = {us > 0}, thus

lim [ (A"Vu;, Vi) —/ (A" Voo, V).

J]—00 Qj Qoo

Combining these with (4.81)—(4.83) we eventually conclude that
/Q AV - Vip =0 for all Y € C°(Qx) (4.84)
in Case I, i.e., —div(A*Vus) = 0 in Q; and in Case II,
/Q A Vs - Vip =1p(Xy) for all ¢ € CF(Qso), (4.85)

Le., —div(A"Vus) = g x,) in Qoo. 0

4.4 Analytic Properties of the Limiting Domains.  As mentioned in Sec-
tion 4, in order to apply Theorem 1.1 we need to study the elliptic measure of the
limiting domain with finite poles. In this section we construct this measure by a lim-
iting procedure which is compatible with the procedure used to produce the limiting
domain Q.

Theorem 4.86. Under Assumption (a), Assumption (b), Assumption (c),
and using the notation from Theorems 4.8 and 4.78, the elliptic measure wy,__ €
Aoo(0s0) (see Definition 2.10) with constants Co = C5C40,280=1)0 and 0 = 0, here
(' is the constant in Remark 2.39.
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Proof. Our goal is to show that the elliptic measure of L., with finite pole can be
recovered as a limit of the elliptic measures of L; = —div(A;(Z)V), and the Ay
property of elliptic measures is preserved when passing to a limit.

To set the stage we need to recall how wy,_ is constructed. In Case II, where
the domain 2, is bounded, one can define wy,_ via the maximum principle and the
Riesz representation theorem, after first using the method of Perron (see, e.g., [GT,
pp. 24-25]) to construct a harmonic function “associated” to arbitrary continuous
boundary data. In Case I, where ), is unbounded, we adapt the construction in
[HM1, pg. 588], which is done for the Laplacian but holds for any constant coefficient
operator, for the general case see also [HMT2]. Let 0 < f € Lip(0€Q) with compact
support and suppose that Ry > 0 is large enough so that spt f € B(0, Ry/2). For
every R > 4R introduce the bounded open set Qf = Q. N B(0,2R). Extending f
by 0 outside of its support, it then follows that 0 < f € Lip(9Q%). Let vr be the
unique solution to Lo,vp = 0 in QF with boundary value f. Then one can show that
there exists vy € I/Vlif (Q) N C(Qs) such that vg — v uniformly on compacta
in Qs and on VV&)? (Q0) as R — 00. Also, voo satisfies the maximum principle
0 < maxq_ Vs < maxpq. f. Thus, one we can then introduce the elliptic measure
{wfoo }zeq.,, via the Riesz transformation theorem, such that

Voo(Z) = fl@)dw? _(q). (4.87)
00

In either scenario we have then introduced the elliptic measure {wgoo }zea., so
that given 0 < f € Lip(0Q«) with compact support v, defined as in (4.87) solves
the following Dirichlet problem:

{Loov =0, in Qs (4.88)

v=f, on 0.

We also observe that since 0€, is Ahlfors regular then vo, € C(Qso).
Our next goal is to see that ij — wgoo as Radon measures for every Z € (o,

that is,

f(q)dwjz(q) — f(q)dwfw (q) for any f e C.(R").
QY 00

With this goal in mind, fix 0 < f € Lip(R™) with compact support and suppose that
Ry > 0 is large enough so that spt f C B(0, Rp). Define vy, as (4.87). For every j we
let h; € WOI’Q(Q]-) be the unique Lax-Milgram solution to the problem L;h; = L;f.
Initially, h; is only defined in €2; but we can clearly extend it by 0 outside so that
the resulting function, which we call again h;, belongs to WL2(R™). If we next set
v; = f —hj € WH2(R") we obtain that Ljv; = 0 in ; and indeed

vi(Z) = /a . fdo?,  Z e, (4.89)
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see [HMT2]. Here ij is the elliptic measure of L; in ; with pole Z and, as observed

above, the fact that 0€2; is Ahlfors regular implies in particular that v; € C(Q;) with
vjlaq, = f. Note also that v; = f € C(R") on R"\ €, hence v; € C(R"). Moreover,
by the maximum principle

0< SUp v < | fllz=@9,) < 1fllz=®@r), (4.90)
J
thus the sequence {v;} is uniformly bounded.
Our next goal is to show that {v;} is equicontinuous. Given an arbitrary o > 0
let 0 <y < 3—12 to be chosen. Since f € Lip(R"), it is uniformly continuous, letting ~
small enough (depending on f) we can guarantee that

4%

)~ < £,

Our first claim is that if v is small enough depending on n, C'sr, A (recall that
A= 1), and || f||go(®n), there holds

provided | X — Y| < 1. (4.91)

v (X) — v, (V)] < g, VX EQ;, Y ey, | X —Y|< A (4.92)
To see this we recall that 0€2; is Ahlfors regular with a uniform constant (independent
of j), it satisfies the CDC with a uniform constant and [HKM, Theorem 6.18] (see
also [HMT2]) yields that for some 5 > 0 and C' depending on n, Cyr, and A, but
independent of j (indeed this is the same [ as in Lemma 2.24), the following estimate
holds:
o
P < + C oo (R™ B < )
B(Yj?\?"%mgjv] B B(Yjﬁ?ls/g)ﬁaﬂjf Iz @) 2
where in the last estimate we have used (4.91) and « has been chosen small enough
so that C||f| L @yn® < o/4.
We now fix X,Y € R” so that | X — Y| < v and consider several cases.
Case 1: X,Y € Q; with max{d;(X),d;(Y)} < /7/2.
In this case, we take 7 € 0€); so that [ X — | = 0,;(X). Note that |[Y — 2| < /¥
and we can use (4.92) to obtain

v (X) = v (Y)] < |0;(X) — v;(@)| + [vj (@) — v;(Y)] < p.

Case 2: X, Y € Q; with max{0;(X),0;(Y)} > /7/2.

Assuming without loss of generality that &;(X) > /7/2, necessarily
Y € B(X,0;(X)/2) C ;. Then, by the interior Hélder regularity of v; in €; (here
a and C depend only on A and are independent of j) we conclude that

X - v[\° e
lvj(X) —v;(Y)| < C <|5(X)|> Vil L= (0,) < C2%2 || fll L @n) < 0,
j

provided p is taken small enough (again independently of j).
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Case 3: X,Y ¢ Q.
Here we just need to use (4.91) and the fact that v; = f on R™\ §;:

0 (X) = v; (V)| = [F(X) = fF(Y)] <p

Case 4: X € Q; and Y ¢ Q.

Pick Z € 09; in the line segment joining X and Y (if Y € 0€; we just take
Z =Y)sothat |[X —Z|,|Y — Z| <|X —Y| <~. Using (4.92), the fact that v; = f
on R™\ 5, and (4.91) we obtain

|0(X) =0 (V)] < [vi(X) = vi(2)] + [vj(2) = v; (V)] < §+ 1f(Z2) - fY)| <e

If we now put all the cases together we have shown that, as desired, {v;} is
equicontinuous.

On the other hand, recalling that h; € Wol’Q(Qj) satisfies Ljh; = L;f in the weak
sense in ), that f € WL2(R"), and that A = 1, we see that

VAl < | (A Vhy. Vh)ax
— [ (VL)X < AIVS e VB o
We next absorb the last term, use that v; = f — h; and that h; has been extended
as 0 outside of €2;:

VUil 2wny < IV Flz2@e) + IVRill 2wy = IV Fll2@ey + (1IVAS | 20,))
< A+ MV Illze@n)-

This along with (4.90) yield

sup [V ze@ny < (L+ MV flz2@ny.  and sup ||lvjl|2so,r)) < Cr- (4.93)
J J
We notice that all these estimates hold for the whole sequence and therefore, so it
does for any subsequence.

Let us now fix an arbitrary subsequence {vj, }r. By (4.93) there are a further
subsequence and v € C(R™) N VV&)CQ(]R”) with Vo € L*(R"), such that v;, — v
uniformly on compact sets of R (hence v > 0) and Vo; — Vv in L?(R™) as
I — o0. Here it is important to emphasize that the choice of the subsequence may
depend on the boundary data f and the fixed subsequence, and the same happens
with v , and this could be problematic, later we will see that this is not the case.

To proceed we next see that v agrees with f in 0Q. Given p € 9, there
exist pj, € 0y, with p;, — pas | — oo. Using the continuity of v and f at p, the
uniform convergence of vj, to v on B(p,1) and the fact that v;, = f on 99, , we
have
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[v(p) — f(p)]
[0(p) = v(s )| + [v(Psi,) = vji, s )| + 1 (Pgi,) = f(P)]
[v(p) — v(pi )+ v = v | o~ BED) + 1/ Pi,) — FP) — 0, asl— oo,
thus v(p) = f(p) as desired.

Next, we claim the function v solves the Dirichlet problem (4.88). We know that
v € C(R™) with v = f in 0€Q. Hence, we only need to show that L.,v = 0 in
Q. To this aim, let us take ¢ € C1(Qs) and let R > 0 be large enough so that
spty C B(0, R). Since ; — Q, for all [ large enough we have that ¢ € C’(}(ijl)
in which case

<
<

/ <Ajk, vvjkl ) v¢>dZ =0, (4.94)

since Lj, vj, = 0 in Qj in the weak sense. Then, by (4.93) and the fact that
spt ¥ C Qoo N8, N B(0, R),

/ <,4*w,w>dz‘:‘ / (A, Vv, Vib)dZ / (Ao, Vi)dZ
n Q

Jk R

0 (f

+ ’ /R (AT, )z - / AV, Vi)dZ

n

1
2

< (L+ MV £l ey

|"4ij - A*’2d2>
)

— 0, asl— oo,

where we have used (4.65) with p = 2 for the term in the second line, and the fact
that since A" is a constant-coefficient matrix, it follows that A*Vv; — A*Vov in
L?(R™) as | — oo. This eventually shows that Le,v = 0 in Q.

In Case IT when the domain Q. is bounded, the Dirichlet problem (4.88) has
a unique solution, and it satisfies the maximum principle, hence we must have that
U = VUso. Therefore, we have shown that given any subsequence {vj, }; there is a
further subsequence {vjkl }i so that Vj,, — Voo uniformly on compact sets of R" and
V), — Ve in L*(R™) as | — oo. This eventually shows that entire sequence {v;}
satisfies v; — Vo uniformly on compact sets of R" and Vuv; — Vv in L2(R") as
j — oo.

In Case I where the limiting domain ), is unbounded, we need more work to
show the solution v is indeed vs. Recall that f € Lip(R™) with spt f C B(0, Rp).
Given € > 0, there is an integer jo = jo(€, Ry) € N such that for j > jy and for
any p; € 0Q; N B(0,4Ry), there is p' € 9o N B(0,5Ry) close enough to pj so that
|£(p') — f(P})| < e. Consequently,

sup[fl= sup [f|<  sup  |f[+e=sup|f|+e (4.95)
o9, 99,;NB(0,4R,) 90..NB(0,5R,) 000

For any Z € Q there exists a sequence Z; € ); such that Z; — Z and Z; €
B(Z,05(Z)/2) for all j large enough. Since v € C(R"™) it follows that for j large
enough |v(Z) —v(Z;)| < e. All these together with (4.90) and the fact that vj, — v
uniformly on compact sets of R" as [ — oo give that for all [ large enough,
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0 <v(Z) < (Z) —v(Z; )|+ [v(Z;,) — v, (Zj,,)| + |vj, (Z5,)]
< 2e+sup|f| < 3e+ sup|f], (4.96)
0Q; 00

Letting € — 0 we get 0 < supq_ v < supyq_ |f].

As above, let QF = Q.. N B(0,2R) C Q4 and define vg, the unique solution to
Loovr = 0 in QF with boundary value f. Let us recall that vg — v uniformly on
compacta in Q4 and on VVI}DS(QOO) as R — oo.

Since 0 < v € C(R™) with v|go.. = f, and since spt f C B(0, Ry), for every R >
4Ry we have that flapar < v|por. Maximum principle implies that vg < v in Qp,
and taking limits we conclude that vs, < v on Qs. Write 0 <0 = v — v € O(Quo)
so that Loov = 0 in Qs and s, = 0. Fix an arbitrary Z € Q. Since Q is a
uniform domain with Ahlfors regular boundary, by Lemma 2.24 we have for any R’
such that §o(Z) < R’ < diam(9+) = oo (see (3) in Theorem 4.8)

oga(Z)g(‘sw(Z)me <2<‘S (Z)>ﬁ§3£f, (4.97)

R R

Letting R" — oo we conclude that v(Z) = 0 and, since Z is arbitrary, we conclude
as desired that v = v.

Therefore, we have shown that given a subsequence {vj, }; there is a further
subsequence {vj, }; so that vj, — ve uniformly on compact sets of R™ and Vv;, —
Vs in L2(R™) as [ — oo. This eventually shows that entire sequence {v;} satisfies
vj — Vo uniformly on compact sets of R™ and Vv; — Ve, in L?(R") as j — oo.

Hence, in both Case I and Case II, if 0 < f € Lip(R") has compact support,
then

lim [ f(g)dwy (q) = lim v;(Z) = vec(Z) = F@)dwf (q), (4.98)
Jj—00 09 J—o0 0o
for any 7 € Qo
Fix next Z € (1o and take an arbitrary subsequence {wj, }x. Take kg large enough
so that Z € Q;, for every k > ko and note that ijk (R™) = ijk (092,) = 1 for every
k > ko. Passing to a subsequence, there exists a Radon measure p# with g2 (R") < 1
so that wJ'Zm — % as | — oo. Thus (4.98) readily leads to

floae?_(a) = [ faau™

0o

This equality holds for all 0 < f € Lip(R") with compact support, and one can
readily see that this extends to all f € C.(R"). Hence, w? — wfm. This eventually

Jky
shows that the entire sequence {w;} satisfies ij — w# as Radon measures for any

Z € Qs
Our next goal is to see that wy_ € A (0s) (Where 00 = H" Y. ). Fix p €
0 and 0 < r < diam(0€). Recall that whether diam(0€2) is finite or infinite,
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we always have r < diam(§;) for all j sufficiently large. Let A" = B(m, s) N 09
with m € 00y and B(m,s) C B(p,r) N 00x. Let A(p,7) € Qo be a corkscrew
point relative to A(p,r) (whose existence is guaranteed by (4) in Theorem 4.8). We
can then find p; € 99Q; such that p; — p. Thus, for all j large enough B(p,r) C
B(pj,2r) and 6;(A(p,r)) > r/(2M). Hence, A(p,r) is also a corkscrew point relative
to B(pj,2r) N 0Q; in Q; with constant 4M. Since m € 0Q, we can also find
m; € 0€); such that m; — m. In particular, for j sufficiently large,

Imj —m| < g (4.99)
Note also that since all the €;’s are uniform and satisfy the CDC with the same
constants, and all the operators L;’s have ellipticity constants bounded below and
above by A = 1 and A, we can conclude from Remark 2.39 that there is a uniform
constant Cy depending on M, Cy,Cypr > 1, and A, such that (2.40) holds for all w;
with the appropriate changes. Using this and [Mat, Theorem 1.24] we obtain

Wi (A(m, 5))

r 4 . r 4
> wfo(op’ ) (B (m, 55)) > hmsupwf(p’ ) <B (m, 55))
j—o0

> limsup w;‘(p’r) (B <mj, §s>> > Cz_1 lim sup w;‘(p’r) (B (mj, §s>> ,
Jj—00 Jj—00

where we have used that §;(A(p, 7)) >r/(2M) > £s/(2M).
Let V be an arbitrary open set in B(m, s), and note that by (4.99)

V Cc B(m,s) C B <mj, §s> .

Using again [Mat, Theorem 1.24], we see that (4.100) yields

wzlip’r) (V) - liminf;_, wf(p’r) (V)
2

P (A, s) T limsupy oo w) P (B (my, 85))

wA(Pﬂ")(V)
< Oy lim inf A(m)f ; : (4.101)
7720 Nwy (B (my, £5))

The assumption B(m,s) C B(p,r) implies |m — p| < r — s. Using this and that
mj — m, pj — p as j — oo one can easily see that |m; —p;| <r — £ for all j large
enough and hence

6
B <mja 55> N oS C B(py,2r) N 0. (4.102)
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As mentioned above A(p,r) is a corkscrew point relative to B(pj,2r) N 0Q; in ;.
This, (4.102) and the fact that by assumption, w; € As(0;) with uniform constants
Cy, 0 allow us to conclude that

A(p,r)

w; o o o o
A(W)J - ) < Co < V) G ))> < CoCin ( ;TL(K)> , (4.103)

Wi P (B (my, S 0 (B (mj, §s

where in the last estimate we have used that 0€2; is Ahlfors regular with constants
Cagr. Combining (4.101), (4.103), the fact that o; — oo, [Mat, Theorem 1.24], and
(5) in Theorem 4.8, we finally arrive at

A(pr) 0
w Vv .
A L‘;" ) < CoChR (hm inf an(Vl)>
wi 2" (A(m, 5) e s
=\ O = 0
V) _ 0o(V)
< 0 Poo < 40 98(n—1)0 o)
<t (") < cocth 7o (B, 3)
and therefore we have shown that for any open set V' C B(m, s) there holds
A(p,?”) X7 0
w V
ey V) . CC40,98(n=1)0 (JOO(V)> . (4.104)
WP (A(m, 5)) Too(A(m, )
Consider next an arbitrary Borel set £ C B(m,s). Since 0 and wf(p ") are

oo

Borel regular, given any € > 0 there is an open set U and a compact set F so
that F C E C U C B(m,s) and wj ?"(U\ F) + 0sc(U \ F) < e. Note that for
any ¢ € F, there is r, > 0 such that B(z,2r,) C U. Using that F' is compact
we can then show there exists a finite collection of points {x;}!"; C F such that
F c U, B(zi,r) =V and B(x;,2r;) C U for i = 1,...,m. Consequently, F' C
VCVCUand ou(V\F)<0x(U\F) < e Wenext use (4.104) with V to see
that

A ,T A ,r A Kg
waf )(E) - e—i—ng’ )(F) _ E'H"Lo(op )(V)
WP (A(m, ) T WP (AGm,s) T Wl P (A(m, )
— 0
€ - Too(V)
< + 00049 28(n 1)0 <>
WP (A(m, 5)) A Too(A(m, )
€ — Uoo(E) + € 0
< + C 049 28(n 1)9 <> )
WP (A(m, ) F Too(A(m, 5))

Letting ¢ — 0 we obtain as desired that wy_ € Ay (0s) with constants CQC;‘FR
28(n=1)0 and # and the proof is complete. O
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5 Proof of Theorem 1.8

Applying Theorem 4.8, we obtain that {0, is a uniform domain with constants 4 M
and 2C, whose boundary is Ahlfors regular with constant 25(”*1)0311%. Moreover,
Theorem 4.86 gives that wy,_ € Ax(0s) with constants 50 = CQC%%QB(”*UB and
0 = 0. Here Loo = —div(A*V) with A* a constant-coefficient real symmetric uni-
formly elliptic matrix with ellipticity constants 1 = A < A < co. We can then invoke
Theorem 1.1, to see that ), satisfies the exterior corkscrew condition with constant

No = No(4M, 201,25 DC2 1) A, CoCrC40,280=1)0 g)

(see introduction to Section 3). Therefore, since 0 € 9, 0
(recall that diam(0€) = oo in Case I, and diam(0€Q) = dlam
there exists A4g = A™(0, 3) so that

<A0,2]1V>CB< )\Q (5.1)

dist (B <A0,41N0> R\ Oo) }VO (5.2)

Since ; — Qo, it follows that for all j large enough

< diam(0€x)

R
2
(o) = Ro 2 1)

Hence

<A0,4]1V > CB( )\Q C B(0,1)\ ©;. (5.3)

Hence for all j large enough Ay is a corkscrew point relative to B(0,1) N 0); for
R” \Qij with constant 4Np. This contradicts our assumption that 2; has no exterior
corkscrew point with constant N = 4Ny for the surface ball B(0,1) N 0€2; and the
proof is complete.

Part II. Large Constant Case

The extrapolation argument to augment small Carleson norm is in essence an in-
ductive process combined with delicate stopping time arguments. It requires us to
construct the so-called sawtooth domains on which we have better control of the Car-
leson measure norm. We explain the construction of these sawtooth domains and
auxiliary definitions in Section 6, to set the stage for the extrapolation argument.
In Section 7 we first state several key ingredients to be used in the proof, namely:
the framework of the extrapolation argument in Theorem 7.1 proved in [HMM1];
and Theorem 7.7, a criterion for uniform rectifiability proven as a combination of
[HMM1, GMT]. We then outline the proof of Theorem 1.6 using these ingredients
and the small constant result proven in Part I (i.e. Corollary 1.13), and in the pro-
cess reduce matters to two main steps, which are then carried out in two separate
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sections. In Section 8, we prove a technical estimate showing that a continuous pa-
rameter Carleson measure, restricted to a sawtooth subdomain, may be controlled
quantitatively by a discretized version of itself. Section 9 contains the most delicate
technical part of the proof, involving transference of the A,, property to sawtooth
subdomains. Finally in Section 10 we discuss the optimality of Theorem 1.6 and
present an important corollary.

6 Construction of Sawtooth Domains and Discrete Carleson
Measures

LEMMA 6.1 (Dyadic decomposition of Ahlfors regular set, [DS1, DS2, Chr]). Let E C
R™ be an Ahlfors regular set. Then there exist constants ag, A1,y > 0, depending
only on n and the constants of Ahlfors regularity, such that for each k € 7, there is
a collection of Borel sets (“dyadic cubes”)

]DDk::{QfCE:jE/k},
where _#}, denotes some index set depending on k, satisfying the following properties.

(i) E = Uje/k Q? for each k € Z.
(ii) If m > k then either Q™ C Qg’? or Q"N Q;‘? = 0.
(ili) For each pair (j,k) and each m < k, there is a unique i € _#p, such that
QF c Q.
(iv) diam Qf < A27F
(v) Each Qé“ contains some surface ball A(l’?, ap27F) = B(m?, a2 ") NE.
(vi) For all (j,k) and all p € (0,1)

Ht ({g e Qs distla, B\ Q) < p27* })
1 ({g e BAQ): dist(q,QF) < p27*}) < A1 Q). (6.2)

We shall denote by D = D(E) the collection of all relevant Qf, ie.,

D= UDk’ (6.3)
k

where, if diam(FE) is finite, the union runs over those k such that 27% < diam(E).

REMARK 6.4. For a dyadic cube Q € Dy, we shall set £(Q) = 27%, and we shall refer
to this quantity as the “length” of ). Evidently, /(Q) ~ diam(Q). We will also write
xq for the “center” of @), that is, the center of the ball appearing in (v).

Assume from now on that €2 is a uniform domain with Ahlfors regular boundary
and set 0 = H"1|sq. Let D = D(9N) be the associated dyadic grid from the previous
result. We first make a simple observation:
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COROLLARY 6.5 (Doubling property of the kernel). Let Q@ € D be a dyadic cube,
and Q € D be such that C;1(Q) < £(Q) < C14(Q) and dist(Q, Q) < C14(Q) for
some Cy > 1. Suppose w € RHy(o) for some p > 1, then for X¢q the corkscrew
relative to () we have

/~ (K@) do < C / (K52)? do, (6.6)
Q Q

with a constant C depending on C and the allowable constants and where k =
dw/do.

The proof is a simple corollary of the doubling property of the elliptic measure
(see Lemma 2.37):

L Xe(O wXe » 1
(é (K¥<)do)" < U(Q(V?) ~ a(c(g?) = ][QkXQda < (7{9 (K¥<)"do)".

Let W = W() denote a collection of (closed) dyadic Whitney cubes of € (just
dyadically divide the standard Whitney cubes from [Ste, Chapter VI] into cubes
with side length 1/8 as large), so that the boxes in W form a covering of Q with
non-overlapping interiors, and which satisfy

Adiam (I) < dist(41,99) < dist(I,99) < 40 diam (I). (6.7)

Let X (I) denote the center of I, let £(I) denote the side length of I, and write k = k;
if £(I) = 27%. We will use “boxes” to refer to the Whitney cubes as just constructed,
and “cubes” for the dyadic cubes on 0f2. Then for each pair I,J € W,

| L D)

ifINJ#90, then4 " < 80 < 4. (6.8)

Since I, J are dyadic boxes, then I NJ is either contained in a face of I, or contained

in a face of J. By choosing 79 < 27!V sufficiently small (depending on n), we may

also suppose that there is t € (%, 1) so that if 0 < 7 < 79, for every distinct pair
I,J e W),

(1+4n)IN(1+47)J £ 0 < INJ #0; (6.9)

and
tJN(14+47)I =0. (6.10)

Also, J N (1 4 7)I contains an (n — 1)-dimensional cube with side length of the
order of min{¢(I),¢(J)}. This observation will become useful in Section 9. For such
T € (0,79) fixed, we write I* = (1 4+ 7)1, I"* = (1 + 27)I, and I"** = (1 + 47)I for
the “fattening” of I € W.

Following [HM1, Section 3] we next introduce the notion of Carleson region and
discretized sawtooth. Given a cube ) € D, the discretized Carleson region
Dg relative to @ is defined by

Do ={Q eD: Q' CQ}.
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Let F be family of disjoint cubes {Q;} C D. The global discretized sawtooth
region relative to F is the collection of cubes @) € D that are not contained in any

Qj e F;

Dr:=D\ [ J Dg,.
Q,€F

For a given ) € D the local discretized sawtooth region relative to F is the
collection of cubes in D¢ that are not in contained in any Q; € F;

D]:Q = ]D)Q \ U DQj =Dg ﬂDQ. (6.11)
Q;EF

We also introduce the “geometric” Carleson and sawtooth regions. For any dyadic
cube @ € D, pick two parameters n < 1 and K > 1, and define

WS = {I e W:nil(Q) < U(I) < K2(Q), dist(I,Q) < K2£(Q)}. (6.12)

Taking K > 40%n, if I € W and we pick Q; € D so that ¢(Q;) = ¢(I) and
dist(1,09Q) = dist(I,Qy), then I € ng. Let X¢ denote a corkscrew point for
the surface ball A(zg,rg/2). We can guarantee that Xq is in some I € Wg pro-
vided we choose 1 small enough and K large enough. For each I € Wg, there is a
Harnack chain connecting X (I) to Xg, we call it H;. By the definition of Wg we
may construct this Harnack chain so that it consists of a bounded number of balls
(depending on the values of 7, K). We let Wg denote the set of all J € W which
meet at least one of the Harnack chains Hy, with I € Wg, i.e.

Wq = {J € W : there exists I € W% for which H; N J # 0}; (6.13)

Besides, it follows from the construction of the augmented collections Wg and the
properties of the Harnack chains that there are uniform constants ¢ and C' such that

ez l(Q) < (1) < CK=4(Q), dist(I,Q) < CK3((Q) (6.14)

for any I € Wg. In particular once 1, K are fixed, for any () € D the cardinality
of Wy is uniformly bounded. Finally, for every () we define its associated Whitney
region
U= |J I (6.15)
1€ Wo
We refer the reader to [HMI1, Section 3] or [HMM2, Section 2| for additional
details.
For a given @ € D, the Carleson box relative to ) is defined by

To=int | |J Uy |- (6.16)
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For a given family F of disjoint cubes {Q;} C D and a given Q € D we define the
local sawtooth region relative to F by

Qr o :=int U Ug | =int U Iy,
Q'EDr o 1eWr g

where Wr g = UQ’ED;,Q Weqr. Analogously, we can slightly fatten the Whitney
boxes and use I™ to define new fattened Whitney regions and sawtooth domains.
More precisely,

T¢) = int U Uy | Qr g :=int U Uy | Uy = U I,
Q'€Dg Q' EDE o IeWqr
(6.17)
Similarly, we can define T}", Q;-'*,Q and Ué‘)* by using I*** in place of I*™*.
One can easily see that there is a constant k9 > 0 (depending only on the
allowable parameters, 7, and K) so that

ToCTHCTY CTy CroBeNQ=:B5HNQ,  VQeD. (6.18)

Given a pairwise disjoint family F C D (we also allow F to be the null set) and
a constant p > 0, we derive another family F(p) C D from F as follows. Augment
F by adding all cubes @ € D whose side length ¢(Q) < p and let F(p) denote the
corresponding collection of maximal cubes with respect to the inclusion. Note that
the corresponding discrete sawtooth region D (,) is the union of all cubes @) € Dz
such that £(Q) > p. For a given constant p and a cube @ € D, let Dz (,,) o denote the
local discrete sawtooth region and let €z, ¢ denote the local geometric sawtooth
region relative to disjoint family F(p).

Given @ € D and 0 < € < 1, if we take Fy = (), one has that Fy(e£(Q)) is the
collection of Q" € D such that € £(Q)/2 < £(Q’) < e4(Q). We then introduce Ug =
Q7 (c(@)),@+ Which is a Whitney region relative to ) whose distance to 92 is of the
order of €£(Q). For later use, we observe that given Qo € D, the sets {Ug.c}qenq,
have bounded overlap with constant that may depend on ¢. Indeed, suppose that
there is X € Ug, NUg ¢ with Q, Q" € Dg,. By construction £(Q) ~ §(X) ~c £(Q’)
and

P)s

dist(Q, Q") < dist(X, Q) + dist(X, Q") Se £(Q) +£(Q') ~e £(Q).
The bounded overlap property follows then at once.

LEMMA 6.19 ([HM1, Lemma 3.61]). Let Q C R"™ be a uniform domain with Ahlfors
regular boundary. Then all of its Carleson boxes Ty and sawtooth domains QrF g,
O o are uniform domains with Ahlfors regular boundaries. In all the cases the im-
plicit constants are uniform, and depend only on dimension and on the corresponding
constants for €.
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We say that P is a fundamental chord-arc subdomain of 2 if there is I € W
and mj such that

my
P = int UI]* where I; € W and I N1 # 0. (6.20)
j=1

Note that the fact that I N I; # () ensures that ¢(I) ~ ¢(I;). Moreover PP is a chord-
arc domain with constants that only depend on n, 7 and the constants used in the
construction of D and W (see [HMU, Lemma 2.47] for a similar argument).

Given a sequence of non-negative numbers o = {a g} gep we define the associated
discrete “measure” m = my:

m(D):=> aq, DcD (6.21)
Qeb’
DEFINITION 6.22. Let E C R™ be an Ahlfors regular set, and let o be a dyadically
doubling Borel measure on E (not necessarily equal to H" *|pq). We say that m as
defined in (6.21) is a discrete Carleson measure with respect to o, if

D
[mllc := sup ”;((Qci) < 0. (6.23)

Also, fixed Qy € D we say that m is a discrete Carleson measure with respect to o
in QO if
m(Dg)
lmllcg,) == sup < 0. (6.24)
(@) QEDg, o(Q)

7 Proof by Extrapolation

In this section we present some powerful tools which will be key in the proof of our
main result. After that we outline the roadmap to pass from the small constant case
to the large constant case and thus finish proving Theorem 1.6.

We start with [HMM1, Lemma 4.5], an extrapolation for Carleson measure re-
sult which in a nutshell describes how the relationship between a discrete Carleson
measure m and another discrete measure m yields information about m.

Theorem 7.1 (Extrapolation, [HMM]1, Lemma 4.5]). Let o be a dyadically dou-
bling Borel measure on 95) (not necessarily equal to H"~!|5q ), and let m be a discrete
Carleson measure with respect to o (defined as in (6.21) and Definition 6.22), with
constant My, that is

ol e sup ™(0Q)
Imlle =S ) < M. (7.2)

Let m be another discrete non-negative measure on I defined as in (6.21), by

m) =Y By D cD

QeD’
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Assume there is a constant My such that
0<Bg < Mo(Q) forany Q €D (7.3)

and that there is a positive constant y such that for every Q € D and every family
of pairwise disjoint dyadic subcubes F = {Q;} C D¢ verifying

m (Drq)
mr = sup ———~— <7, 7.4
|| HC(Q) Q'ebyg U(Q,) ( )
we have that m satisfies

m(Drq) < Mio(Q). (7.5)

Then m is a discrete Carleson measure, with

~ m(Dg)

mll¢ := sup < Mo, 7.6
il = sup =S (7.6)

for some Ms < 0o depending on n, My, M1,y and the doubling constant of .

Theorem 7.7 ([HMM1, GMT]). Let D be an open set satisfying an interior
corkscrew condition with Ahlfors regular boundary. Then the following are equiva-
lent:

(a) OD is uniformly rectifiable.
(b) There exists a constant C' such that for every bounded harmonic function u in
D, i.e. —Au =0 in D, and for any x € 9D and 0 < r < diam(D), there holds

1

rnfl

/ |Vu(Y)|? dist(Y, D) dY < Cllul|?. (7.8)
B(z,r)ND

REMARK 7.9. Condition (7.8) is sometimes referred to as the Carleson measure
estimate (CME) for bounded, harmonic functions.

The direction (a) == (b) is proved by the first three authors of the present paper
[HMM1, Theorem 1.1], and the converse direction is proved by Garnett, Mourgoglou,
and Tolsa [GMT, Theorem 1.1]. As we have noted above, see Theorem 1.1, under
the uniform domain assumption, the statements (a) and/or (b) are equivalent to the
fact that D is a chord-arc domain.

The proof of Theorem 1.6 is rather involved thus we sketch below the plan of the
proof.

Proof of Theorem 1.6. We first reduce matters to the case on which A is symmetric.
To do so we observe that by [CHMT, Theorem 1.6], under the assumptions (H1)
and (H2), if wy, € Ax(o) then wrsm € Ax(o) where L™ = —div(AY™V) and
A = (%)%:1 is the symmetric part of A. Note that, clearly, A%™ is a
symmetric uniformly elliptic matrix in €2 with the same ellipticity constants as A.
It also satisfies (H1) and (H2) with constants which are controlled by those of A.
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Hence we only need to show (1) = (2) for L™ which is associated to the
symmetric matrix A%™. That is, we may assume to begin with, and we do so, that
A is symmetric.

Our main goal is to use the above extrapolation theorem with m and m two
discrete measures associated respectively with the sequences a = {ag}gep and

B = {Bg}oen defined by

aq= [ [VAWVPSWIAY, o= [ [VumPsIaY, (110
Uq

Ua

where u is an arbitrary bounded harmonic function in €2, such that ||u[ 1~ ) < 1; and
Ugq and U are as defined in (6.15) and (6.17) respectively. We would like to observe
that by the interior Caccioppoli inequality, B¢ clearly satisfies the assumption (7.3):

b= [ [WuRsIaY < - un [ vunfay

IeWq

<Y w / (V)2 dY

IeWq

SUQT [ )Py < 4@ % o(Q)
Q

where we have used (6.14), the bounded overlap of the family {/**};c)y, and (6.18).

We will take any family of pairwise disjoint dyadic subcubes F = {Q;} C Dg so

that (7.4) holds for sufficiently small v € (0, 1) to be chosen and the goal is to obtain

(7.5). To achieve this we will carry out the following steps:

Step 1: We first observe that (7.2) is equivalent to the Carleson measure assumption
(H2). This is a simple calculation which uses the fact that the Whitney boxes
I** which form U have finite overlap and the definition of T¢, in (6.16),
details are left to the reader.

Step 2: Given € > 0 we verify that the small Carleson hypothesis (7.4) implies that
if v = 7(e) is small enough, A satisfies the small Carleson assumption (with
constant €) in the sawtooth domain €% .. This is done in Section 8.

Step 3: We verify that under the hypotheses (Hl) and (H2), the assumption w €
Aso(o) in Q is transferable to any sawtooth domain, in particular, if we
write w, for the elliptic measure associated with L in QfQ, then w, €

Aco(H™™ 1]39;@) and the implicit constants are uniformly controlled by the
allowable constants. See Theorem 9.1 and Corollary 9.3.

Step 4: We combine Step 2 and Step 3 with Corollary 1.13 applied to the domain
Q% o and obtain that Q}’Q is a chord-arc domain. More precisely, note first
that Q% , is a bounded uniform domain with Ahlfors regular boundary
(see Lemma 6.19) and all the implicit constants are uniformly controlled by
those of €2, that is, they do not depend on @ or the family F. Also, Step
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3 says that w, € A (H”fl\ag}y ,) and the implicit constants are uniformly
controlled by the allowable constants. Hence for the parameter € given by
Corollary 1.13 (recall that we have assumed that A is symmetric), which
only depends on the allowable constants and is independent of @) or the
family F, we can find the corresponding v = 7(¢) from Step 2 so that A
satisfies the small Carleson assumption (with constant €) in the sawtooth
domain Q*}-,Q. Thus Corollary 1.13 applied to the domain Q}_-Q yields that
Q}’Q is a chord-arc domain with constants that only depend on the allowable
constants.

Step 5: We next apply Theorem 7.7 with D = Q% , to obtain that (7.8) holds with
D = O ;. Seeing that the latter implies (7.5) is not difficult. Indeed, note
that any Y € Qr ¢ satisfies 6.(Y') := dist(Y, 0QF ) ~7 6(Y) (here we would
like to remind the reader that Qr ¢ is comprised of fattened Whiney boxes
I* = (1+ 7)I while for Q% , we use the fatter versions I"* = (1 + 27)I).
Thus by (7.8), the fact that u is harmonic and bounded by 1 in €, and so
in Q;Q, and a simple covering argument, we can conclude that

W (Dr) < / Va2 (V)dy ~ [ [Vul26.(v)dY

Q}‘,Q Q]:,Q

S [ IVuPa()aY £ dim(@50)" ! ~ 6Q)" ! ~ (@)

Q¢
which is (7.5).

After all these steps have been carried out the extrapolation for Carleson mea-
sures in Theorem 7.1 allows us to conclude that m is a discrete Carleson measure. In
other words, we have proved that any bounded harmonic function in € satisfies (7.8)
with D = €. As a result, and by another use of Theorem 7.7 this time with D = €,
we derive that 9 is uniformly rectifiable. This completes the proof of Theorem 1.6
modulo establishing Step 2 and Step 3 and this will be done in the following sections.

O

REMARK 7.11. For convenience, we augment F by adding all subcubes of @ of
length 27V¢(Q), and let Fx denote the maximal cubes in the resulting augmented
collection. Note that for each N > 2, the sawtooth domain Qr, o is compactly
contained in © (indeed is 27V¢(Q)-away from 0€2). Note that Dx, o C Dg,, o C
D g for every 2 < N < N'. In particular, mx, < mg,, < mgs and thus

mr satisfies (7.4) = my, also satisfies the (7.4) with a constant independent of N.

We are going to prove Step 2 and Step 3 for the sawtooth domain Qg ¢, with
constants independent of N. Then by Step 4 and Step 5, we will have

m(Dry,q) < Mio(Q), (7.12)
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with a constant M independent of N, and thus (7.5) follows from monotone conver-
gence theorem by letting N — oo. To simplify the notations we drop from the index
N from now on and write F = Fy but we keep in mind that the corresponding
sawtooth domain Qr g is compactly contained in €2.

8 Consequences of the Small Carleson Hypothesis in the
Extrapolation Theorem

Set Q. := Q%  and let € be given. The goal is to see that we can find v = y(¢) € (0,1)
so that (7. 4) 1mphes

/ IVAY)26.(Y)dY < e, (8.1)
B(z,r)NQ.

for any z € 9, and any 0 < r < diam(09%). To see this we fix z € 9, and
0 < r < diam(99,) =~ ¢(Q). Using that Q, C Q one has that §.(Y) < §(Y) and
therefore (8.1) follows at once from

/ IVAY)|?6(Y)dY < er™ L. (8.2)
B(z,r)N2

To show (8.2), we let ¢ € (0,1) be a small constant and M > 1 be a large constant
to be determined later, depending on the values of n, K used in the definition of W%
n (6.12). We consider two cases depending on the size of r with respect to §(x) for
x € 0" Recall that €, is compactly contained in €, thus 6(z) > 0 for any x € 0.
Case 1. 7 < cd(x). Since x € 0Q, = 0QF , there exist Qy € Drg and I, €
Wq. such that x € 0I;*. We choose and fix ¢ sufficiently small (depending just on
dimension), so that B (:L' r) is contained in 2I,. We consider two sub-cases. First if
r < ywd(z) then we can invoke (H1) to obtain

/ VAY)25(V)dY < / VAY)25(Y)dY
B(z,r)NQ, B(z,r)n2I,

< / s(Y) tay
B(z,r)n2I,

~ (L) e 8() e < e L (8.3)

~

On the other hand, if v»d(z) < r we note that

B(z,r)nQ.c2L,nQ.c |J (Uyn2L).
Q' EDE o

It is clear that from construction if Up), N 21, # 0 then £(Q’) ~ £(I;) ~ d(x). Note
also that #{I e W:IN2I, # 0} < C, hence #{Q' € D: Uh N2Ly # 0} S Copie
Thus, observing that Q' € Dr ¢ for every Q' € Df o we obtain from (7.4)
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/ IVAY)|?6(Y)dY
B(z,r)NQ.

< Y /U IVAY)Ps(Y)dY = > ag

Q' EDr o Q' EDr o
Ug, 20, 22 Uz, 20, 2o
< Y o mrg) <y Y. o@) S d@) Tt Syt (84)
Q'EDF g Q' EDr o
Uz, M2, 22 UL ML

Case 2. M~14(Q) < r < diam(d,) ~ £(Q). This is a trivial case since by con-
struction and (7.4) we obtain

/ IVAY)?6(Y)dY
B(z,r)NQ.

< > /U*,|VA(Y)|25(Y)dY

Q'EDr g

= Y ag =mDrg) <y0(Q) = (@) =y (8.5)

Case 3. ¢d(z) < r < M1 4(Q). Pick & € 89 such that |z — & = 6(z) and note that
B(z,7) C B(%,(1+ ¢ 1)r). Note also that if Q' € Dz is so that Uy N B(x,7) # 0
then we can find € Wy and Y € I** N B(x,r) so that by (6.14)

N U(Q) SUD) = 6(Y) < |V =2+ () < (1+c 7.
and for every y € @,

ly — 2] < diam(Q") + dist(Q’, I) + diam(I) + |Y — z| + |z — |
SKHQ)+r+0(x) SKin s(1+c )

Consequently, if we write M’ = C Kz 72 (14 ¢ 1) and choose M > M, it follows
that £(Q') < M'r < (Q) and Q' C A(&, M'r) =: A

We can then find a pairwise disjoint family of dyadic cubes {Qk}fj:l with uniform
cardinality N (depending on Cap and n) so that 271 M'r < Q) < M'r, QpNA
() for every 1 < k < N ,and A’ C ngl Q- Relabeling if necessary, we can assume

that there exists N’ < N so that A'NQ C U,ivz/l Qr and each Q) meets A’ N Q
for 1 < k < N’. We would like to observe that necessarily N’ > 1 since we have
shown that Q" C A’ for every Q' € D g so that Up, N B(x,r) # 0. Also Q) C @ for
1<k < N since £(Qy) < M'r < £(Q) and Qy, meets (). Moreover, for every such
a Q" we necessarily have Q" C Qy for some 1 < k < N’ since Q' € A’ N Q, hence
Q' meets some Q and also £(Q') < M'r < 2¢(Qy) which forces Q' C Q. All these
and (7.4) readily imply
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/ IVAY)|?6(Y)dY
B(x,r)NS2.

< ) /yVA(Y)Pa(Y)dY: Yo oy

Q/GD}‘,Q Ug?/ Q’ED;yQ
Ué,ﬂB(x,r)#@ Ué,ﬂB(x,r);éZ
N’ N’ N’
S SID IR SHb SEPR SYICI
kzl QIED}-yQ k:l QIED]—‘,Qk k:1
Q'CQrCQ
]’\7/
<> a(@Qr) S (8.6)
k=1

Combining what we have obtained in all the cases we see that (8.3), (8.4), (8.5),
and (8.6) give, since 0 < v < 1, that

1 1
[ vAmPsaY < '
r B(z,r)NQ.,

for some constant Cy > 1 depending on the allowable constants and where we recall
that ~ is at our choice. Hence we just need to pick v < (C’_le)” to conclude as
desired (8.2).

9 Transference of the A, Property to Sawtooth Domains

In this section we show that the A, property for the elliptic operator L in §2 can
be transferred to sawtooth subdomains with constants that only depend on the
allowable constants. We first work with sawtooth subdomains which are compactly
contained in €2 and then we consider the general case using that interior sawtooth
subdomains exhaust general sawtooth domains.

Theorem 9.1. Let Q C R" be a uniform domain with Ahlfors regular boundary.
Let A be a symmetric uniformly elliptic matrix on Q and L = — div(AV) . Assume
the following two properties:

(1) The elliptic measure wy, associated with the operator L relative to the domain
Q is of class Ao with respect to the surface measure.

(2) For every fundamental chord-arc subdomain P of €, see (6.20), the elliptic
measure associated with L relative to the domain P is also of class A, with
respect to the surface measure of P, with uniform A, constants.

For every () € D and every family of pairwise disjoint dyadic subcubes F = {Q;} C
Dg, let Q, = Qr g (or Q, = Q}Q) be the associated sawtooth domain, and w, and
O = H"‘llag* be the elliptic measure for L and the surface measure of Q.. Then
ws € Axo(04), with the Ay, constants independent of @) and F.
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Note that if A is a non necessarily symmetric matrix satisfying hypotheses (H1)
and (H2) in Q, we can easily verify it also satisfies the Kenig-Pipher condition relative
to every fundamental chord-arc subdomain. Indeed, since P C Q then dp(-) < 4(+)

and (H1) in P is automatic. On the other hand, let P = int (U;”:ll IJ*> with I; e W
and I NI; # 0 and take z € P and r < diamP < ¢(I). Note that (H1) implies

IVA(Y)|? < 4(I)72 for every Y € P since §(Y) =~ £(I) , hence

1 1 it
Y)Pop(Y)dY < ———— Y)Y < ———
yn—1 /B(I’T)QP|VA( >| 519’( )d ~ 7“”_15([)2 /B(I,T)W‘SP( )d ~ Tn—lg([)2

<1 (9.2)

That is, (H1) in P holds as well. Thus by [KP] (and the slight improvement in
[HMT1]), and the fact that chord-arc domains can be approximated by Lipschitz
domains, one obtains that the elliptic measure for L relative to P is also of class
A with respect to the surface measure of P and (2) in the previous result holds.
On the other hand, [CHMT, Theorem 1.6] asserts that for any uniform domain {2,
and under the assumptions (H1) and (H2), one has that w;, € Ax (o) if and only
if wrsm € Ax(0) where L™ is the operator associated with the symmetric matrix
AT = (%)?]:1 Note that A™ is also a uniformly elliptic matrix in Q with
the same ellipticity constants as A and satisfies (H1) and (H2) with constants which
are controlled by those of A. With all these observations we immediately get the
following corollary:

COROLLARY 9.3. Let  C R™ be a uniform domain with Ahlfors regular boundary.
Suppose that A is a (non necessarily symmetric) uniformly elliptic matrix on ) sat-
isfying the hypotheses (H1) and (H2), and that the elliptic measure wy, associated
with the operator L relative to the domain € is of class A, with respect to the sur-
face measure. Then the elliptic measure associated with L relative to any sawtooth
domain is of class As, with uniform constants.

Proof of Theorem 9.1. The proof Theorem 9.1 has several steps. We work with Q, =
QF @ as the proof with Q*FQ is identical. We first assume that the sawtooth domain
2, = Qr ¢ is compactly contained in 2 and show that w, € Ay (o), with the Ay
constants independent of () and F. Here we use w, to denote the elliptic measure
associated with L relative to (2..

Under the assumption that €2, is compactly contained in 2, for @ fixed, let N
be an integer such that dist({%,9Q) ~ 27N¢(Q). Then €, if formed by a union of
fattened Whitney boxes of side length controlled from below by ¢27V/(Q) hence
Q, clearly satisfies a qualitative exterior corkscrew condition, that is, it satisfies the
exterior corkscrew condition for surface balls up to a scale of the order of 27 V4(Q).
In the case of the Kenig-Pipher operators, this information alone does not suffice
to derive the desired A,, property, with constant independent of N; however this
does give us the qualitative absolute continuity wff < o, for any X € Q, (since 2,
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is a chord-arc domain with constants depending on N). Note that Theorem 9.1 is
nonetheless written for a more general class and it is not obvious whether we can
automatically have the desired absolute continuity. This will be shown in the course
of the proof.

Our main task is to then show that w, € Ay (0«) with constants that depend
only on the allowable constants. If we write k, := dw,/do, for the Radon-Nikodym
derivative, by the change of pole formula Lemma 2.32, obtaining w, € Aso(0x),
it is equivalent to prove the following: there exists an exponent p € (1,00) and a
constant C' depending only on the allowable constants such that for any surface ball
A, = B, N0, centered at 0€),, with radius smaller than the diameter of 9€,, and
for X = XA, € Q. N By, a corkscrew point relative to A,, the following holds

/A (k)" do. < Co (AP (9.4)

Since diam(€) ~ £(Q), it is easy to see by a standard covering argument and
Harnack’s inequality that it suffices to prove (9.4) for 7, < M '(Q), where M is a
suitably large fixed constant. By hypothesis (1), wy, € Ax(0), hence it belongs to the
reverse Holder class with some exponent p; > 1 (see (2.12)). Also, by hypothesis (2)
we know that the elliptic measure relative to any fundamental chord-arc subdomain
P satisfies an A, condition with respect to the corresponding surface measure with
uniform bounds. In turn, there exists po > 1 and a uniform constant so that any
of these elliptic measures belong to the reverse Holder class with this exponent
p2 and with the same uniform constant (see (2.12)). We shall henceforth set p :
min{pi, p2}, and it is for this p that we shall prove (9.4).

To start with the proof, recall that as observed above, since dist(2,00) =~
27N(Q), it follows that all the dyadic cubes Q' € Dz have length £(Q') >
27N(Q), and the cardinality of Dz g is bounded by a constant C(N). Hence
Q. = Qr o is formed by the finite union of Whitney regions Uy with Q" € Dr g
satisfying £(Q') = 27V4(Q). In turn each Ug is a polyhedral domain consisting of
a finite number of fattened Whitney boxes with side length of the order of £(Q"). In
particular there exists a finite index set N, so that

o c |Jo(Uh)noo. = | s (9.5)
1EN. 1EN.

where S% # () for each i € N, int((I*)*) C Qu, and £(I%) = 2=V, For each I', with
i€ N, we pick Q' € DF g such that Wg: > I ¢ (there could be more than one such
a @' in which case we just select one). Note that different I*’s may correspond to
the same Q?, but each @’ may only repeat up to a finitely many times, depending
only on the allowable constants. Since S? is contained in the boundary of a fattened

Whitney box (I%)*,

diam(S%) < £(I') ~ £(Q"), and dist(S%,00Q) > dist((I)*,0Q) ~ £(Q").  (9.6)
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On the other hand, the fact that S. C 0, means that I" intersects some J* € W
so that if J* € Wg» then Q" ¢ Dg . If we pick Q' € D so that £(Q") = £(J%)
and dist(J,0Q) = dist(J*, Q") then as mentioned right below (6.12) we have that

Jie WO C We:, therefore Q" ¢ Dz . Recalling (6.10) and the comments after it,

we know that tJ* C Q\ Q, and 9 ((I*)*) NI contains an (n — 1)-dimensional ball
with radius of the order of min{¢(1%), ¢(J*)} ~ ¢(I*). Denote that (n— 1)-dimensional
ball by A% C S:. This implies, combined with (9.6), that

r(AL) & diam(S?) ~ £(I') = £(Q) ~ dist(S%, 9N) ~ dist(AL, HQ). (9.7)

At this stage we consider several cases. In the Base case, see Lemma 9.9, we
treat surface balls A, with small radii so that A, is contained in a uniformly bounded
union of Whitney cubes of comparable sides. In the case when A, is large we de-
compose the intersection of A, in small pieces to which the base case can be applied
(Step 1). We then put all the local estimates together to obtain a global one (Step
2). This requires Lemma 9.33 and to consider several cases to account for all the
small pieces.

Let A, = B,NOQ C Q, with By, = B(xx,74), T« € 00y and 0 < r, < diam(0S2).
Since €2 is a uniform domain (see Lemma 6.19), we can pick Xa, C B, N, a
Corkscrew point relative to A, in €., so that 6,(X) := dist(X, 0€Q.) ~ r.. Write

A, C U St where Na. :={i € N, : A, NS #£ (). (9.8)
1ENA,
(|

LEMMA 9.9 (Base case). Using the notation above we have that w, < o, in 0f,.
Moreover if there exists i € Na, such that r, < Z¢(I')% then

/A (k) do < 00207 (9.10)

where k, := dw,/do., p is as above, and the implicit constant only depends on the
allowable constants.

Proof. We first claim that

2A, ¢ | 8¢ and 2B.nQ.C ) () (9.11)
i’ €N i’ EN,
I'nli+e I'Nlite

In fact, for any i € N, if ST intersects 2A,, or if 2B, N Q, intersects (I'')*, then
our current assumption gives

dist ((I')*, (I")*) < dist ((I')* N 2B,, (I")* N 2B,) < diam(2B,) = 4r, < -((I"),

l\D\\\

6 Recall that 7 € (0,79) is the fattening parameter so that I* = (14 7)I for each Whitney cube
1.
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and thus

By the choice of 7, i.e., by (6.9), we then have I* N I # () and the claim is proved.
Next, let m; denote the maximal number of Whitney boxes intersecting I*. Note
that m; only depends on the constructions of the Whitney cubes, hence just on
dimension. By relabeling (9.11) we write

2A, ¢ | J 8¢ and 2B.nQ.c | JU) (9.12)

=1 =1

Moreover by (9.7), for each i/ = 1,...,m1, we have diam(S?) ~ ¢(I"") ~ ((I7). Set
then

P := int (mU (IZ”)*) C Q.,

/=1

which by construction is a fundamental chord-arc subdomain P of €2, see (6.20).
Note that since 2B, N Q. is open then (9.12) says that 2B, N Q. C P and hence
2B, N, = 2B, NP. This and the fact that {2, and P are open readily implies that
2B, N0 = 2B, N OP. Moreover, XA, € P (since X € B, N{,) and

dist(Xa., OP) ~ 8,(Xa.) ~ 1y < %e(zi) < gdiam(IP’) < diam(P). (9.13)

Let Xp be a Corkscrew point for the domain P, at the scale £(I?) ~ diam(P), i.e., Xp
is a Corkscrew point in P relative to the surface ball consisting of the entire boundary
of P. Thus in particular, dist(Xp, OP) ~ diam(PP) > 2r,, hence dist(Xp, OP) > 2o 7,
for some uniform 0 < ¢y < 1/4.

Set ui(-) := G«(Xp,-) and ua(-) := Gp(Xp,+) in 2B, N Q, = 2B, NP where G.
and Gp are the Green functions for the operator L and for the domains 2, and P
respectively, and where as observed above Xp € P C Q.. Fix y € %B* N o, =
%B* N JP and note that B(y, cory) C 2B,. Note that if Z € B(y, cors) then

2cory < dist(Xp, OP) < | Xp —y| < | Xp — Z| 4+ |Z —y| < | Xp — Z| + cors,

and |Xp — Z| > cor«. As a consequence, B(y,cory) C 2B, \ B(Xp,cor.). Hence,
Lu; = 0 and Lugs = 0 in we weak sense in B(y,cors) N Qe = B(y,cors) NP and
both are continuous in B(y, cor«) N Qs = B(y, cors) N P. In particular both vanish
continuously in B(y, cors) N 0 = B(y,cors) N OP. This means that we can use
Lemma 2.26 in D = P to obtain that for every Z € B(y, cor«/8),

u(2) X e 2)

u(Z) u2 (XA, (g cor./2))

(9.14)
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where X% As(y.cor./2) 1 @ corkscrew relative to B(y,cor«/2) NP for the fundamental
chord-arc domain P. On the other hand Lemma 2.35 applied in 2, (which is uniform
with Ahlfors regular boundary and the implicit constants are uniformly controlled,
see Lemma 6.19) and P (a fundamental chord-arc domain) gives for any 0 < s <
COT*/Qa

ul(XZ (y, s)) ~ wfp(A*(y? 5)) Sn_27 UQ(XEp(y,s)) ~ wIPi(]P(AP(y> 3)) 3n_27 (915)
where X3 ) is the corkscrew point relative to A(y,s) = B(y,s) N0, for the
uniform domain €, X3 As(y.s) 18 the corkscrew point relative to Ap(y,s) = B(y, s)NOP
for the fundamental chord-arc uniform domain P, and wp stands for the elliptic
measure associated with the operator L relative to P. Note that from the definition

of corkscrew condition and the fact that B(y,s) N Q. = B(y,s) NP it follows that
XZ*( S)’Xz]p(y s) S B(y7 S) N Q* - B(y, S) NP and also

dist(XA, (.0 O%) ~ dist(XA (), OP) ~ dist(Xa,(, ¢, O%) = dist(Xx,(, ¢, OP) ~ 5.

Consequently ur (X3 ) & ul(XAP(y,S)) and ur (X3, cor. /2)) = WXR (g cor. 2)
All these, together with (9.14), (9.15), and Lemma 2.28, give for every 0 < s
cor«/8,

)
<

Wit (As(y, 8))
wi® (Ap(y, ))
nXA g, s)) N N
( ) u2 (XAJP(y,S)) u2 (Xiﬂp(y,cor*/g) ))
XA e /z) w20 (AL (y, cora/2)
(XK (arsn) o T (Bl cora/2)

With this in hand, we note that since y € A,(zs,3r.) = 3B, NIQ = 3B, N
OP = Ap(xy, %r*) and 0 < s < ¢or,/8 are arbitrary we can easily conclude, using a

(XX, ) XK e 2)

~ 1. (9.16)

Vitali covering argument and the fact that both wX* and w?ﬂp are outer regular and
doubling in A, (2, 3r.) = Ap(zs, 57.), that wXP’ (F) ~ wi? (F) for any Borel set F C
Ay (s, %r*) = Ap(xy, %r*) Hence wX* < w P L wXFin A (24, 37"*) Ap(xy, %r*)
From hypothesis (2) in Theorem 9.1 we know that wp < op := H" ! gp, hence
in particular w, < o, in Ay (x,, 27"*) This, (9.16), and Lebesgue’s differentiation
theorem readily imply that

kX*(y) = ka?(y), for H" L-almost all y € Ay (24, 74) = Ap(T,74), (9.17)

where kp := dwp/dop and k. := dw,/dop.
We next observe that Lemma 2.32 applied with D = Q. (along with Harnack’s
inequality for the case 7, ~ £(I%)) and Lebesgue’s differentiation theorem yield

1

K (0) ~
W ()

kX7 (y) for o,-almost all y € A,. (9.18)
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Since P is a fundamental chord-arc subdomain PP of €2, see (6.20), as observed above
wp belongs to the reverse Holder class with exponent po > 1 and so with exponent
p = min{p1,p2}. We find that since o, = op in Ay, = Ay (x4, 7)) = Ap(Ts,74),

/A* (ka*)de* < m /A* (kfn»)pdg* ~ W ][AP(I*’T*) (kﬂ)ﬁ’)pda]p

X
< op(Bp(z, 7)) [ wp (Ap(@s, 7)) ' ~ o (AP
(W (AL)” \ or(Ap(zs, 7)) Q)P

where we have used (9.18), (9.17), that o, = op, the reverse Holder estimate with
exponent p for kp, and that both 92, and 0P are Ahlfors regular sets with uniform
bounds.

To complete our proof we need to see that w, < o, in 0. Let us observe
that we have already obtained that w, < o, in A(zy, %r*) where z, € 09, is
arbitrary and r, < Z¢(I") for some i € Na,. We may cover 99, by a finite union of

surface balls A, (xj,r;), with r; = %Z(Q), where M is large enough to be chosen,

whose cardinality may depend on N and M. Note that for every i € N, we have,
as observed before, that ¢(1%) > 2=N¢(Q) > %2];; 0(Q) if we pick M large enough.
Hence, for every j, it follows that r; < g4(1 %) for every i € N, and in particular for
every i € N, A.(z,r,)- Hence the previous argument yields that w, < o in Az, %rj)
for every j and consequently w, < o, in 0. O

REMARK 9.19. We would like to emphasize that the fact that w, < o, in 0€), is
automatic for the Kenig-Pipher operators. In fact as observed above €, is a chord-
arc domain and hence w, € Ay (0,) (albeit with constants which may depend on
N). The previous argument proves that the more general hypothesis (2) in Theorem
9.1 also yields w, < g, in 0f),.

Once the Base case has been established we can focus on proving the Ay
property for the sawtooth. With this goal in mind we fix a surface ball A, = B, N
0 C Q, with B, = B(z,74), .« € 0, and 0 < r, < diam(0€). Let X =
XA, C B.NQ, be a Corkscrew point relative to A, in €, so that 0.(X) ~ r.. Our
goal is to show (9.4). As explained above we may assume that 7, < M; '4(Q), for
some M large enough to be chosen. The Base case (Lemma 9.9) yields (9.4) when
e < ZL(I') for some i € Na,. Hence we may assume from now on that r, > Z¢(I%)
for every i € Na,.

Step 1. Show that

X\P X\P
/A* (k¥)"do. < > /Q (x*)" do, (9.20)

Z'G.N’A*

where we recall that Q' € Dr g is so that I i e Wg: for every i € N, and where
k = dwy/do.
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To see this, by (9.8), it suffices to obtain

J

for each i € Na_. Fix then such an i and cover S by a uniformly bounded number
of surface balls centered at 0€), with small radius Ai’l = Bi’l N oS, where S}; ﬂAi’l %+
() and T(Ai’l) ~ cdiam(S?) ~ c/(I'), the constant c is chosen sufficiently small
(depending on 7), so that r(A%') < (7/8)¢(I%). Hence in the present scenario,

i

(kf)”do*,g/ (x*)" do. (9.21)

[
*

0. (X) ~ry > r(AL). (9.22)

We further choose ¢ small enough so that

2A ¢ ) Y and 2BMna.c | 1) (9.23)
i'eN. i'eN.
I' NI+ I'nli£o

Note that there are at most a uniformly bounded number of such ¢, for each I. In
each A% we can use the Base Case, Lemma 9.9, since by construction T(Ai’l) <
(7/8)4(I%) and hence (9.10) implies that

X i .
[ (85 o S ity (9.21)
ALl

where X At is a corkscrew point relative to Ai’l in Q,. Using Lemma 2.32 ap-
plied with D = Q, and Lebesgue’s differentiation theorem we have that ki (y) ~

. X il .
wX (A K, 27 (y) for op-a.e. y € AY'. As a result, using (9.24),
. X il . .
/ () do = (W (A1) / (1) o < (X (A ou (Al
ALt AL

(wX (A WX (AP
NG ((jfﬁ,;) 50*<A1><;; ((AA:))) , (9.25)

where we used the Ahlfors regularity of o, and the doubling properties of w,.. We

claim that ' '
WX (A _ WX (@)
o.(AL) ™ o(Q)
To see this write u1 (V) = w) (Al) and up(Y) = wY&Qi) for every Y € Q. and note
that Lu; = Lus = 0in Q, C Q. For Y € AL C Q, C Q we have us(Y) > 1 by
Lemma 2.28 applied in D = Q, Harnack’s inequality, (9.7), and (6.14). Thus the
maximum principle applied in the bounded open set . yields that u;(Y) < ua(Y)

for every Y € €, hence in particular for Y = X. This and the fact that 9 and
02, are Ahlfors regular (see Lemma 6.19) give as desired (9.26).

(9.26)
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Combining (9.25) and (9.26), and using Holder’s inequality and Ahlfors regularity
of 0,04, we get

/A (Y do. 5 0(@) (‘ﬁgf?)p < /Q (6¥) do (9.27)

We recall that S? is covered by a uniformly bounded number of surface balls AL
Thus summing in [ we conclude (9.21) as desired. This completes Step 1.
Step 2. Study the interaction of the elements of the family {Q" : i € Na, }.

Recall that @ € D is the fixed cube in 0€2 we start with so that ., = Qr o, and
that Q' € Dz . We first note that for every i € Na,

dist(A., Q) < dist(S: N A,, Q) S UQY) ~ 4(IY) < . (9.28)

Pick # € @ such that dist(#, A,) = dist(Q,A,). If 2 € Q \ Q, we replace it by
a point, which we call again &, belonging to B(Z,r./2) N @, so that & € @ and
dist(#, A,) < 7. We claim that there is a large constant C' > 1 such that Q' C A;
where Ay := B(Z,Cr,) N 9Q. Indeed if y € Q° then

ly — 2| < diam(Q") + dist(Q", I') + diam(I°) + |y’ — &[ < rs,

where we have picked y* € St N A, for each i € Na_.

Consider next the covering Ay C U]kvzllpk, where N7 depends on Ahlfors regularity
and dimension, and {Pk}év:ll is a pairwise disjoint collection of dyadic cubes on
092, of the same generation, with length ¢(Py) ~ r,. Since in the present scenario,
Q%) < 7., we may further suppose that £(Py) > £(Q°) for every i. Moreover, since
we have assumed that r, < M 1€(Q), taking M, large enough we may assume that
0(Py) < 0(Q) for every 1 < k < Nj.

Note that

N,
U Ql C A C U Py.
1E€ENA, k=1

By relabeling if needed, we may assume that there exists Ng, 1 < Ny < Nj, such
that P, meets some Q°, i € Na_, for each 1 < k < Ny. Hence UieNA* Q' C UQZQ b,
and, necessarily, Q* C P, C @Q, and since Q° € Dg g, it follows that P, € Dx g for
1<k <Ns.

For future reference, we record the following observation. Recall that X is a
Corkscrew point relative to A, = B, N 08, for the domain §; i.e., X € B, N,
with 0.(X) =~ r.. By (9.28) and for every 1 < k < Ny if we pick some i so that
Q' C P, we have

re /2 0.(X) < 8(X) < dist(X, P,) < dist(X, Q")
<X — xi| + 27 + dist(Ay, Qi) S 1 = L(Py).
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Recalling that Xp, denotes a corkscrew point relative to the dyadic cube P we
then have that 6(X) =~ ¢(Px) ~ §(Xp,) and also | X — Xp, | < ¢(Px), hence by
Harnack’s inequality w¥ ~ w*? and eventually kX ~ k*7 g-a.e. in Q. On the
other hand, we have already mentioned that hypothesis (1) in Theorem 9.1 says that
w € RH), (o), which clearly implies w € RH, (o) since p < p;. Note that this reverse
Holder condition is written for surface balls, but it is straightforward to see, using
Lemmas 6.1 and 2.37, that the same reverse Holder estimates hold for any dyadic
cube. All these, and the fact that both 92 and 02, are Ahlfors regular (see Lemma
6.19) lead to

/R (1) do 5 o (P2) (W)p <o(P)'TP R (AN, (9.29)

for each k, with uniform implicit constants.

As mentioned above, for every i € /\[*, there exists J* € W so that I N J* - 0
and so that if we pick Q" € D with £(Q") = £(J*) and dist(J*,09) = dist(J*,Q")
then Q' ¢ Dz . In particular

(QY ~ Q) and  dist(Q', Q") S Q). (9.30)

By the definition of Dr g, él ¢ Dr ¢ means either Qvl C 00\ Q, or sz C Qj, for
some Qj € F. Given 1 < k < Ny, for each i € Na_, we say i € Ny(k), if the first
case happens, with Q° C P; and if the second case happens with Q; € F, and with
Q' C Py, we say i € N;(k). For the second case we remark that

dist(Q;, Pr) < dist(Q*, Q") S €(QY) < (Py). (9.31)
For each k, 1 < k < Ny, we set
Fi(k) :={Q; € F: i e Nj(k), £(Q;) = £(Pr)}
and
Fa(k) :={Q; € F: i € Nj(k), £(Q;) < &(Py)}.

With the previous notation, (9.20), and the fact that (J;cp,, Q' C URz, Py, we
obtain
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ZGNA Q

N
sz( IR / )
k=1 \ieNo(k) @' Q,EF ieN, (k

52( /(kXPk do+ > Z/ (kX7 )P
1€N (k) Q!

Q,EF1(k)ieN; (k)

TS fwnre) o

Q,EF(k)ieN; (k)

where we have used that k¥ ~ kX7, g-a.e. in 9.
At this stage we need the following lemma. We defer its proof until later.

LEMMA 9.33. Let D be an open set with Ahlfors regular boundary and write o =
H" Y op. Let Q € D = D(ID) and suppose that ' C D is such that each Q' € I/
satisfies one of the following conditions for some C > 1:

e ' C Q and dist(Q', 00\ Q) < C14(Q").

e Q'NQE=0,4Q) < C14(Q) and dist(Q', Q) < C14(Q").
Then there is a subcollection of distinct cubes {va}fr\?:l C D, all of the same
generation, with Ny = Na(n,Cag,C1), satisfying (Q) < £(Qn) < C24(Q) and

dist(@m,Q) < CY(Q), with Cy = Co(n,Cygr,Ch), for every m, such that for any
s>1if0< heLj (0D,0) then

> / hdo < Cs0(Q )mzl (f@ hsdcr)i (9.34)

Q/ cn’

where Cg = Cg(n, CAR7 Cl, S).
As a consequence, if there exists C| so that for each m, 1 < m < Na, there holds

<][N hsda) e ][~ hdo (9.35)
Qo o

> / hdo < c4 Z / hdo (9.36)

Qle]D)/
with Cy = C3(n, Car, C1,s,CY).

then

REMARK 9.37. It follows from the proof of that if Q" C @ for all Q" € D' (i.e.,
we only consider the first case), then there is only one @,,, namely the unique one
containing () satisfying the given conditions.
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REMARK 9.38. Suppose that we are under the assumptions of the previous result.
Assume further that D is a uniform domain with Ahlfors regular boundary and that
wr, € RH,(0). Then, if k;, = dwr,/do it follows that

> / XQ " do </ (k%2)" do, (9.39)

Ql ch’

with an implicit constant depending on the allowable constants of D, C, p, and the
implicit constant in the condition wy, € RH,(0).

To see this we recall that from Gehring’s Lemma it follows that there exists
s > 1 such that w;, € RHps(o). This, combined with Harnack’s inequality, implies

that (9.35) holds with h = (ka)p. As a result (9.36) readily gives (9.39):

SRS IO A

QIED/
N, B
$Y (@) P Se@M,
m=1

where we have used Harnack’s inequality (to change the pole of the elliptic measure
from Xq to X5 o and the fact that Ny is uniformly bounded).

We will use the previous remark to estimate (9.32). Fixed then 1 < k < Ny and
we split the proof in three different steps.
Step 2.1. Estimate for Ny(k).

If i € No(k) we have Q' € 90\ Q C 90\ P, and

dist(Q', 00\ Py) < dist(Q", Q) < £(Q").

Since Q' C Py, we may apply Lemma 9.33 to P, and the collection D' := {Q* : i €
NMo(k)} (note that we are in the first scenario), to obtain by Remark 9.38

> / (k*) do < / (k*7) do < o (AP, (9.40)

’LENO

where in the last inequality we have used (9.29).
Step 2.2. Estimate for Q; € Fi(k).

By (9.31), the cardinality of Fi(k) is uniformly bounded. Moreover, for each
Q; € Fi(k) we necessarily have Q; N P, = (), since otherwise, the condition ¢(Q;) >
{(Pg) guarantees that Py C Qj, and thus Q' C P, C Q; € F. This contradicts that
Q' € Dg . On the other hand Q; N P, = @ implies @’ C Qj C O\ Py, for each
i € Nj(k). Combined with (9.30), this yields

dist(Q%, 00\ P) < dist(Q", Q") < 4(QY).
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Applying Lemma 9.33 to Py and the collection D' = {Q" : i € Nj(k)} (note that
we are in the first scenario), we obtain from (9.39)

Z / kXPk do < / (kXPk)de' 5 U*(A*)l_p7 (941)
ieN; (k)

where again we have used (9.29). The above estimate holds for each @Q; € Fi(k),
which as uniformly bounded cardinality, hence

>y / (k*7) do < o (AP (9.42)
Q;€F1 (k) ieN; (k)

Step 2.3. Estimate for Q; € Fa(k).
For each Q; € F2(k) we claim that

> / (x*7)P do < / (x*7)" do. (9.43)

ieN; (k)
In fact, for each i € Nj(k), by (9.30) and Qi C Q;, we have

(Q") = UQ") < £(Q)). (9.44)

Since Q' € Dg g, we either have Q° N Q; = (), or Q; € Q. In the first case, note
that

dist(Q", Q) < dist(Q", Q")) < UQ"),

hence Q' U Q; C A(zq,,C(Q;)) which zg, being the center of Q; an a uniform
constant C. By Lemma 2.32 applied with D = Q (or Harnack’s inequality if £(Q;) ~
0(Py)), Lebesgue’s differentiation theorem, Lemma 2.37, and Harnack’s inequality
one can see that

kK¥7 (y) m w7 (Q)) KX (y),  for o-ae. y € A(zg,, CUQ;)).

This, Lemma 9.33 with Q; and the collection D' := {Q" : i € Nj(k),Q' N Q; = 0}
(we are in the second scenario), and Remark 9.38 lead to

> / (k*7) do ~ (¥ (@) / kXQJ do

iEN; (k 1€N; (k)
QZQQJ QlﬁQJ,
< (wXPk (Qj))”/ (k%) do ~ / (kX7 do. (9.45)
oF i

On the other hand, if @; € Q°, then (9.44) gives £(Q;) =~ ¢(Q"), hence the
cardinality of {Q" : i € Nj(k),Q; € Q'} is uniformly bounded. On the other hand,
by Lemma 2.32 applied with D = Q (or Harnack’s inequality if £(Q%) =~ £(P)),
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Lebesgue’s differentiation theorem, Lemma 2.37, and Harnack’s inequality we readily
obtain

kX7 (y) = w¥m (Q)) kKX (y), for o-a.e. y € Q".
Thus, using Corollary 6.5 we have

Z/ (KX ) do ~ (w37 (@) S /_(kXQj>Pda

ieN; (k ieN; (k) ' 9
QOQJ Q20
Sn@) X [ (1) do
iE€N; (k) " I
QR12Q;

~ / (x*7)" do. (9.46)

The claim (9.43) now follows from (9.45) and (9.46).
To continue, let us recall that for each Q; € Fa(k),

0Qj) < U(Py) and dist(Qy, Pr) < U(Py),

where the second inequality is (9.31). Consequently, each Q; € Fa(k), is contained
in some P € N(Py) :={P € D : {(P) = {(Py), dist(P, P;) < ¢(Py)} and, clearly, the
cardinality of N(Fy) is uniformly bounded. Recalling that F = {Q;}; is a pairwise
disjoint family of cubes, by (9.43), Corollary 6.5, and (9.29), we arrive at

> Z / kXPk "do < > / kXPk " do

Q,EF2(k) ieN;( 0, STk
P —

. /ceje%(mQj (kX k) s Pe%(:Pk)/P (kX k) do 2 /pk, (kX k) do < 0. (D).

(9.47)

Step 2.4. Final estimate.
We finally combine (9.32) with (9.40), (9.42), and (9.47), and use the fact that
Ny < Nj = Ni(n,CyuR) to conclude that

/ (xX)" do. < Za*(A*)H’ < ol (AP (9.48)
A, k=1
Hence, we have obtained the desired estimate (9.4), and therefore the proof of The-
orem 9.1 is complete, provided that the sawtooth domain 2, is compactly con-
tained in 2 and modulo the proof of Lemma 9.33.

To consider the general case we need the following theorem which generalizes
[KKPT, Theorem 4.1] and [DJK] (see also [DKP, Zhal):



GAFA UNIFORM RECTIFIABILITY AND ELLIPTIC OPERATORS 393

Theorem 9.49 ([CHMT, Theorem 1.1]). Let D be uniform domain D Ahlfors reg-
ular boundary, and let A be a real (non necessarily symmetric) uniformly elliptic
matrix on D. The following are equivalent:

(1) The elliptic measure wy, associated with the operator L = — div(AV) is of class
A with respect to the surface measure.
(2) Any bounded weak solution to Lu = 0 satisfies the Carleson measure estimate

1
sup — [Vu(Y)[? dist(Y,0D) dY < Cl|u| e p)- (9.50)
z€oD T B(z,r)ND
0<r<oo
The involved constants depend on the allowable constants and the constant appear-

ing in the corresponding hypothesis of the implication in question.

Consider next a general sawtooth domain 2, = €2r ¢ which, although bounded,
is not necessarily compactly contained in Q. By (2) = (1) in Theorem 9.49 with
D = , in order to obtain that the elliptic measure associated with L relative to
Q. belongs to Ay, with respect to the surface measure, we just need to see that (2)
holds with D = €),. With this goal in mind we take u, a bounded weak solution to
Lu=0in Q,, and let z € 9 and 0 < r < cc.

Given N > 1 we recall the definition of Fy := F (2% £(Q)) in Section 6 and write
QY == Qg, o- Note that by construction £(Q’) > 27N £(Q) for every Q' € Dz, ¢,
hence QY is compactly contained in  (indeed is at distance of the order 2=V £(Q) to
0€2). Then we can apply the previous case to obtain that for each N, the associated
elliptic measure associated with L relative to QY satisfies the Ao, property with
respect to the surface measure of 90, and the implicit constants depend only on
the allowable constants. Hence (1) == (2) in Theorem 9.49 with D = QY implies

sup Vu(Y)PeY (V) dY < ullfx oy < Cllullie.y.  (9-51)
200y 57 JB(z,5)nQN
0<s<oo
since v is a bounded weak solution to Lu = 0 in {2, and so in each Q};, where
6N = dist(-,00Y) and where the implicit constants depend only on the allowable
constants.

Let w, and wiv denote the elliptic measures to L relative to €2, and Q*N respec-
tively, and let oY := H”_1|aﬂgy denote the surface measure of Q2. By construction
{ny}NZl is an increasing sequence of sets with Q, = UNZlﬁiV. Hence, for any
Y € Q. there is Ny > 1 such that Y € QY for all N > Ny. Clearly 6N (Y) / 6.(Y)
as N — oo and

Vu(Y)25Y (Y)xox (V) /7 [Vu(Y)[P6.(Y)xe. (Y), as N — oo,

On the other hand since = € 02, using the Corkscrew condition we can find a
sequence {ry}n>1 with zy € 9QY such that zy — . In particular,
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B(z,r) C B(zn,2r) for sufficiently large N. By Fatou’s Lemma and (9.51) it then
follows

N—oo

/ |Vu(Y)|?6,(Y)dY < liminf / |Vu(Y) 20N (Y)dY
B(z,r)N2. B(z,r)nQY

< liminf/ \Vul?6N (y) dY < v ||u|]%oc(Q ) (9.52)
N—oo JB(zy,2r)nQN :

where the implicit constant depend only on the allowable constants. Since x, r, and

u are arbitrary we have obtained as desired (2) in Theorem 9.49 for D = ), and as

a result we conclude that w, € A (0x). This completes the proof for an arbitrary

sawtooth domain 2., and therefore the proof of Theorem 9.1 modulo the proof of

Lemma 9.33. 0

Proof of Lemma 9.33. For fixed k € Z, write D} == {Q' € D/ : {(Q’) = 27k0(Q)},
which is a pairwise disjoint family. In the first case since Q) C @, we have that
k > 0; in the second case since £(Q’) < C24(Q), we may assume that k > —logs Cs.
Set then kg = 0 in the first case and kg the integer part of log, C;. We define for
k> —ko

A ={z € Q: dist(x,00)\ Q) S 27(Q)},
Ay ={z €00\ Q: dist(z,Q) S 27°(Q)},

so that for appropriate choices of the implicit constants, each Q" € I} is contained in
either A (the first case) or A, (the second case). Recall that by the thin boundary
property of the dyadic decomposition D (cf. (6.2)), there is v € (0,1) such that for
all k£ under consideration,

a(Af) S27M0(Q), a(4;) S27M0(Q).
Set

Fo={Q CO9\Q: (Q) < Cil(Q), dist(@, Q) < C1A(Q)}.

Observe that each Q" € F_ is contained in some dyadic cube @, with ¢ (@) ~ Q)
and dist(Q, Q) < #(Q) depending on C;. We may therefore define a collection of
distinct cubes F, := {Qm}anQ:p all of the same dyadic generation, one of which (say,

@1) contains @, with £(Q.,) ~ £(Q), and with dist(@m, Q) < 4(Q) for every m, such
that each Q' € F_ is contained in some Q,, € Fx, and

N
U4af cQc @, and (JA4; ¢ | Qm.
k k m=2

Clearly, we have #F, = Ny = Na(n,Cyg,C1). Using all the previous observations
we get for any s > 1,
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Z/Q’hda: i > /thda

Qe k=—ko Q'€D),

< h do
k:ZkO /A,j.uAk

< S o(4f uap)t (/ ) h%)s
k=—ko UQO

i 1-1 .

< Z <2_k70(Q)> ’ </ N h5d0>

k=—kqo Um@m

<o(Q) (; ]g h?® da) i
<0o(Q) zm: (]{m h%ﬁ;)i . (9.53)

This shows (9.34). To obtain (9.36) we combine (9.53) together with (9.35) and the
fact that o(Q) =~ 0(Qy,) for every 1 < m < Ny by the Ahlfors regular property and
the construction of the family F. O

10 Optimality

As we mentioned in the introduction, the class of elliptic operators we consider is
optimal to guarantee the A, property. In this section we illustrate the optimality
from two different points of view. See Proposition 10.2 and Theorem 10.7.

As mentioned right after Definition 2.10, one has that w;, € Ay (o) if and only if
wr, € RHy(o) for some ¢ > 1 in the following sense: wj, < o and the Radon-Nikodym
derivative ky, := dwy,/do satisfies the reverse Holder estimate (2.12). We can then
define the RH (0 )-characteristic of wy, as folows

1 -1
Wr]rH, = sup <][ (ké(q’r))qda) <][ kf(q’r)da> , (10.1)

where the sup runs over all ¢ € 99, 0 < r < diam(Q2), and all surface balls A’ =
B’ N 0N centered at 0N with B’ C B(q, 7).

The following example, based on the work in [MM] and communicated to us by
Bruno Guiseppe Poggi Cevallos, illustrates the relationship between the size of the
constant in the DKP condition and the RH,(o)-characteristic of elliptic measure.

PRrOPOSITION 10.2 ([MM, Pog]). There exist A and a sequence {A;}; of diagonal
elliptic matrices with smooth, bounded, real coeﬁ?cieits in R" | uniformly continuous
on R, such that A; converges to A uniformly on R’} and the following hold:
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1
W sw [ ( sup |VAj<Y>|26<Y>)dxzj.
gkt " B(q,r)NR} \YeB(X,2X)

(2) For each q¢ > 1, one has w; € RH, (o) with jlirgo[wj]RHq = 00, where w; denotes

the elliptic measure associated with the operator L; = —div(A;(-)V).
(3) The elliptic measure associated with the operator L = — div(.A(-)V) is singular
with respect to the Lebesgue measure on OR"} = R,

On the other hand, we can immediately extend Theorem 1.6 to a larger and
optimal class of elliptic operators, pertaining to the condition on the oscillation of
the coefficient matrix:

COROLLARY 10.3. Let Q2 C R™, n > 3, be a uniform domain with Ahlfors regular
boundary. Let A be a (not necessarily symmetric) uniformly elliptic matrix on €2
such that

2
sup nl_l / MdX < 00, (10.4)
geoQ T Bgnne  0(X)
0<r<diam(Q2)

where osc(A, X) := suby, ze p(x,5(x)/2) A(Y) —A(Z)|. Then the following are equiv-
alent:

(a) The elliptic measure wy, associated with the operator L = — div(A(-)V) is of

class A, with respect to the surface measure.
(b) 99 is uniformly rectifiable.
(c) Q is a chord-arc domain.

Proof. Let ¢ be a non-negative radial, smooth bump function supported in the unit
ball, such that [, ¢ dX = 1. We define for X € Q and ¢ € (0,(X)),
1 X-Y
PACO) = A = [ o (55
R

n tn

) A(Y)dY,
and write for X € Q,
A(X) = Paco A(X) + (m —P$) A(X) = AX) + <A(X) - ,Z(X)) . (10.5)

It is easy to see that Alis uniformly elliptic with the same constants as A and also
that for every X € ,

- X -
VAX) <o AKX sup  JA(Y) — A(Y)] < osc(A, X).
6(X) YEB(X,3(X)/4)
(10.6)
Note that under assumption (10.4), the second estimate in (10.6) allows us to invoke

[CHMT, Theorem 1.3] to obtain that wy, € Ax(0) if and only if wy . € Axo(0). On
the other hand, the first estimate in (10.6) readily implies that A satisfies (H1) and
(H2). Hence, Theorem 1.6 applied to A gives at once the desired equivalences. We
remark that the direction (¢) = (a) was also proved earlier in [Rio, Theorem 2.4].

O
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Corollary 10.3 is sharp in terms of the class of operators satisfying (10.4). We
recall the following examples that illustrate this fact.

Theorem 10.7 [Theorem 4.11][FKP]. Suppose « is a non-negative function de-
fined on R?% satisfying the doubling condition: a(X) < Ca(Xy) for any Xy € R?
and X € B(Xy,8(Xo)/2). Assume that o?(x,t)dx dt/t is not a Carleson measure
in the unit square. Then there exists an elliptic operator L = — div(A(-)V) on RZ,
such that

(1) For any interval I C R and T'(I) = 1 x [0,4(1)],

2
1/ osc (A(:z:,t))dxdt <C
| Jra 13

2
1/ @ g e1l; (108)
| Jren t

(2) The elliptic measure wy, is not of class Ax(dz) on the unit interval [0, 1].

REMARKS 10.9. The examples above are constructed using quasi-conformal maps
in R2. In [FKP] the authors in fact show the estimate (10.8) holds when osc(A(z,t))
is replaced by the oscillation of elliptic matrix A(X) minus the identity matrix, i.e.,
SUPy eB(x.0(x)/2) M(Y) — Id|; and it is easy to see that for those examples (10.8)
follows. As in [CFK, Theorem 3|, one can extend the 2 dimensional examples to R’}
with n > 3 by using the Laplacian operator in the remaining tangential directions.
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