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Abstract
Human-computer interactions can be enhanced by making machines recognize the
emotional state of a user and respond accordingly. This necessitates text-to-speech
systems that can produce natural emotional speech. While several existing methods
are data driven, the current work attempts to incorporate happiness into neutral speech
using signal processing algorithms. Analysis shows that it is mainly the speech-rate,
pitch-period, and energy that exhibit variations due to emotion. Further, emotion is
predominantly expressed in certain emotive words in the sentence. In this regard, sev-
eral variations are introduced into the parameters mentioned before, and it is observed
that fitting a hat-shaped pitch-contour onto the emotive keywords in a sentence and
increasing their energy, suffices to incorporate happiness into neutral speech. An
HMM-based approach is used to spot the keywords. Linear prediction-based syn-
thesis and time-domain pitch-synchronous overlap-and-add method are then used to
modify the keywords and synthesize emotional speech. The latter produces happy
speech of better quality with a mean opinion score (MOS) of 2.51, out of a maximum
of 3. Further, to verify if modifying the keywords would suffice, happy speech is also
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synthesized bymodifying all the words of a neutral utterance to match the correspond-
ing natural happy speech. An MOS of 2.34 is obtained for speech synthesized by this
method, revealing that modifying the keywords would suffice to incorporate happiness
into neutral speech. Finally, the use of the proposed method as a post-processing mod-
ule in a text-to-speech synthesis system, to generate happy speech instead of neutral
speech, is also demonstrated.

Keywords Emotion incorporation · Keyword-spotting · Polynomial curve fitting ·
PSOLA · Emotional speech synthesis

1 Introduction

A text-to-speech (TTS) system is one that is capable of producing intelligible and
natural speech corresponding to any given text. Conventional synthesizers generate
speech that is devoid of emotion. To improve human-computer interactions it would
be more desirable if the systems were capable of producing speech with appropriate
emotions. This is essential in applications where speech is the primary mode of com-
munication with the machine. For example, in automatic call centers and e-learning,
a system that is capable of recognizing the emotion of the user and responding appro-
priately, would be preferable. Further, TTS systems can be used to assist people who
are visually challenged, and it is important to deliver information in the right emotion.
TTS systems that generate emotional speech can also be used to assist people who
have difficulties speaking and expressing their emotions.

Emotional speech can be synthesized in one of three ways: (i) training TTS systems
with emotional data, (ii) making modifications to the synthesis algorithm in conven-
tional TTS systems, or (iii) modifying the speech signal, post-synthesis. Some of the
popularly used techniques for speech synthesis are unit selection synthesis (USS),
HMM-based speech synthesis and DNN-based speech synthesis. Unit selection syn-
thesis involves the concatenation of pre-recorded speech units to synthesize speech.
The first method, which requires a TTS system to be trained with emotional speech
data, can be applied to a USS system, as in [5], where based on the required emotion,
speech units are chosen from the appropriate emotion-specific inventory.

The second method of emotional speech synthesis, which involves modifying the
synthesis algorithm, can be incorporated in formant-based, HMM-based and DNN-
based speech synthesis systems. The rule-based formant synthesis produces speech
based on a set of rules. In order to generate emotional speech, these rules are fine-
tuned based on the emotion-specific variations in the fundamental frequency, formant
frequencies, speech rate and articulation precision [12,18]. To synthesize emotional
speech in HMM-based speech synthesis, style-dependent or style-mixed modeling
approach can be adopted. The former involves training models for each emotion and
performing tree-based clustering separately for each emotion, while the latter involves
adding the emotion along with the contextual information and performing tree-based
clustering on all the emotions at the same time [27]. In [28], another HMM-based
approach for emotional speech synthesis in a target speaker’s (T ’s) voice, in the absence
of emotional speech from that speaker, is described. Here HMMs are initially trained
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for neutral and emotional speech data of different speakers of an emotional database.
From this pool of models, an emotional model (EX ) and a neutral model (NZ ), corre-
sponding to speakers X and Z respectively, that are closer to a target speaker’s neutral
model (NT ) are chosen. NT and EX are interpolated to form a new model, EY . The
target speaker’s emotional model, ET is then derived from EY and EZ (emotional
model corresponding to the speaker Z ), and used to synthesize emotional speech. In
order to synthesize emotional speech using a DNN-based system, [25] proposes the
use of global style tokens, which are a bank of embeddings trained within Tacotron, a
DNN-based end-to-end TTS system.

In order to incorporate emotion in speech, post-synthesis, model-based or signal
processing algorithms can be used. The model-based approaches involve training
Gaussian mixture models (GMM), linear modification models (LMM), classification
and regression trees (CART), etc., with neutral and emotional speech data. A GMM
rule-based approach to synthesizing emotional speech is described in [7], where the
spectral features, namely the line spectral frequencies extracted from neutral and emo-
tional speech are used to train a GMM and derive a conversion function. A rule-based
method is then used to modify the prosody. In [21], the pitch contour, duration, and
stress information are extracted from emotional speech, at the syllable level. These are
used to train an LMM, GMM, and CART for incorporating emotion in neutral speech.
In this, LMM directly modifies the prosodic features by a certain factor. GMM, and
CART are trained to establish a mapping between neutral and emotional speech, and
both outperform LMM. While GMM enables a smooth and continuous conversion to
emotional speech, it does not incorporate linguistic information, however CART takes
into account the contextual features aswell. ThereforeGMM is better suited for a small
amount of training data, while CART performswell with a large context-balanced data
set as well. A hierarchical prosody conversion technique is described in [26], where
prosodic features are extracted at the sentence, prosodic word, and sub-syllable levels.
GMMs are trained to convert these features at the sentence and word levels. At the
sub-syllable-level, GMM is used to convert the duration, while CART is used to trans-
form the pitch. Further, a GMM-based spectrum conversion is also performed. Here,
STRAIGHT algorithm is used to extract the excitation and spectral features and also
for synthesis. More recently deep learning methods have also been used to introduce
emotion. In [1], a variational autoencoder is used to model global characteristics of
speech, such as speaking styles, thereby aiding in making the speech synthesized by
an autoregressive synthesis system more expressive.

The afore mentioned techniques require a large amount of emotional speech data.
However, collecting emotional data is not a trivial task and several factors come into
play, such as the text collection, degree of emotion [4], recording conditions, and
choice of speakers [12]. Therefore, when there is a scarcity in emotional data, signal
processing algorithms can be applied to neutral speech to incorporate emotions. As
evident from the discussion so far, variations in speech due to emotions occur primar-
ily in the pitch frequency, formant frequencies, energy, and speech rate [12,21,29].
Therefore, these parameters can be extracted from a given speech signal and modified
appropriately to incorporate emotion.

An important requirementwhenmodifying prosodic features of a speech signal is an
estimate of pitchmarks or instants of excitation. Several algorithmshavebeenproposed
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in literature, for the estimation of instants of excitation, namely, group delay-based
algorithm, Dynamic Programming Projected Phase-Slope Algorithm (DYPSA), Zero
Frequency Filtering (ZFF), etc. In [19], a group delay-based algorithm is discussed,
where the unwrapped phase slope function of the short-time Fourier transform of the
LP residue is initially calculated. The instants where the phase slope function makes
positive zero crossings are identified as the instants of significant excitation. DYPSA
[11] consists of three primary steps. First, candidate instants are located from the zero
crossings of the energy-weighted formulation of the phase slope function of the LP
residue. Then, the missing instants are identified by phase slope projection and the
false instants are eliminated by dynamic programming. ZFF described in [13], low
pass filters the speech signal by passing it twice through a 0 Hz resonator and removes
the trend in the filtered signal. The positive zero crossings in the signal so obtained,
indicate the location of the instants of excitation. More recently, a phase-difference-
based approach has been proposed in [3]. This algorithm considers a symmetrized
speech signal to be the Fourier Transform of an arbitrary even signal, so that the
negative valleys at the instants of excitation would correspond to zeros that lie outside
the unit circle, on the z-plane. The phase-difference (PD) is observed to be equal to 2π
at the angular locations of zeros lying outside the unit circle. Therefore, this algorithm
identifies the locations in the PD spectrum of the even signal that have a value of
2π to identify instants of excitation. The analysis in [3] reveals that this algorithm
outperforms other state-of-the-art algorithms.

Once the instants of excitation are estimated, the techniques described in [17] and
[15] to modify the pitch contour and duration of speech can be used to incorporate
emotions. In the modification of duration of a speech signal, major changes occur
in the vowel regions. In [17] it is suggested that the duration varies non-uniformly in
different vowels. Therefore, instants of significant excitation are derived and the vowel
regions are identified. The authors of [17], then classify the vowels using HMMs and
depending on the identity of the vowel, the epoch intervals are modified by different
factors. The modified instants derived, are later used to synthesize speech. Similarly,
in [24], the energy, pitch period and the duration of vowels in a given neutral speech
signal are modified non-uniformly, based on the context in which these vowels occur,
to incorporate emotion. In [15], the pitch contour is modified by resampling the LP
residue. The samples around the instants of excitation are left unmodified to preserve
naturalness. The modified residue is then used to synthesize emotional speech. In
addition to modifying the duration and pitch contour, the system features can also be
altered, as in [8], by replacing the LPCs of neutral speech by the best matching LPCs
of emotional speech, using dynamic time warping (DTW). In [30], duration, pitch
contour, and formant frequencies are modified. PSOLA is then used to synthesize
emotional speech with the modified parameters.

Excessive processing of the signal could lead to degradation in the quality of emo-
tional speech. In [12], it is noted that emotion is observed in certain content words,
in the sense that the stress on the word, pitch frequency and articulation precision
varied in accordance with the emotion. In this regard, [10] describes a unit selec-
tion synthesis system, where only certain words that are identified to be important
are synthesized from an emotional database, while the others are synthesized from
a neutral database. The Dictionary of Affect, which scores each word based on the
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valence (negative/positive rating) and arousal (mild/intense rating), is used to identify
the words which are to be synthesized with the particular emotion. Therefore, instead
of carrying out signal processing algorithms on the entire speech signal, only certain
keywords may be modified.

The current work focuses on incorporating happiness into neutral speech using
signal processing algorithms to modify only the emotive-keywords. Initially, the vari-
ations in time-domain parameters, namely, the pitch, duration, and amplitude are
analyzed. The PD algorithm is used to derive the instants of excitation, and based on
the observations, the appropriate changes are incorporated in the emotive keywords,
which are identified using an HMM-based speech recognition system. LP-based or
TD-PSOLA-based synthesis is then carried out. The emotional speech synthesized
by this technique is evaluated by the mean opinion score and a GMM-based emotion
recognition system. Further, the time-domain parameters of all the words in a neu-
tral utterance are modified in accordance with the corresponding emotional speech.
Emotional speech so synthesized is compared with the emotional speech synthesized
by modifying only the keywords, to verify if there is no significant difference in the
extent to which emotion is perceived.

In this regard, the current work primarily differs from the existing signal process-
ing methods described earlier in two ways: (i) While most existing methods modify
prosodic features in all words of a neutral utterance, the proposed work aims to incor-
porate emotion by modifying only the emotive-keywords in the utterance. (ii) While
several existing methods operate at the vowel/sub-word level, the current work per-
forms analyses predominantly at the word level and incorporates modification at the
word level as well.

The paper is organised as follows: Sect. 2 describes the speech corpora used to ana-
lyze emotional speech, Sect. 3 discusses the parameters that affect emotion in speech,
Sect. 4 describes how the time-domain parameters are modified in the current work,
Sect. 5 describes HMM-based keyword spotting, Sect. 6 elaborates the incorporation
of happiness in neutral speech, Sect. 7 discusses the quality of the synthesized emo-
tional speech, Sect. 8 describes the use of the proposed method in a TTS system, and
Sect. 9 concludes the paper.

2 Speech Corpora

In the current work, analysis on emotional speech is carried out on the following
corpora:

2.1 Berlin Database

The Berlin database [6] is an acted emotional database. It consists of German speech
data in 6 emotions, namely, happiness, sadness, anger, fear, disgust, and surprise,
along with neutral speech. 10 sentences per emotion are collected from 10 speakers
(5 male and 5 female), 9 of whom are trained actors. The recordings are performed in
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an anechoic chamber, at a sampling rate of 48 kHz. The data is then down-sampled to
16 kHz.

2.2 Surrey Audio-Visual Expressed Emotion (SAVEE) Database

The SAVEE database [9] is an audio-visual emotional database. It consists of English
data recorded from four amateur, male, native English speakers, at a sampling rate of
44.1 kHz. For the current work, the audio is extracted and down-sampled to 16 kHz.
The database covers the same emotions as the Berlin database. There are 15 sentences
per emotion, three of which are common to all emotions, two are emotion specific and
the rest are generic sentences, different for each emotion. The common and emotion
specific sentences are also recorded without emotion, along with 15 other sentences.
All sentences are chosen from the TIMIT database and are phonetically-balanced.

2.3 Own Database

In addition to the above mentioned corpora, to further analyze happy speech, a speech
corpus is developed by the authors. 20 English sentences and 10 Tamil sentences are
recorded by a native-Tamil female speaker, with and without happy emotion. Another
178 English and 40 Tamil sentences are collected from the same speaker in a neutral
tone. These sentences are framed using 63 keywords and their derivatives, such that
there is at least one emotive-keyword per sentence. All sentences used in the database
are emotion-specific. The recording is carried out in a laboratory environment, at a
sampling rate of 16 kHz. The speech data is manually segmented at the word-level.
Further, the phoneme-level segmentation is derived by initially performing forced-
Viterbi alignment using monophone models trained on the TIMIT database. This
procedure involves the following steps.

◦ 39 dimensional Mel frequency cepstral coefficients are extracted from the training
data of the TIMIT corpus.

◦ Context-independent phoneme models, with 5 states and number of mixture com-
ponents based on the occurrence of each phoneme, are then trained.

◦ The forced-Viterbi alignment procedure is carried out on the neutral and happy
speech of our own database.

The phoneme boundaries obtained are then manually corrected.

3 Analysis of Happy Speech

Literature suggests that emotion in speech primarily affects the short-time energy
or intensity, pitch frequency, formant frequencies, and speech rate. Therefore, in the
current work, an analysis is carried out on these parameters, with the corpora described
in Sect. 2.
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Fig. 1 Comparison of neutral and happy speech of Berlin database a Neutral speech b Pitch contour of
neutral speech c Happy speech d Pitch contour of happy speech

3.1 Pitch Contour

The pitch contours of neutral speech and the corresponding happy speech are derived
using the Entropics Signal Processing Software (ESPS) algorithm [20] and compared.
The analysis is initially performed on the speech recorded from a male speaker of
the Berlin database. It is observed that the neutral speech being monotonous, has an
almost flat pitch contour, while the contour of happy speech exhibits greater amount
of variations. Further, the mean pitch frequency of happy speech is approximately 1.5
times higher than that of neutral speech. These observations are portrayed in Fig. 1,
which shows the neutral and happy versions of the sentence “Das will sie amMittwoch
abgeben” (meaning, “She will hand it in on Wednesday”), spoken by a male speaker,
and their pitch contours.

The analysis is then extended to the SAVEE database (5 sentences per speaker)
and the 20 sentences from our own corpus and a similar inference is made. It is also
observed that the variations in pitch contour are predominantly observed in the stressed
words and these words possess a hat-shaped contour. Figure 2a, c show the neutral and
happy versions of the sentence, “Those musicians harmonize marvelously”, uttered by
a male speaker in the SAVEE database, and Fig. 2b, d show the corresponding pitch
contours. The circled regions highlight the stressed word, namely, “marvelously”, that
possess a hat-shaped contour.

Analysis reveals that the stressed words are generally those that express happiness
(such as “great”, “happy”, “awesome”, etc.) and are therefore referred to as emotive-
keywords, henceforth.
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Fig. 2 Comparison of neutral and happy speech of SAVEE database a Neutral speech b Pitch contour of
neutral speech c Happy speech d Pitch contour of happy speech

3.2 Speech Rate

The speech rates of neutral and happy speech are compared in terms of the duration
of each word in an utterance and that of the utterance as a whole. It is observed that
the overall duration of happy speech is less than that of the corresponding neutral
speech, that is, the speech rate of happy speech is higher. However, the duration of
certain emotive-keywords are greater, owing to the emphasis placed on them. The
extent to which the duration of happy speech varies from the corresponding neutral
speech, differs with the context and the speaker. These inferences can be observed in
Fig. 2a, c, where the variation in duration of each word is different, and the duration of
the keyword “excitement” is 1.2 times longer in the happy speech than in the neutral
speech.

Since the change in speech rate between neutral speech and the corresponding happy
speech is inconsistent at the sentence level and the word level, an analysis is carried out
on the vowels within the keywords. The 20 English sentences, with parallel happy and
neutral utterances, from our own database and the emotion-specific sentences from the
SAVEE database are considered for this analysis, resulting a total of 113 vowels. The
analysis reveals that approximately 60% of the vowels in happy speech and neutral
speech have a similar duration, while around 5% of the vowels in happy speech have
a lower duration than that of the vowels in neutral speech. Around 28% of the vowels
in happy speech have a duration that is between 1.2 and 2 times higher and only about
6% have a duration that is more than twice that of the vowels in neutral speech. This
is depicted in Fig. 3, where the x-axis denotes the number of vowels and the y-axis
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Fig. 3 Duration analysis on the vowels within the emotive-keywords

denotes the ratio of the duration of a vowel in happy speech to that of the same vowel
in neutral speech.

3.3 Short-Time Energy

The short-time energy of a signal is directly related to its amplitude or intensity. It is
computed frame-by-frame as shown in the following equation,

En =
∞∑

m=−∞
[x (m) w (n − m)]2 (1)

where w is a Hamming window of size 25 ms, in the current work. Comparison of the
energy/amplitude of happy and neutral speech reveals that happy speech possesses a
higher amplitude owing to the excitement in the speaker’s voice. Further, the intensities
of the emotive-keywords in happy speech are greater that those of the other words in
the utterance. This can be observed in Fig. 2a, c.

3.4 Formant Frequencies

In order to analyze the effect of happiness on the formant frequencies, the linear
prediction (LP) spectra of order 20, of neutral and happy speech are compared. It is
observed that the first formant remains almost unaffected, while the second and third
formants of happy speech vary from those of the corresponding neutral speech. This is
observed in Fig. 4, where the LP spectra of the vowel /ao/ of neutral and happy speech
are shown. However, in analyzing the second and third formants of all the vowels
in the database, the variations observed are not consistent, and so the current work
focuses on modifying the time-domain parameters, namely, the pitch period, duration,
and energy, to incorporate happiness into neutral speech.
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Fig. 5 Source-filter model for speech production (redrawn from [14])

4 Modification of Time Domain Parameters

Analysis in Sect. 3 reveals that emotion in speech mainly affects the pitch contour,
speech rate, and the energy. To modify these parameters, speech is first decomposed
into its source and system components. The desired changes are incorporated into the
source and system, and speech possessing the desired characteristics is synthesized,
either using the source-filter model or TD-PSOLA.

4.1 Decomposition of Speech

Liner predictive analysis [14] is used to decompose speech into its source and
system components. It works on the principle that a sample of speech signal, can
be represented as a linear combination of p past samples. Consider the source-filter
model of speech production in Fig. 5, based onwhich, a speech signal s(n) is generally
represented by the following equation,

s(n) =
p∑

k=1

aks(n − k) + Gu(n) (2)
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where ak and G are the coefficients and gain parameter of the time-varying digital
filter (system) and u(n) is the excitation (source).

A linear predictor of s(n) of order p, with prediction coefficients αk , is given by

˜s(n) =
p∑

k=1

αks(n − k) (3)

The transfer function of this predictor is the following

P(z) = S′(z)
S(z)

=
p∑

k=1

αk z
−k (4)

The basic requirement of linear prediction is to accurately estimate the coefficients αk ,
which are the parameters of the filter transfer function, that is, the system features of
a speech signal. These are estimated by minimizing the prediction error, e(n) defined
as

e(n) = s(n) − ˜s(n) (5)

If the coefficients αk are correctly estimated, that is, if αk = ak , then, from Eqs. 2 and
3, the prediction error, e(n) is defined by the following equation

e(n) = Gu(n) (6)

Therefore, the prediction error or the LP residue gives the source or excitation. The
residue contains prominent peaks at the instants of excitation, as shown in Fig. 6 for a
segment of the vowel /a/. These instants are derived using the PD algorithm, described
in Sect. 1.
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In the currentwork, a linear predictor of order 20 is used.Once the source and system
parameters, namely, the instants of excitation and the LP coefficients are estimated,
they are modified as described in the following section.

4.2 Modification of Source and System Parameters

4.2.1 Pitch Modification

In order to modify the pitch frequency, modifying the source will suffice. Initially, the
instants of excitation, u(n) are to be derived using one of the algorithms described in
Sect. 1. The current work uses the PD algorithm [11]. Once the instants are derived,
the following modifications can be imposed on the fundamental frequency.

◦ Uniformly increasing or decreasing the frequency, while maintaining the contour
◦ Fitting a rising contour
◦ Fitting a falling contour
◦ Fitting a hat-shaped contour
◦ Fitting a bucket-shaped contour

To increase or decrease the pitch frequency without changing the contour, the
instants of excitation are interpolated or decimated by the desired factor. Figure 7
shows the instants of excitation derived from a segment of the vowel /a/, uttered by
a male speaker (pitch period of 5.6 ms), the instants interpolated by a factor of 1.5
(resulting in a pitch period of 3.7 ms), and the instants decimated by a factor of 1.5
(resulting in a pitch period of 8.4 ms).

In order to modify the pitch contour of a speech signal, polynomial curve fitting is
used. Based on the required shape, the order of the polynomial is first chosen. For a
rising or falling contour, a polynomial of order 1 is used, whereas for a hat-shaped or
bucket-shaped contour, a polynomial of order 2 or higher (up to 5) is used. These poly-
nomials are designed based on the desired minimum and maximum pitch frequencies,
and the required pitch contour and the corresponding instants of excitation, u′(n) are
derived.

4.2.2 Duration Modification

Tomodify the speech rate or duration, the instants of excitation are first extracted using
the PD algorithm, as in the case of pitch modification. The instants are replicated or
deleted to increase or decrease the duration respectively. In order to use the source-
filter model for synthesis, the system features, namely the LP coefficients are also
replicated or deleted by the same factor as the instants of excitation. To use TD-
PSOLA, modifying the instants would suffice.

4.3 Synthesis

Now that the instants of excitation and the LP coefficients are modified, speech with
the desired characteristics is synthesized either using the source-filter model or TD-
PSOLA as described below.
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Fig. 7 Instants of excitation from a segment of the vowel /a/ spoken by a male speaker a Original speech
b Speech with pitch period decreased by a factor of 1.5 c Speech with pitch period increased by a factor of
1.5

4.3.1 Source-Filter Model

The source-filter model of speech is shown in Fig. 5, where a time-varying digital
filter is excited by a train of impulse (voiced sounds) or random noise (unvoiced
sounds), to generate a speech signal. In this regard, a train of impulses is generated
with the modified instants of excitation, u′(n) and is used to excite a filter with the
modified coefficients, α′

k , to synthesize speech, s
′(n), with the preferred pitch contour

and duration.

4.3.2 TD-PSOLA

Time domain pitch synchronous overlap and add method is commonly used to make
prosodic modifications directly on the speech signal, thereby retaining a high level of
naturalness. It works pitch synchronously and therefore requires an estimate of the
pitch marks or instants of excitation. The speech signal to be modified is segmented
using a Hamming window of size equal to the pitch period, such that each segment is
centred at the instant of excitation, as shown in Fig. 8.

The segments of speech are represented as,

si (n) = s(n)w(n − i P) = s(n − i P)w(n − i P) (7)
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Fig. 8 Pitch/duration modification using TD-PSOLA

where P is the pitch period and w is a Hamming window.
Tomodify the pitch contour or duration, based on the new instants of excitation, the

segments of speech, si (n) containing instants of excitation, closer to the new instants,
are selected. These segments are overlapped and added as in Eq. 8, to obtain the speech
signal, s′(n) with the desired pitch contour and duration.

s′(n) =
N∑

i=1

si (n) (8)

Figure 9 illustrates the use of PSOLA to reduce the pitch period of a signal by a factor
of 2.

To illustrate pitch contour and duration modification using TD-PSOLA, a segment
of the vowel /a/, modified to bear the four different pitch contours (with maximum
and minimum pitch periods of 10.4 ms and 6.4 ms, respectively), is shown in Fig. 10,
and the sentence “Will you tell me why”, spoken by a male speaker of the SAVEE
database and the duration modified (by a factor of two) version of the speech signal
are shown in Fig. 11.
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Fig. 9 Reducing the pitch period by a factor of 2 using TD-PSOLA
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4.4 EnergyModification

The short-time energy represents the amplitude variations in the speech signal. Since
energy is proportional to themagnitude of the speech signal, to increase or decrease the
energy of the speech signal, the amplitude is increased or decreased respectively. Fig-
ure 12 shows the sentence, “I feel great” spoken by a female speaker, before and after
energy modification. Figure 12b, d show the short-term energy of the two utterances.
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5 HMM-Based Keyword Spotting

As discussed in Sect. 3, it is clear that the happiness in speech is primarily reflected in
the pitch contour, speech rate, and energy, specifically in the emotive-keywords. This
necessitates the detection of keywords from a given speech utterance.

Initially keyword spotting is performed usingmanually derivedword-level segmen-
tation. Each word in an utterance is compared with a dictionary of emotive-keywords.
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The dictionary consists of 178 emotive-keywords, out of which 63 words are root
words and the rest are derivatives of these words. The keywords words of a given
neutral utterance are used for further processing.

In order to eliminate the need for manual segmentation, HMM-based keyword
spotting is used, where a speech recognition system is trained with six minutes of
data, consisting of the 178 English sentences from our own database. 39-dimensional
Mel frequency cepstral coefficients (MFCC) are extracted from the training data and
context-independent phoneme models are trained with three states and number of
mixture components per state based on the occurrence of eachphoneme in the database.
Thesemodels are used alongwith aword-level dictionary and network to recognize the
given text and obtain the segmentation information. The keywords are then identified
through comparison with the dictionary of emotive-keywords.

Although the current work employs a dictionary with 178 words to identify the
emotive-keywords, it is observed that thesewords are predominantly nouns, adjectives,
adverbs, and interjections. Therefore, this dictionary could be replaced by a part-of-
speech tagger to ensure the identification of a much larger number of keywords. Once
the emotive-keywords are identified, the time-domain parameters of these words are
modified as described in Sect. 4.

6 Incorporation of Happiness in Neutral Speech

Happiness can be incorporated into neutral speech in one of two ways, namely,

◦ Replicating the variations in the parameters of natural happy speech in all the
words of the corresponding neutral speech

◦ Modifying the parameters of the emotive-keywords, based on the analysis in Sect. 3

These twomethods are elaborated below and their performance is compared in Sect. 7,
to verify if modifying the keywords in a given neutral utterance would suffice to
incorporate happiness.

6.1 Replicating Natural Happy Speech

Owing to the availability of parallel data for neutral and happy speech, the following
technique is adapted to incorporate happiness in neutral speech of the SAVEEdatabase.
Initially, word-level boundaries are derived for the happy and neutral utterances.Word-
by-word manipulation of the time-domain parameters is then carried out. Instants of
excitation are derived using the PD algorithm. The ratio between the duration of happy
speech and neutral speech is calculated. Based on this ratio, the duration of neutral
speech is first modified as described in Sect. 4.2.2.

Now that the duration of neutral speech matches that of the corresponding happy
speech, pitch contour modifications are performed using polynomial curve fitting.
Polynomials of orders one to ten are fitted on to the pitch contour of happy speech. The
polynomial that best captures the shape of the happy pitch contour is used to fit the new
contour on to the neutral speech. In order to determine the best order, residues (error
between the actual contour and the one obtained byfitting a polynomial) corresponding
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Fig. 13 Residues obtained when pitch contour of each word is modeled by polynomials of orders 1–10 a
Hurray b Caught c Winning d Thank

to each polynomial are considered. The order beyond which the slope of the residues
decreases is chosen. This is illustrated in Fig. 13. Consider Fig. 13a, which shows
the residues obtained for different polynomials fitted on to the word “hurray”. It is
observed that the slope of the residues decreases beyond an order of three. Therefore,
a polynomial of order three is used to modify the pitch contour of this word. The order
of the polynomial to be used varies with the pitch contour of each word. This is shown
in Fig. 13 for the words “caught” (order 4), “winning” (order 5), and “thank”(order
5).

Once the new pitch contour and hence new instants of excitation are derived, they
are used to modify the neutral speech to bear the pitch contour of the corresponding
happy speech, as described in Sect. 4.2.1. The intensity of the neutral speech is also
modified tomatch that of the happy speech. Figure 14 shows the sentence “I feel great”
spoken by a female speaker in neutral and happy tones, and also the happy speech
synthesized in the method described above.

The three common and two emotion-specific sentences of the SAVEE database and
20 sentences from our own database are converted from neutral to happy, in themethod
discussed above. The synthesized happy speech sounds quite similar to the natural
happy speech. However, such a technique would require parallel emotional and neutral
data. Therefore, in line with the inferences derived in Sect. 3, the following section
discusses the modification of only the emotive-keywords to incorporate happiness into
neutral speech.

6.2 IntroducingVariations in EmotiveWords

The analysis in Sect. 3 revealed that emotive keywords bear a hat-shaped pitch contour,
lower speech rate, and raised energy. To verify if these modifications would suffice
to incorporate happiness in neutral speech, all possible variations of the time domain
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Fig. 14 Replicating natural happy speech a Neutral speech b Pitch contour of neutral speech c Happy
speech d Pitch contour of happy speech e Synthesized happy speech f Pitch contour of synthesized happy
speech

parameters are incorporated into the keywords and the combination that best portrays
happiness is identified.

Figure 15 shows the variations imposed on the time-domain parameters, in the
current work. 29 different combinations of these variations are incorporated in neutral
speech. Some of these combinations are as follows, two of which are portrayed in
Fig. 16, for the sentence, “I feel good now”, from our database.

◦ Rising pitch contour, with minimum and maximum pitch periods equal to ±50%
of the average pitch period, and twice the original intensity and duration

◦ Hat-shaped pitch contour, with minimum and maximum pitch periods equal to
±60% of the average, and twice the original duration

◦ Hat-shaped pitch contour, with minimum and maximum pitch periods equal to
±30% of the average, and 1.5 times the original intensity

◦ Half of the original duration and twice the original intensity
◦ Twice the original duration and intensity

It is observed that happiness is best portrayed by doubling the intensity of the
keyword and fitting a hat-shaped pitch contour with minimum and maximum pitch
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Fig. 15 Variations in time-domain parameters

Fig. 16 Combination of variations in energy, pitch contour and duration a Neutral speech signal b Pitch
contour of neutral speech signal c Modified speech signal with rising contour for keyword and twice the
duration and intensity d Pitch contour of modified speech eModified speech signal with hat-shaped contour
for keyword and twice the duration f Pitch contour of modified speech

periods being ±60% of the average pitch period, using a polynomial of order 2.
Modifying the speech rate of the keyword did not have a prominent impact on the
perception of happiness.

From the above analysis, happiness is incorporated in the neutral speech by spotting
the keywords in the speech utterance using HMM-based keyword spotting, discussed
in Sect. 5, and doubling the intensity and fitting a hat-shaped contour as described in
Sect. 4.

It is observed that increasing the intensity of the keyword alone, the abrupt change
in energy causes the synthesized speech to sound slightly annoying. Therefore, to
improve the quality of the synthesized happy speech, the energy is also varied gradually
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Fig. 17 Gradual increase in energy throughout the sentence a Neutral speech b Natural happy speech
c Synthesized happy speech with energy of keywords abruptly modified d Synthesized happy speech with
energy of keywords gradually modified

Table 1 MOS obtained for LP and TD-PSOLA-based synthesis speech

Synthesis technique MOS (out of 3)

LP-based synthesis (Modifying only keywords) 2.02

TD-PSOLA-based synthesis (Modifying only keywords) 2.51

TD-PSOLA-based synthesis (Modifying all the words) 2.34

in the adjacent words. This is portrayed in Fig. 17. The sentence, “What a beautiful
place to live in!”, is considered. The encircled region in the figure, corresponds to the
emotive-keyword, “beautiful”. Figure 17 shows the energy plot when amplitude of the
keywords is abruptly increased by a factor of 2, and when amplitude of the adjacent
keywords are also increased gradually.

7 Performance Analysis

The quality of the synthesized speech is assessed subjectively using the mean opinion
score and degradation mean opinion score and objectively using a GMM-based emo-
tion identification system. The language-dependence/independence of the proposed
method is also analyzed.

7.1 Mean Opinion Score

100 sentences (50 English and 50 Tamil) of our own database, synthesized by the
LP-based approach and TD-PSOLA were distributed among 50 naïve listeners. The
listeners were asked to rate the extent to which happiness is perceived on a three-point
grading scale. A score of 1 implies that happiness is imperceivable and a score of
3 implies that happiness is clearly perceived in the synthesized speech. The mean
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Fig. 18 Comparison of synthesized happy speech a Pitch contour of neutral speech bNeutral speech signal
c Pitch contour of happy speech synthesized by the LP-based method d Happy speech synthesized by
the LP-based method e Pitch contour of happy speech synthesized by using TD-PSOLA f Happy speech
synthesized by using TD-PSOLA g Pitch contour of natural happy speech h Natural happy speech signal

opinion score (MOS) is obtained by taking the average of the scores assigned for each
technique, by the listeners. The MOS obtained for each technique is shown in Table 1.

From the MOS, it is clear that in both techniques, happiness is perceived. The
higher score obtained for TD-PSOLA can be attributed to the synthesized speech
being more natural. This is because, modifications are directly imposed on the speech
waveform in TD-PSOLA, whereas, in LP-based synthesis, speech is decomposed into
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Table 2 DMOS obtained for LP and TD-PSOLA-based synthesis speech

Synthesis technique DMOS (out of 5)

LP-based synthesis (Modifying only keywords) 2.88

TD-PSOLA-based synthesis (Modifying only keywords) 3.96

TD-PSOLA-based synthesis (Modifying all the words) 3.66

the source and system components, and then modified. Further, the use of a train of
impulses to model the source, also decreases the naturalness. Figure 18 shows happy
speech synthesized by both techniques, for the sentence “Wow, this is awesome”,
spoken by the female speaker from our database, and it is clearly observed that LP-
based synthesis produces speech that is degraded when compared to happy speech
synthesized by TD-PSOLA.

In order to quantify the amount of degradation introduced by both techniques, a
degradation mean opinion score (DMOS) has also been computed. The listening test
to obtain the DMOS included the same 50 listeners and the 100 sentences considered
to compute the MOS. The listeners were asked to listen to synthesized happy speech
and the corresponding natural neutral speech and indicate the level of degradation
perceivable in the former, on a scale on 1–5. A score of 1 indicates that the synthesized
happy is speech is completely degraded and unpleasant to listen to and a score of 5
indicates that the synthesized speech sounds as good as the corresponding neutral
speech. The DMOS obtained for each technique is tabulated in Table 2, which clearly
reiterates the previous inferences.

Happy speech synthesized by modifying all the words in a sentence and by mod-
ifying only the keywords, are also analyzed. In this regard, 30 sentences1 from our
own database, synthesized by modifying all the words in the given neutral speech
(using TD-PSOLA), are also scored by the same 50 listeners as before. An MOS of
2.34 is obtained, revealing that modifying only the keywords in a neutral utterance
would suffice to incorporate happiness. While modifying all the words in the neutral
utterance is expected to produce a better result, the lower score could be attributed to
the larger amount of degradation in the happy speech synthesized this way. This is
evident from Table 2, where the DMOS obtained when all the words are modified is
3.66, while that obtained when only keywords are modified is 3.96.

As mentioned previously, 50 Tamil utterances are also considered in the listening
tests. This is primarily done to test if the analysis results that were derived from the
English utterances and the proposed method of modifying only the emotive-keywords
to incorporate happiness could be applied to other languages as well. The MOS
obtained when only the 50 Tamil utterances are considered is 2.53, which is simi-
lar to the score obtained when the English utterances are considered as well. This
reveals that the inferences from the analyses and the proposed method could possibly
be extended to other languages as well.

1 When modifying all the words in neutral speech to synthesize happy speech, the modifications are
incorporated with reference to the corresponding happy speech. Therefore, since only 30 neutral utterances
from our own database have a corresponding happy utterance, these have been considered in computing the
MOS and DMOS for this method.
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7.2 GMM-Based Emotion Recognition

To objectively, analyze the quality of the speech synthesized by modifying the key-
words, using TD-PSOLA, a GMM-based emotion recognition system is developed.
GMMs with 3 mixture components are trained for neutral and happy speech. Pitch
contours of the keywords of happy and neutral speech are modelled using fourth order
polynomials. Further, energy is extracted frame-by-frame from the keywords. The
polynomial coefficients and the average short-time energy derived, are used to train
the GMMs. 100 synthesized happy and neutral utterances are tested using this system
and a 93% recognition accuracy is obtained.

8 Incorporation of Happiness in Speech Synthesized by a TTS System

The proposed method of incorporating happiness in neutral speech can be easily
employed in any TTS system as a post-processing module, since the method oper-
ates independently of the TTS algorithm. In order to test the feasibility of doing this,
anHMM-based IndianEnglish text-to-speech synthesis system is considered. TheTTS
system is trained on 5 hours of data recorded from a professional, native-Tamil female
speaker in a studio environment, at a sampling rate of 48 kHz. This data is a subset of
the speech corpus collected as a part of a TTS project funded by the Ministry of Elec-
tronics and Information Technology, Government of India and is available at https://
www.iitm.ac.in/donlab/tts/index.php. Details on the development of an HMM-based
TTS system are elaborated in [2] and the currentwork adopts a similar procedure. Once
the HMM-based speech synthesis system (HTS) is developed, the proposed method
is added to the system as a post-processing module. The steps involved in obtaining
happy speech from this modified TTS system are as follows:

– Given a text, the corresponding neutral speech is first synthesized and its time-
aligned phonetic transcription is obtained.

– From the time-aligned phonetic transcription, the time-aligned word-level tran-
scription is obtained.

– The emotive-keywords are then identified using the Stanford part-of-speech tag-
ger [22,23] (adjectives, adverbs, interjections and nouns are considered to be the
emotive-keywords as discussed in Sect. 5).

– TD-PSOLA is then used to fit a hat-shaped contour on to the keyword, the energy of
the keyword is doubled and that of the adjacent words are increased appropriately,
thus resulting in the desired happy speech.

In order to test if a part-of-speech tagger suitably replaces the dictionary of keywords
used in the previous analyses, 50 utterances that are synthesized by carrying out the
above-mentioned steps are evaluated by 50 listeners. An MOS of 2.52 out of 3 and a
DMOS of 3.8 out of 5 are obtained, which are close to those obtained in Sect. 7. This
reveals that the proposed method could be easily incorporated with a TTS system and
also that the dictionary of keywords could well be replaced by a part-of-speech tagger.

https://www.iitm.ac.in/donlab/tts/index.php
https://www.iitm.ac.in/donlab/tts/index.php
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Although the current work incorporates the proposed method in an HMM-based
TTS system, a similar procedure could be used with the recent DNN-based TTS
systems as well.

9 Conclusion

Emotion is the state of mind of a person and is reflected in speech. Emotion in speech
primarily affects the pitch period, formant frequencies, speech rate, and energy. In this
regard, the afore-mentioned parameters are analyzed for happy speech. It is seen that
variations in these parameters are predominantly observed in the emotive-keywords.
The keywords possess a hat-shaped pitch contour, increased energy, and reduces
speech rate, owing to the stress placed on them. To verify these inferences, differ-
ent combinations of variations on the time-domain parameters are incorporated in
the keywords of neutral speech and the quality of synthesized speech is analyzed.
It is inferred that happiness is best perceived when the keyword is fitted with a hat-
shaped contour, using a polynomial of order 2, and minimum and maximum pitch
period equal to ±60% of the average, and its intensity is doubled. Happy speech is
synthesized using a source-filter model (filter coefficients derived using linear pre-
diction) and TD-PSOLA. The latter outperforms the former in terms of naturalness,
as revealed by the MOS of 2.51 and the DMOS of 3.96. Further, instead of modify-
ing only the keywords, all the words in a neutral sentence are modified to replicate
the characteristics of the corresponding happy speech. An MOS of 2.34 obtained
for the speech synthesized by this technique reveals that modifying the keywords
would suffice to incorporate happiness. This is assessed objectively by a GMM-based
emotion recognition system as well. Further, the feasibility of incorporating the pro-
posed method as a post-processing module in a TTS system to generate happy speech
and replacing the dictionary of emotive-keywords by a part-of-speech tagger is also
demonstrated.

Availability of Data andMaterial The datasets used for analysis are open source and the links to obtain the
same are as follows:
– Berlin database: https://www.kaggle.com/piyushagni5/berlin-database-of-emotional-speech-emodb
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– TTS database: https://www.iitm.ac.in/donlab/tts/index.php
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