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Abstract
In this paper, a new monaural singing voice separation algorithm is presented. This 
field of signal processing provides important information in many areas dealing with 
voice recognition, data retrieval, and singer identification. The proposed approach 
includes a sparse and low-rank decomposition model using spectrogram of the sing-
ing voice signals. The vocal and non-vocal parts of a singing voice signal are inves-
tigated as sparse and low-rank components, respectively. An alternating optimiza-
tion algorithm is applied to decompose the singing voice frames using the sparse 
representation technique over the vocal and non-vocal dictionaries. Also, a novel 
voice activity detector is presented based upon the energy of the sparse coefficients 
to learn atoms related to the non-vocal data in the training step. In the test phase, 
the learned non-vocal atoms of the music instrumental part are updated according 
to the non-vocal components captured from the test signal using domain adaptation 
technique. The proposed dictionary learning process includes two coherence meas-
ures: atom–data coherence and mutual coherence to provide a learning procedure 
with low reconstruction error along with a proper separation in the test step. The 
simulation results using different measures show that the proposed method leads to 
significantly better results in comparison with the earlier methods in this context and 
the traditional procedures.

Keywords  Singing voice separation · Dictionary learning · Incoherence · Sparse 
coding · Voice activity detector

 *	 Samira Mavaddati 
	 s.mavaddati@umz.ac.ir

1	 Electronic Department, Faculty of Technology and Engineering, University of Mazandaran, 
Babolsar, Iran

http://orcid.org/0000-0002-8138-1014
http://crossmark.crossref.org/dialog/?doi=10.1007/s00034-019-01338-0&domain=pdf


3653Circuits, Systems, and Signal Processing (2020) 39:3652–3681	

1  Introduction

A singing voice separation approach with high separation ability is applicable in 
many areas dealing with singer identification, voice and lyric recognition, and 
data retrieval [12, 13, 20]. This paper focuses on the singing voice separation pro-
cess when a single microphone records the songs. The difficulties in this area are 
more prominent when the vocal signal is recorded in the presence of non-vocal or 
music accompaniment signal with high energy level. The purpose of this process-
ing is to separate the vocal and non-vocal components of the recorded signals 
and remove the non-vocal parts. So, the proposed separation algorithm should 
be designed to increase either intelligibility or quality of the vocal signal without 
causing any distortion [22].

The singing voice signal includes two components: the components containing 
the vocal content (voice-only components) and the ones involving the non-vocal 
content (music accompaniments).

The voice or vocal signal is approximately sparse in the time–frequency 
domain. This domain provides a detailed analysis with high resolution for the 
vocal signals. The sparse representation algorithm models a voice frame with a 
linear combination of a limited number of atoms based on a dictionary learning 
procedure. On the other hand, the non-vocal signal can be assumed as a low-rank 
component, since its spectrum (time–frequency representation) in different time 
frames is highly correlated with each other.

Various singing voice separation algorithms are proposed using different basic 
approaches over the years such as autocorrelation-based [34], filter-based [10], 
pitch-based [15, 44], low-rank-based representation [39, 42, 43], cluster-based 
[24, 25], neural network-based [6, 19], and the approaches including nonnegative 
matrix factorization (NMF) [4].

The autocorrelation-based algorithm is only based on self-similarity measure. 
This algorithm works by extraction of the repeating musical components without 
need to prior training procedure. This method has the advantage of being sim-
ple, fast, and blind [34]. The filter-based method proposes a source/filter model to 
extract the musical accompaniment from the polyphonic audio signals. This unsu-
pervised algorithm discriminates between the components of the singing voice 
signal by assuming that the energy of these parts is different [10]. The pitch-
based algorithm introduced in [44] classifies an input signal into the vocal and 
non-vocal components. A pitch detection method detects the pitch frequency of 
the singing voice signal, and the detected pitch in the separation stage categorizes 
the time–frequency segments into the singing voice signal. In [15], a spectral sub-
traction method is applied to track the pitch frequency using the segmentation 
and the grouping stages. At first, the input singing voice signal is decomposed 
into small parts in different time–frequency resolutions. Then, the unvoiced parts 
are identified by Gaussian mixture models (GMM) as a classifier.

The low-rank-based separation methods assume that the magnitude spectro-
gram of a song can be considered as a superposition of low-rank and sparse com-
ponents corresponding to the instrumental part and the vocal part, respectively 
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[39, 42, 43]. In [42], at first, the online dictionary learning is presented to model 
the vocal and instrumental parts of the clean signals. Then, the low-rank repre-
sentations of these components are computed and the magnitude spectrogram 
is decomposed into two low-rank matrices to show the musical components. In 
[39], an online single-channel separation method is presented based on robust 
principal component analysis (RPCA). This method decomposes the signal into 
a low-rank component with its repetitive structure and a sparse component with 
its quasi-harmonic structure. A sparse and low-rank decomposition scheme using 
the RPCA technique is presented in [43] that works based on the harmonic sim-
ilarity between the sinusoids components. The effectiveness of deep clustering 
on the task of singing voice separation is considered in the cluster-based meth-
ods [24, 25]. In [24], time–frequency representation of input sources is utilized 
to a stack of several recurrent layers, followed by a feed-forward layer to yield 
a time–frequency mask. Then, this mask is applied to the Mel frequency filter 
bank and the signal recovers using the inverse Fourier transform. In [25], it was 
shown that deep clustering on a singing voice separation task can outperform the 
conventional networks in the supervised and unsupervised conditions. Moreover, 
an optimized deep clustering and the conventional mask-inference networks are 
combined to classify the instrument and the vocal components.

Source separation procedures in [6, 19] are performed using deep convolu-
tional neural networks (CNNs). In [19], U-Net architecture is employed to train 
two separate models for the extraction of the instrumental and vocal components 
of a signal in the time–frequency domain. A soft mask is obtained from the out-
put of the final decoder layer of the U-Net and this output is multiplied element-
wise with the spectrogram of the mixed signal to result in the final estimation of 
the components. Also in [6], a CNN is applied to estimate the time–frequency 
soft masks for source separation. The dimensional reduction process in the con-
nected layer leads to a more compact representation of the input singing voice 
signal. This method only models the vocal components, while the instruments 
are used primarily to increase the dissimilarity with these components. In [4], 
the extracted features based on the temporal information are used to learn mod-
els with NMF. Then, a recurrent neural network is applied to capture long-term 
temporal dependencies in the singing voice signal without need to have temporal 
constraints.

In addition to the mentioned categories, there are other methods to solve the 
singing voice separation problem [11, 33, 35]. In [33], a priori probabilistic 
approach based on Bayesian modeling and statistical estimation is used to sepa-
rate the mixed sources. Also, an expectation maximization algorithm optimizes 
the separation procedure. In [35], the periodically repeating frames in the singing 
voice signal are detected, and then, a comparison process with a repeating model 
is done via time–frequency masking. This algorithm can trace the pitch contour 
and works as a preprocessor in different signal processing fields. The U-net style 
network is applied in [11] to train the vocal and musical components. The vocal 
source can be captured from the mixture signal when the likelihood of the source 
from a given mixture is maximized. So, a decomposition scheme is proposed to 
maximize the likelihood by using implicit density [11].
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In [16], the RPCA technique is employed to model the repetitive structure of 
the non-vocal components in the input signals [5]. In this unsupervised separation 
method, a binary time–frequency mask is estimated to earn the separation matrix 
with more accuracy. The algorithm presented in [17], similar to the RPCA-based 
method [5], can enhance the vocal signals corrupted by the background non-vocal 
signals. In this approach, separation of the monaural singing voice signal is per-
formed in a supervised manner by using a deep recurrent neural network (DRNN). 
The different temporal connections of this network are learned using limited-mem-
ory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) optimization algorithm. In 
[18], a singing voice separation approach in an interdependent manner based on the 
RPCA technique is presented. Using this technique, the contours of vocal funda-
mental frequency are estimated to make a time–frequency mask. Then, the decom-
position process including RPCA procedure is performed using this mask.

In [31], a singing voice separation procedure using the empirical wavelet trans-
form is presented to capture the repetitive structure of the non-vocal components 
and design a wavelet filter. The components related to the repetitive content of the 
non-vocal components are selected with the maximum frequency detected in the 
spectrum of singing voice signals.

In recent years, there is an increasing interest in using the sparse representation 
and dictionary learning techniques in the voice processing systems [30, 38]. The 
purpose of sparse coding is to approximately model the data frames as a weighted 
linear combination of a small number of the dictionary atoms [1]. A redundant dic-
tionary is learned using the input signals to model each observed frame with the 
sparse linear combination of a fixed number of atoms [1, 9]. A trained diction-
ary that involves different bases with the unit norms in its column makes a gen-
erative model to represent precisely the content of input frame. In [38], least angle 
regression with the coherence criterion algorithm (LARC) followed by K-singular 
value decomposition (K-SVD) technique is utilized for dictionary learning. In [30], 
orthogonal matching pursuit (OMP) and limited-memory BFGS algorithms are used 
for sparse coding and dictionary training of speech and different noise signals.

In [27], a separation problem based on combination of sparse nonnegative matrix 
factorization (SNMF) and low-rank modeling is introduced. An incoherence genera-
tive model is learned for different components of the singing voice signal. Also, a 
factorization method using the model learned based on SNMF algorithm is utilized 
to decompose the sparse and low-rank parts of the singing voice signal.

In this paper, a new method for incoherent dictionary learning of the singing 
voice frames is introduced. For this purpose, the atom–data coherence and mutual 
coherence parameters should be considered. These parameters are adjusted in such 
a way that the approximation error is reduced as much as possible and the separa-
tion process is carried out with more accuracy [29]. In order to solve the singing 
voice separation problem using a dictionary-based approach, a new optimization 
method is presented based on the proposed learnable sparse and low-rank decom-
position scheme and domain adaptation procedure. The vocal and non-vocal parts 
of the singing voice signal in the time–frequency domain are considered as sparse 
and low-rank components. In the training process, the vocal dictionary is learned on 
the clean singing voice signals. This dictionary is used in the next step to provide 
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enough data for the non-vocal dictionary learning process. The non-vocal atoms are 
learned based on the captured non-vocal frames using the proposed voice activity 
detector (VAD) algorithm. The presented energy-based VAD detects the non-vocal 
segments using the energy of coefficient matrix in the sparse coding of the input 
signal over a vocal dictionary. The RPCA technique is used in combination with the 
sparse representation over the vocal and non-vocal dictionaries to alternately solve 
the proposed optimization problem [28]. In the test step, the atoms in the learned 
non-vocal dictionary are adapted to the new ones according to the initial and final 
sections of the observed signal. This process is performed by using the domain 
adaptation technique which was previously used for speech enhancement in the 
presence of piano noise [7, 28, 30].

The remainder of this paper is organized as follows. In Sect. 2, the voice singing 
separation problem is illustrated. Then, in Sect. 3, a brief overview of the incoherent 
dictionary learning, domain adaptation technique, proposed voice activity detector, 
and sparse low-rank decomposition procedure is explained. The details of the pre-
sented decomposition model are addressed in Sect. 3. In Sect. 4, the experimental 
results are expressed. Finally, the evaluation results are provided in Sect. 5 and the 
paper is concluded in Sect. 6.

2 � Problem Description

This paper introduces a novel singing voice separation algorithm based on the low-
rank sparse decomposition scheme. The sparse and low-rank components of the 
singing voice signal are considered as vocal and non-vocal parts in the time–fre-
quency domain, respectively. It should be noted that the vocal signal has no data 
redundancy in the time domain. Hence, this signal is usually transferred into another 
feature space to result in a better sparse representation. A suitable domain is the 
short-time Fourier transform (STFT). The vocal signal with speech content can be 
considered as the sparse component in the time–frequency domain. Also, the back-
ground music is regarded as a low-rank component since its frames are correlated in 
the time–frequency domain. Therefore, the singing voice signal is transferred into 
the STFT feature domain to display the low-rank sparse time–frequency representa-
tion. Monaural singing voice signal in the STFT domain can be linearly modeled as 
[21, 32]:

where Y(n, m), S(n, m), and L(n, m) are the spectrograms of the singing voice, vocal 
and non-vocal signals at frequency bin n and the frame number m, respectively. The 
singing voice signal Y ∈ ℝ

N×M can be represented linearly by the sparse coding of 
atoms as Y = DX, where D ∈ ℝ

N×P,P > N is an overcomplete or redundant diction-
ary with P atoms shown by {dp}Pp=1 with unit norm. The sparse coefficient matrix 
X ∈ ℝ

P×M ,P ≫ K contains the sparse coefficients of Y with the cardinality parame-
ter K [21, 32]. N indicates the number of frequency bins, and P denotes the number 
of dictionary atoms. Also, the value of cardinality parameter K determines that how 

(1)Y(n,m) = S(n,m) + L(n,m)
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many atoms can participate in the representation of each input frame (each column 
of Y matrix). In fact, each column of X includes only K nonzero elements.

An overcomplete or redundant dictionary is a dictionary with more columns 
than its rows due to better representation of the data frames over the space bases. 
For example, a dictionary with twice the number of rows in its columns is named 
the overcomplete dictionary with a redundancy rate of 2. The sparse representation 
problem according to the approximation error and the sparsity constraint is formu-
lated as [21, 32]:

where ||X||0 is the number of nonzero coefficients in each row of X bounded to the 
sparsity constraint K.

3 � Overview of Proposed Method

The block diagram of the proposed method is shown in Fig. 1. The input signals in 
the training and test steps are first transferred into the STFT domain. The role of 
each block in Fig. 1 is illustrated with details in the following subsections.

(2)X
∗ = argmin

X
||Y − DX||2

F
s.t. ||X||0 ≤ K

Fig. 1   Block diagram of the proposed separation procedure of the singing voice signal with the training 
and test steps
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3.1 � Preprocessing of Input Data

In the first step of the preprocessing phase, the input signals are resampled from 
16 kHz to 8 kHz. In the simulations, the input signal is divided into several frames 
to obtain stationarity on the data frame. The input data are segmented with 37.5 ms 
frame length and 40% overlap. Then, the pre-emphasis procedure is performed by 
applying the first-order difference equation [23]. Then, a Hamming window with 
300 samples is applied to each frame [23]. Then, the feature space is achieved using 
a 300-point STFT.

3.2 � LARC Sparse Coding and K‑SVD Dictionary Learning

K-SVD is the first method to learn a redundant dictionary from a set of training 
data [1]. This learning algorithm is proposed for image denoising by learning an 
overcomplete dictionary. This flexible algorithm works easily with any sparse repre-
sentation method. Using the K-SVD algorithm, each input data is modeled with the 
linear combination of the sparse coefficients of K atoms in a singular value decom-
position procedure to provide a better fit with the training data. The idea of using 
sparse representation is one of the most interesting areas in different signal process-
ing fields.

Two main parameters should be considered in order to learn a dictionary, the 
atom–data coherence, and the mutual coherence between the atoms. The first one 
determines the dependency between the dictionary atoms and the training data. If 
the value of the atom–data coherence is high, it will result in a better fitting between 
the dictionary atoms and the training data and then a lower reconstruction error. The 
second one expresses the dependency between the dictionary atoms and is obtained 
using the maximum value calculated from the correlations between the different 
atoms. The lower value for the mutual coherence results in a dictionary with inde-
pendent basis vectors as much as possible. A coherence criterion is employed in the 
proposed dictionary learning process to yield the overcomplete dictionaries with the 
incoherent atoms.

In the first step of the dictionary learning procedure, the LARC sparse coding 
algorithm is utilized for the sparse representation based on the atom–data coher-
ence constraint [38]. This algorithm is a generalization of the least angle regres-
sion method with the stopping condition including the residual coherence. In this 
approach, a variable cardinality parameter is set. The noisy signal in the enhance-
ment step is coded sparsely over the composite dictionary as [38]:

where X∗
S
 and X∗

L
 show the sparse and low-rank coefficients for representation of the 

input frame over the dictionaries DS and DL . These dictionaries are related to the 

(3)

X
∗
S
,X∗

L
= LARC

(
Y,
[
DSDL

]
, coherence value

)
→

X
∗
S
,X∗

L
= arg min

XS ,XL

||Y − DX||2
F
→ arg min

XS ,XL

‖‖‖‖‖
Y −

[
DSDL

][ XS

XL

]‖‖‖‖‖

2

F
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vocal and non-vocal components. The obtained sparse coefficients of Eq. 3 are used 
in the reconstruction of the vocal and non-vocal frames as:

The ability to maintain a balance between the confusion and distortion in the source 
signal is obtained by using a stop condition in the sparse coding process. This condi-
tion is based upon the atom–data coherence measure. A high value for the cardinal-
ity parameter or too dense sparse coding results in the source confusion since the 
number of dictionary atoms is not enough for proper representation. Source distor-
tion occurs when the sparse coding is performed with a low cardinality parameter or 
too sparse coding. So, the number of required atoms will not be enough for sparse 
representation and input data cannot be coded exactly over these atoms. Therefore, 
the cardinality parameter must be set precisely [28].

3.3 � IPR Post‑processing of Atoms

A better matching between the input frames and dictionary atoms will be obtained 
when each dictionary has low coherence value similar to an equiangular tight frame 
(ETF). The ETF is a matrix in a Euclidean space with a set of unit vectors in its 
columns and the coherence value as small as possible [2]. The problem of finding a 
dictionary with low mutual coherence between its normalized atoms can be solved 
by analyzing Gram matrix G = D

T
D . The coherence criterion is described by the 

maximum absolute value of the off-diagonal elements of the Gram matrix with the 
normalized atoms [2]. If all off-diagonal elements are the same, a dictionary with 
the minimum self-coherence value has been found. In the training phase of the pre-
sented algorithm, an iterative projection and rotation (IPR) method proposed in [2] 
is used as a post-processing step in order to yield the incoherent dictionaries. The 
IPR method was first introduced for the incoherent dictionary learning to represent 
the music signals [2]. In the proposed algorithm, the incoherent dictionary learning 
based on the K-SVD/LARC followed by IPR is applied to result in a lower coher-
ence value than other dictionary learning algorithms such as K-SVD or K-SVD fol-
lowed by LARC coding [28–30]. Due to the desirable results reported in [2], this 
dictionary learning method is used in this paper.

3.4 � The Proposed Voice Activity Detector

In recent years, different VAD algorithms in various feature spaces were presented 
based on the dictionary learning technique [45, 46]. In [45], a dictionary-based VAD 
algorithm is introduced in the time domain including a detection process based on 
the average energies of different short and long segments of the input signal. In [46], 
a VAD algorithm is presented using an optimized dictionary learning procedure to 
yield the incoherent dictionaries. The features in this scheme are the modified ver-
sion of the ones designed in [45]. Also, in [40], a VAD algorithm using nonnegative 

(4)Ŝ = DSX
∗
S
, L̂ = DLX

∗

L
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sparse coding is presented in the STFT domain using the energy of sparse coeffi-
cients with a conditional random field (CRF) method.

In the proposed separation scheme, an energy-based VAD algorithm is introduced 
in the time–frequency domain using the incoherent K-SVD technique and LARC 
sparse coding algorithm.

In [30], our previous work for speech enhancement, a VAD algorithm was intro-
duced based on the trained dictionaries with L-BFGS optimization algorithm in the 
wavelet packet transform domain. The modified version of this VAD algorithm in 
the time–frequency domain is employed in this paper. The proposed VAD scheme is 
detailed as follows [30].

First criterion In the first step of the proposed VAD algorithm, the input signals 
are transferred into the STFT domain. Then, a vocal dictionary DS is learned by the 
K-SVD/LARC algorithm over the input frames involved only the vocal components. 
The presented VAD algorithm uses the energy of coefficient matrices calculated 
from the sparse representation of the singing voice signal over the learned vocal dic-
tionary DS . Then, the singing voice frames � are sparsely represented by DS using 
LARC coding, and then, the similarity between the original frame � and the recon-
structed data frame �̂ is calculated based on this representation:

where X
S
 is the sparse coefficient matrix coded by the LARC algorithm. If 

||� − �̂||2
F
< 𝜀1 or the approximation error ||� − �SX

∗
S
||2
F
 is low, the input frame 

will have a vocal label.
If ||� − �̂||2

F
> 𝜀1 , the input label will be non-vocal. A high value for this similar-

ity measure means that the input frame has non-vocal structure since it has not been 
properly coded over the vocal dictionary.

Second criterion In order to ensure that our decision about the label of the input 
frame is true, the sparse representation is carried out over the initial and final frames 
of the input singing voice signal. These frames make a primary dictionary defined 
by �L0 that only contain the musical content due to the initial and final silence of 
the signal. The label of the captured frames, vocal or non-vocal tags, can be found 
due to the approximation error of the input frame over this dictionary. If the energy 
of the sparse coefficient matrix over �L0 is low, it means that the input frame does 
not have a proper representation on the non-vocal atoms captured from the initial 
and final frames of the singing voice signal. So, it indicates that the input frame has 
vocal content and will not be coded precisely on the atoms involved non-vocal struc-
ture. Hence, the correct label is assigned to the input frame:

where x∗
S
 indicates the rows of the coefficient matrix X∗

S
 and P is the number of these 

rows. If the sparse coding matrix �0 has low coefficient energy, ||�0
|| < 𝜀2 , the vocal 

label assigned to the input frame in the previous step is true. Otherwise, the detected 
label will change to the new one.

(5)X
∗
S
= LARC

(
�,DS, coherence value

)
→ �̂ = DSX

∗
S

(6)X
∗
S
= LARC

(
�,�L0, coherence value

)
→ �0 =

1∕P

P∑

p=1

x
∗2
S,p
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If this representation is performed with high sparse coefficient energy, ||�0
|| > 𝜀2 , 

the non-vocal label is assigned to the frame. If the detected label according to the 
first criterion was vocal, the estimated label will be changed to the new one. There-
fore, a label will be assigned to each input frame using the results of the first and 
second criteria in the training step.

As mentioned, the second criterion emphasizes that the decision about the label 
of the input frame according to the first condition is true. If this label is specified 
as the vocal and the sparse representation of this frame over dictionary DL0 has low 
energy, this vocal label will be approved. Also, if the label of the input frame by 
applying the first condition is detected as the non-vocal and the sparse coding of 
this frame over dictionary DL0 has high energy, then the non-vocal label will be con-
firmed. Otherwise, if the estimated labels for the input frame in the first and second 
conditions are not the same, the label will be changed. In this paper, it is assumed 
that the eight initial and final frames of the input singing voice signal only include 
musical content.

Third criterion The last two criteria are utilized in the training step. In the test 
step, the dictionaries related to the sparse and low-rank components are available. 
Then, a voice activity detector scheme is proposed based on the energy of the coef-
ficient matrices in the sparse representation of the observed data over a composite 
dictionary 

[
�S�L

]
 . The singing voice signal in the test step is coded sparsely over the 

composite dictionary. The detected frames captured by the proposed VAD scheme 
are learned over the composite dictionary as [38]:

where X∗
S
 and X∗

L
 show the sparse coefficients of the input data over DS and DL that 

indicate the vocal and non-vocal dictionaries. The energy of sparse coefficients is 
computed as:

where P1 and P2 denote the rows of the coefficient matrices X∗
S
 and X∗

L
 . If the energy 

of input frame in this representation over each dictionary is high, the related label 
according to the dictionary class is assigned to this frame.

The block diagram of the proposed VAD algorithm based on the mentioned crite-
rions in the training and test step is illustrated in Fig. 2.

3.5 � Domain Adaptation of Non‑vocal Atoms

In the proposed test step, the domain adaptation technique is employed to adapt 
the non-vocal dictionary to the new one according to the characteristics of the 
test signal. This adaptation process was first applied as an analytical solution 
for image denoising to update the learned atoms [7]. Then, a low-rank sparse 

(7)

X
∗
S
,X∗

L
= LARC

(
Y,

[
DSDL

]
, coherence value

)
→ arg min

XS ,XL

‖‖‖‖‖
Y −

[
DSDL

][ XS

XL

]‖‖‖‖‖

2

F

(8)ES =
1∕P1

P1∑

p
1
=1

x
∗2
S,p

1

, EL = 1∕P2

P2∑

p
2
=1

x
∗2
L,p2
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decomposition scheme was introduced in [28] to reduce the mismatch between 
the characteristics of the training and test signals and enhance the speech frames. 
In [30], the adaptive supervised and semi-supervised speech enhancement algo-
rithms were presented using the sparse coding in the wavelet packet transform 
(WPT) domain. Also, the dictionary adaptation technique is applied to update the 

Fig. 2   Block diagram of the proposed VAD procedure based on three criterions in training and test steps
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atoms of the primary noise dictionary according to the estimated noise in the test 
environment. It has been shown in [28, 30] that this technique is very effective 
to achieve better enhancement results especially in the presence of stationary or 
non-stationary noise signals.

In this paper, the domain adaptation procedure is used to update the atoms 
of the non-vocal dictionary based on the non-vocal frames captured by the test 
signal. These frames are estimated using the proposed VAD algorithm defined in 
Sect. 3.4. Hence, the adapted atoms can sparsely code the observed data based on 
the characteristics of the non-vocal signal in the test space with low approxima-
tion error. This adaptation procedure leads to an effective factorization process 
especially when the non-vocal components in the training and test steps have the 
different structure. In fact, the mismatch between the training and test signals has 
been alleviated based on the atom adaptation technique as much as possible.

3.6 � Proposed Decomposition Scheme

The sparse and low-rank components of the singing voice signal in the time–fre-
quency domain are considered as the vocal and non-vocal components, respec-
tively. Some methods ignore the effect of using knowledge about the statistics of 
the input data, while using the learned models with these statistics leads to a bet-
ter performance, especially in the singing voice separation problem. Therefore, 
an alternating decomposition algorithm involved the sparse and low-rank models 
of the input components is used to solve this separation problem. It is notewor-
thy that employing incoherent vocal and non-vocal dictionaries as expressed in 
Sect. 3.2 results in a proper separation process based on the content of the input 
data.

The basic algorithm for sparse low-rank decomposition is RPCA that uses an 
alternating projection algorithm to decompose the data structure by setting the 
constraints on the rank and sparsity parameters for each observed signal [5]. In 
the RPCA algorithm, the sparse and low-rank components are obtained from hard 
thresholding based on a shrinkage function and singular value decomposition (SVD) 
of the observed signals, respectively [5]. The RPCA as a convex optimization algo-
rithm recovers a low-dimensional matrix from high-dimensional observations and 
decomposes the input signals into the sparse and low-rank components [5]. In recent 
years, RPCA is used in the different fields of voice processing such as singing voice 
separation problem [16]. This technique solves the following convex optimization 
problem since the vocal and non-vocal components of the singing voice signal can 
be represented by sparse and low-rank components in the time–frequency domain 
[5, 28]:

where ||.||∗ defines the nuclear norm as the sum of the singular values and shows 
that L should be low rank. Different Lagrangian-based or projection-based tech-
niques have been proposed to solve these subproblems [5, 28]:

(9)argmin (||L||∗ + �||S||1), subject to Y = L + S
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where ||.||F is the Frobenius norm. Also, rank(.) denotes the rank of the low-rank 
components bounded to r ≤ min(N,B) for L ∈ ℝ

N×B . Card(.) shows the cardinality 
value of each sparse component.

In this paper, the RPCA method is combined with the sparse coding of the vocal 
and non-vocal dictionaries (trained using K-SVD algorithm according to Sect. 3.2) 
to alternately solve the optimization problem [28]. The nonnegative coefficients in 
this optimization procedure are adjusted during the sparse representation step with-
out adding the new parameters to prevent from a complicated learning approach. 
The separation problem can be formulated as [28]:

The following subproblems are obtained to alternately solve the separation problem 
and update the sparse matrices by applying the vocal and non-vocal dictionaries in 
Eq. 9 [28]:

where �xL and �xS are the weighting factors for the sparsity constraints of the coef-
ficient matrices. Also, �L indicates the rank value of the non-vocal components. The 
analytical solution of these subproblems using the SVD algorithm and hard thresh-
olding of the low-rank and sparse components is proposed in [28]. The proposed 
sparse low-rank decomposition algorithm based on the learned dictionaries for the 
vocal and non-vocal signals is shown in Algorithm 1 [28].

4 � Experimental Results

The redundancy rates of the overcomplete dictionaries for the vocal and non-vocal 
data have been set to 4 and 2, respectively. The dictionary learning for the non-
vocal frames with the periodic content is performed usually with low approximation 
error. This means that the input data with the harmonic structure can be represented 
exactly by the trained atoms. For this reason, the lower redundancy rate is sufficient 
for this data type.

These experiments are carried out in two situations: singer-dependent (SD) 
and singer-independent tests (SI). In the SD situation, the singers in the train-
ing and test steps are the same. Since the vocal and non-vocal frames have very 
distinct structure, the non-vocal frames in both SD and SI scenarios do not have 
an adequate sparse coding over the vocal dictionary. Therefore, these frames 
are coded by the low-rank atoms in the composite dictionary. The threshold 

(10)
L
t = argmin

rank(L)≤r

||Y − L − S
t−1||2

F

S
t = argmin

Card(S)≤k&S≥0

||Y − L
t − S||2

F

(11)argmin (||DL ⋅ XL||∗ + �||DS ⋅ XS||1), subject to Y = DL ⋅ XL + DS ⋅ XS

(12)
argmin

XL

(
1

2
||Y − DLXL − S||2

F
+ �

XL
||XL||1 + �

L
||DLXL||∗

)

argmin
Xs

(
1

2
||Y − L − DSXS||2F + �

XS
||XS||1

)
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values in the criteria 1–2 of the proposed VAD algorithm, �1 and �2 , are set to 
0.15 and 0.25, respectively. Also, the number of iteration (itr), coherence value 
(C), threshold value (T), and rank value (r) defined in Algorithm 1 are adjusted 
according to the experimental simulation results to 20, 0.025, 0.1, and 2, respec-
tively. In the training phase, only the magnitude spectrums of input signals have 
been used in the learning process. The phase spectrum is kept unchanged during 
the synthesis.

In the test phase, each singing voice signal is mixed with the background 
music at SNRs of − 5  dB, 0  dB, and 5  dB. The BSS-EVAL toolbox is used 
to assess the performance of the proposed algorithm [41].

Algorithm 1: Proposed sparse low-rank decomposition algorithm based on 
the learned dictionaries
Input: SD , L D , Y , K (cardinality for LARC) , itr (number of iteration), C
(coherence value), T (threshold value), r (rank value)
Output: SX , LX , S, L

Initialization: [ ]= 0*
SX , [ ]= 0*

LX

for t=1→ itr
% Update low-rank component L and related coefficient matrix LX

( )( )( . ) .−= −1* T T t
L L L L S SX D  D  D Y D  X

( ).= *
L LUΛV SVD  D X

r
t

iii i
L U V

=
= λ∑

1

( ), , ,+ =1 tt
LLX LARC  D L  C K

t t
L LL D .X+ +=1 1

% % Update sparse component and related coefficient matrix SX

( )( )( . ) . +−= − 11* T T t
S S S S L LX D  D  D Y D  X

( ). ,=t *
S SS HardThreshold  D X  T

, , ,+ =1 tt
SSX LARC  D S  C K

.+ +=1 1t t
S SS D X

t=t+1;

end for

All dictionaries are initialized with the training data chosen randomly from 
the input frames. Then, the learned dictionaries with the decorrelated atoms are 
obtained by applying the IPR algorithm as mentioned in Sect. 3.3. All framing, 
preprocessing, and redundancy rates are the same in the training and test steps.
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5 � Evaluation

The several experiments have been performed to evaluate the performance of the 
proposed algorithm using the MIR-1K corpus.1 This large multi-talker database is 
provided with recordings of 1000 songs for research on the singing voice separa-
tion problem. This corpus involves the songs recorded by 19 singers of both gen-
ders with sentences about 4–13 s. In the implementations, four male and five female 
singers in the training step and three male and four female singers for the singer-
independent test have been selected. The training and test sets include 400 and 200 
songs.

In this paper, the effect of the dictionary learning technique in the singing voice 
separation problem is considered. The performance of the proposed method is com-
pared with some baseline methods and the earlier algorithms in this context. The 
reported results are obtained from averaging over all test signals. In order to assess 
the simulation results with more details, the proposed approach is compared with 
the methods introduced in [16, 17, 39, 42] and my previous research presented in 
[27].

The MLRR-based (multiple low-rank representation) method proposed in 
[42] uses 1024-point STFT by sliding a Hamming window with 25% overlap 
to obtain the spectrogram. Then, the magnitude and the phase part of spectro-
gram are used in the separation procedure. The spectrogram of each frame in 
[39] is computed using a window size of 1024 with 40% overlap. A gradient 
descent method is used to train dictionaries used in the robust low-rank non-
negative matrix factorization (RNMF) procedure. In the RPCA-based separation 
algorithm proposed in [16], the spectrogram is calculated using a window size 
of 1024 with 40% overlap. Then, the inexact augmented Lagrange multiplier 
(ALM) method is applied to solve the RPCA algorithm. In [17], a DRNN is used 
with three hidden layers of 1000 hidden units with the mean squared error cri-
terion and joint masking training. The spectral representation is extracted using 
a 1024-point STFT with 50% overlap, and the magnitude of spectra is consid-
ered as input features to the neural network. This neural network is optimized by 
back-propagating the gradients with respect to train the objectives. The limited-
memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm is used to 
train the models from random initialization, and the maximum epoch is set to 
400. In [27], a monaural voice separation method is presented based on SNMF 
and low-rank modeling in order to represent the vocal and non-vocal compo-
nents of sound mixtures. In this paper, a factorization procedure is designed 
to reduce the approximation error and result in a separation process with more 
accuracy. The magnitude of signal spectrums has been employed in the learning 
process, and the phase of signals is kept unchanged during the synthesis proce-
dure. The rank value in SNMF algorithm is selected based on the experimental 
results and high correlation between the consecutive frames of the background 

1  https​://sites​.googl​e.com/site/unvoi​cedso​undse​parat​ion/mir-1k.

https://sites.google.com/site/unvoicedsoundseparation/mir-1k
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music. The unsupervised version of this algorithm is utilized in the simulation 
results. This method in the simulation results of this paper is indicated with 
((SNMF)) algorithm.

All of these methods used to compare the performance of the proposed algo-
rithm are evaluated on MIR-1K dataset [16, 17, 27, 39, 42].

The assessment measures employed in the simulations are frequency-
weighted segmental SNR (fwSegSNR), perceptual evaluation of speech quality 
(PESQ score), speech distortion index (SDI) [26], and global normalized source-
to-distortion index (GNSDI) in the following of the evaluation frameworks per-
formed in [7, 29].

The fwSegSNR as a speech quality assessment measure is similar to the seg-
mental SNR with an additional averaging over the frequency bands correspond-
ing to the ear’s critical bands [14]. PESQ score as an objective measure uses a 
perceptual model to estimate the mean opinion score that is a subjective criterion 
and determines the speech intelligibility [26]. Another instrumental measure to 
evaluate the performance of a speech signal is SDI [3]. This measure quantifies 
the non-vocal part included in the separated vocal signal and is defined as:

where s(t) and ŝ(t) are the initial vocal signal and its estimation captured from the 
separation algorithm at the sampling time index t, respectively. The GNSDI is com-
puted by averaging over all test signals as [16]:

where I is the total number of the test songs and ai is the weighted coefficient corre-
sponding to the length of the related test signals. The NSDI denotes the normalized 
source-to-distortion ratio and is defined as

The NSDI value determines the improvement of the SDI parameter between the 
observed signal Y(t) and the estimated singing voice signal ŝ(t) [16]. The SDI param-
eter can be calculated from Eq. 13.

A separation process with more quality is yielded when the fwSegSNR, 
PESQ, and GNSDI measures have higher values. Also, the lower values for SDI 
parameter achieve better separation results. In this paper, the MATLAB imple-
mentations of the fwSegSNR and PESQ measures provided by [23, 36] are used. 
The results are the average of all test signals in the mentioned conditions. The 
MATLAB software on a Windows 64-bit-based computer with Core i5 3.2 GHz 
CPU is employed for the training and test steps.

(13)SDI
(
S(t), Ŝ(t)

)
=

E
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]2}

E
{
S2(t)

}
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5.1 � Results

As described in Sects. 3.2 and 3.3, the K-SVD/LARC dictionary learning process, 
employed in this paper, increases the data–atom coherence. This procedure con-
siders the residual coherence parameter between each data frame and the learned 
atoms. Also, an overcomplete dictionary with minimum coherence value between its 
learned atoms is obtained using the IPR technique followed by the atom correction 
step. The obtained coherence values are reported in Table 1 for different dictionary 
learning algorithms. The best results obtained from different algorithms are high-
lighted in bold. These algorithms involve the dictionary learning using K-SVD with 
OMP sparse coding [1], K-SVD with LARC coding [38], and the proposed incoher-
ent dictionary scheme based on the K-SVD with LARC sparse coding followed by 
IPR post-processing. The reported SNR values are the ratio of the input matrix Y to 
the reconstruction error of sparse coding over the dictionary D:

As shown in Table 1, the calculated atom–data coherence and SNR values for the 
K-SVD/LARC training procedure are higher than the K-SVD/OMP method, since 
the matching between the dictionary atoms and the training data increases based on 
the LARC coding and its variable cardinality parameter. Also, the IPR technique has 
been used in the training step to decorrelate the learned atoms and yields a diction-
ary closer to the ETF along with decreasing the approximation error. Therefore, the 
atom coherence values obtained in the training step are lower than the first two men-
tioned training algorithms. The separation results measured by the PESQ and seg-
mental SNR scores at different SNR values are given in Figs. 3 and 4. These results 
are obtained for the SD and SI scenarios of the proposed method in comparison with 
other mentioned algorithms.

(16)SNR(�,�X) = 20 log10
(
||�||2

F
∕||� − �X||2

F

)

Table 1   Results of the 
atom coherence, atom–data 
coherence, and SNR values of 
the data approximation for the 
vocal and non-vocal signals

The best results obtained from different algorithms are highlighted 
in bold

Vocal signal Non-vocal signal

K-SVD/OMP [1]
 Atom coherence 0.89 0.90
 Atom–data coherence 0.48 0.54
 SNR (dB) 10.2 10.5

K-SVD/LARC [38]
 Atom coherence 0.87 0.89
 Atom–data coherence 0.69 0.78
 SNR (dB) 10.8 11.1

K-SVD/LARC/IPR (proposed)
 Atom coherence 0.49 0.54
 Atom–data coherence 0.74 0.79
 SNR (dB) 11.4 11.7
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In order to better show the calculated measures for the mentioned approaches, 
the results of SDI and GNSDI are reported in Figs.  5 and 6, respectively. These 
results are obtained from the averaging over all test signals. Also, the results shown 

Fig. 3   Performance comparison of different methods in terms of PESQ scores at different SNR values for 
separation of the vocal component

Fig. 4   Performance comparison of different methods in terms of frequency-weighted segmental SNR 
values at different SNRs for separation of the vocal components
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in Figs. 3 and 6 are reported in Tables 2 and 3 in order to have better representation 
with more details for a proper comparison between the algorithms.

As explained, more quality in the separation process is obtained when the fwSeg-
SNR, PESQ, and GNSDI scores have high values. In terms of SDI measure, lower 

Fig. 5   Performance comparison of different methods in terms of SDI measure at different SNR values for 
separation of the vocal components

Fig. 6   Performance comparison of different methods in terms of GNSDI value at different SNR values 
for separation of the vocal components
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values describe better separation results and less distortion in the captured vocal 
signal. As can be seen, the proposed method in the singer-dependent situation 
(with similar singers and different lyrics in the training and test steps) achieves bet-
ter measure values than other approaches that are based on the low-rank modeling 
(SNMF, RNMF, MLRR), neural network (DRNN), and RPCA techniques at all SNR 
conditions [15, 19, 24, 42]. Therefore, it can be concluded that the proposed method 
outperforms the mentioned algorithms in the singing voice separation problem.

The purpose of singing voice separation algorithm is voice recognition, voice retrieval, 
singer identification, or lyric recognition. In these entire processing fields, the quality of the 
separated vocal signal is important. In fact, the performance of the separation algorithm pre-
sented is evaluated based on the captured vocal signal, and not on the extracted non-vocal 
component. A precise separation of the vocal signal spectrum leads to an appropriate esti-
mation for the non-vocal components. Therefore, in order to have more investigation about 
the separation results, the mentioned evaluation measures have been applied to the extracted 
non-vocal signals and the performance of the proposed algorithm for estimation of these 
components has been assessed. The results of this simulation for different methods using 
SDI and fwSegSNR measures at different SNR values are reported in Table 4. The obtained 
results are consistent with those reported in Figs. 3 and 6 and Tables 2 and 3 and show that 

Table 2   Results of separation 
for the vocal components using 
PESQ score and fwSegSNR 
measure at SNRs of − 5, 0, and 
5 for different methods

The best results obtained from different algorithms are highlighted 
in bold

PESQ fwSegSNR

− 5 dB 0 dB + 5 dB − 5 dB 0 dB + 5 dB

Proposed (SD) 1.98 2.61 3.68 − 0.41 0.73 3.63
Proposed (SI) 1.86 2.48 3.50 − 0.56 0.42 3.21
SNMF [27] 1.77 2.36 3.42 − 0.70 0.31 3.01
DRNN [17] 1.73 2.31 3.35 − 0.98 0.22 2.87
MLRR [42] 1.65 2.27 3.20 − 1.11 0.12 2.66
RNMF [39] 1.42 2.16 3.14 − 1.35 0.18 2.23
RPCA [16] 1.35 2.11 3.10 − 1.38 − 0.18 1.98

Table 3   Results of separation 
for the vocal components using 
SDI and GNSDI measure 
at SNRs of − 5, 0, and 5 for 
different methods

The best results obtained from different algorithms are highlighted 
in bold

SDI GNSDI

− 5 dB 0 dB + 5 dB − 5 dB 0 dB + 5 dB

Proposed (SD) 0.24 0.098 0.065 3.35 6.86 7.99
Proposed (SI) 0.32 0.15 0.096 3.01 6.54 7.62
SNMF [27] 0.40 0.13 0.10 2.82 6.31 7.51
DRNN [17] 0.46 0.22 0.12 2.67 6.23 7.40
MLRR [42] 0.52 0.31 0.19 2.23 4.85 6.01
RNMF [39] 0.53 0.35 0.23 1.89 3.71 4.85
RPCA [16] 0.74 0.56 0.36 1.56 3.04 4.23
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the proposed decomposition scheme can outperform other presented algorithms in this con-
text at different SNR values. This superiority is more prominent at lower SNR values.

The effectiveness of the dictionary learning algorithm to remove the background 
music from the speech signal has been proven in [28–30]. The reported results in 
these references emphasize on the prominent role of the learning-based technique 
that can be employed in the singing voice separation problem. In these noise separa-
tion procedures, the best results were achieved in the presence of piano noise that is 
a periodic signal [28–30].

The proposed method can separate properly the vocal signals from the back-
ground non-vocal components since the non-vocal signals made from any musical 
instruments are well structured and can train the generative incoherent dictionaries. 
Therefore, the non-vocal parts of the singing voice signals are sparsely modeled by 
the trained atoms with more accuracy.

It is obvious that the quality of the separated vocal signals in the SD test is better 
than the SI situation. This is due to this fact that the dictionary learning in the SD 
test allows us to have the vocal atoms with more coherent in the training and test 
scenarios. Therefore, a sparse coding with lower approximation error and the sepa-
ration procedure with more quality attains.

In Figs. 3 and 6, the reason of better results in the SI situation is that although the 
vocal content in the test step is not precisely found in the vocal dictionary atoms, the 
adapted non-vocal dictionary using a variable sparsity value and the incoherent atoms 
can exactly model any background non-vocal component. Hence, the non-vocal seg-
ments of the observed frames are coded in the corresponding transferred non-vocal 
dictionaries. Also, coding the vocal components by the related dictionary with vari-
able cardinality value has a main effect in the proposed optimization process.

In the dictionary learning process, achieving incoherent atoms is very important. 
In the incoherent dictionary learning, the vocal and non-vocal atoms are incoherent 
to each other and the variable cardinality parameter in the LARC coding effectively 
prevents from sparse coding of the structured non-vocal components over the vocal 
dictionary. So, the cardinality value in this algorithm is limited to the number of col-
umns in the learned dictionary.

Table 4   Results of separation 
for the non-vocal components 
using SDI and fwSegSNR 
measures at SNRs of − 5, 0, and 
5 for different methods

The best results obtained from different algorithms are highlighted 
in bold

SDI fwSegSNR

− 5 dB 0 dB + 5 dB − 5 dB 0 dB + 5 dB

Proposed (SD) 0.28 0.10 0.08 − 0.46 0.68 3.54
Proposed (SI) 0.36 0.19 0.15 − 0.58 0.60 3.19
SNMF [27] 0.41 0.23 0.18 − 0.82 0.43 2.91
DRNN [17] 0.47 0.28 0.21 − 1.12 0.31 2.85
MLRR [42] 0.53 0.40 0.29 − 1.25 0.17 2.34
RNMF [39] 0.58 0.48 0.36 − 1.36 0.02 2.18
RPCA [16] 0.79 0.63 0.41 − 1.45 − 0.33 1.84
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To evaluate the role of domain adaptation step, the performance of the proposed 
vocal separation method in the two defined scenarios, SD and SI, is considered with 
different assessment measures. These results are shown in Tables 5 and 6 based on 
the PESQ, fwSegSNR, SDI, and GNSDI measures. The reported results show that 
the proposed singing voice separation approaches obtain better results than these 
scenarios without the domain adaptation step. Therefore, it can result that the atom 
adaptation step has a prominent effect in the presented separation process.

Table 5   Results of separation for the vocal component using PESQ score and fwSegSNR measure at 
SNRs of − 5, 0, and 5 for the proposed SD and SI scenarios with and without domain adaptation step

The best results obtained from different algorithms are highlighted in bold

PESQ fwSegSNR

− 5 dB 0 dB + 5 dB − 5 dB 0 dB + 5 dB

SD scenario 1.98 2.61 3.68 − 0.41 0.73 3.63
SI scenario 1.86 2.48 3.50 − 0.56 0.42 3.21
SD without domain adaptation step 1.83 2.49 3.53 − 0.54 0.62 3.55
SI without domain adaptation step 1.77 2.36 3.41 − 0.64 0.38 3.10

Table 6   Results of separation for the vocal component using SDI and GNSDI measures at SNRs of − 5, 
0, and 5 for the proposed SD and SI scenarios with and without domain adaptation step

The best results obtained from different algorithms are highlighted in bold

SDI GNSDI

− 5 dB 0 dB + 5 dB − 5 dB 0 dB + 5 dB

SD scenario 0.24 0.098 0.065 3.35 6.86 7.99
SI scenario 0.32 0.15 0.096 3.01 6.54 7.62
SD without domain adaptation step 0.34 0.13 0.092 3.25 6.71 7.73
SI without domain adaptation step 0.39 0.23 0.16 2.74 6.24 7.46

Fig. 7   ROC curves of the proposed VAD at different SNR values for: a detection of vocal activity, b 
detection of non-vocal activity
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In order  to assess the performance of the proposed VAD algorithm, receiver 
operating characteristic (ROC) curves are employed. The Pd and Pf in this evalu-
ation measure indicate the probability of the vocal/non-vocal label detections and 
the probability of false alarm, respectively. In this experiment, the performance 
of the presented VAD at SNRs of 0 dB, 5 dB, and 10 dB is investigated. These 
results are shown in Fig. 7. As expected, the proposed VAD yields a better accu-
racy at high SNR values. The ROC curves show that the proposed method can 
detect precisely the labels related to the input vocal and non-vocal frames.

In order to have more evaluations, the statistical test is performed to assess the 
performance of the presented algorithm in different conditions. This test should 
be performed when the implementations consist of different conditions and vari-
ous compared methods. This test shows that whether there is any significant dif-
ference between the compared methods or not. These conditions contain differ-
ent methods, measurements, and SNR values in the two mentioned scenarios. For 
this purpose, the nonparametric Friedman test with the Holms post hoc test with-
out any initial assumption is applied to perform the statistical significance test for 
the estimated accuracy values attained from more than two algorithms [8, 37].

In this test, the results with more accuracy will be obtained when the number 
of conditions is sufficiently bigger than the number of methods. So to increase the 
number of conditions, this test was performed in two situations. Firstly, for the 
results of PESQ and SDI scores and then for fwSegSNR and GNSDI measures, 
these two classes of criteria contain the same value range. Rj =

1

I

∑I

i=1
rij denotes 

the average performance rank of each measure for the jth approach out of J meth-
ods evaluated on I conditions. In this test, the approaches with better performance 
will have lower rank values [8]. In our simulations, the number of methods and 
different conditions in each situation is J = 5 and I = 24, respectively. This statis-
tical test begins with a null hypothesis test that means all the methods have the 
same quality. It is possible that this hypothesis is accepted or rejected during this 
test. The original Friedman test is explained as:

Also, a modified statistic of the Friedman test FF based on F-distribution with (J − 1) 
and (J − 1)× (I − 1) degrees of freedom is defined as (I − 1)�2

F
∕
(
I(J − 1) − �2

F

)
 [8].

The null hypothesis will be rejected if FF is greater than the critical value of 
�2
F
 . A post hoc test can be performed in order to determine which algorithm has 

better performance [8]. In this test, Zj =
�
R0 − Rj

�
∕
√
J(J + 1)∕6I is calculated for 

each assessment method. R0 is related to the method with the best average rank 
or the worst performance. The �-value at the statistical significance level α = 0.05 
is calculated by using the area under the standard normal distribution and outside 
of the range ( −Z,Z ). The simulation results of Friedman test for different singing 
voice separation methods, SD and SI, three SNR values, PESQ, and SDI scores 
are reported in Table 7. Also, these results for fwSegSNR and GNSDI measure-
ments are expressed in Table 8.

(17)�2
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The values of �2
F
 for the obtained results in Tables 7 and 8 are 56.5, 63.1, respec-

tively. Also, the values of FF in these tables are 24.35 and 33.64. The critical F-value 
with (5-1) and (5-1) × (24-1) degrees of freedom is equal to 2.7955. Therefore, the 
initial null hypothesis is rejected and a post hoc test can be used to compare differ-
ent separation methods with each other since the obtained value FF is greater than 
the critical F-value. If the Holm’s critical value calculated for each method is 
greater  than the corresponding �-value, it can be concluded that this approach has 
better performance than other algorithms as listed in the statistical test table [37].

The algorithm with the highest Z value has the best performance since the dif-
ference between R0 and Rj in the numerator of its formula will be bigger.

The average rank close to 1 reported in Tables 7 and 8 illustrates the best aver-
age rank among other algorithms. These results show that the proposed method 
performs statistically better than the other mentioned algorithms in all conditions. 
The RPCA method related to R0 has the lowest performance with the average rank 
of 3.88 in Tables 7 and 8.

In order to have more evaluations about the performance of the proposed 
method, the spectrogram plots of the mentioned singing voice separation algo-
rithms are considered. The lyric “abjones_1_01” of MIR-1 K database was mixed 
by the background music at SNRs of − 5 dB, 0 dB, and 5 dB. The spectrograms 
of the clean vocal, non-vocal, and singing voice signals are shown in Fig.  8. 

Table 7   PESQ and SDI scores 
in the statistical Friedman test 
with the Holms post hoc test for 
different methods and various 
conditions

The best results obtained from different algorithms are highlighted 
in bold

Methods Average 
rank (Rj)

Z �-value Holm(α/(J − i))

Proposed (SI) 1.09 7.4321 0 0.0071
SNMF [27] 1.83 6.3121 0 0.0083
DRNN [17] 2.23 5.6922 0 0.0100
MLRR [42] 2.97 3.7122 0.0002 0.0125
RNMF [39] 3.21 2.8142 0.0012 0.0167
RPCA [16] 3.87 2.4356 0.0149 0.0250

Table 8   fwSegSNR and GNSDI 
measures in the statistical 
Friedman test with the Holms 
post hoc test for different 
methods and various conditions

The best results obtained from different algorithms are highlighted 
in bold

Methods Average 
rank (Rj)

Z �-value Holm(α/(J − i))

Proposed (SI) 1.02 7.7125 0 0.0071
SNMF [27] 1.92 6.8210 0 0.0083
DRNN [17] 2.56 6.0351 0 0.0100
MLRR [42] 2.80 3.6587 0.0003 0.0125
RNMF [39] 3.54 2.7101 0.0067 0.0167
RPCA [16] 3.89 2.4011 0.0163 0.0250
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Moreover, the separated sparse and low-rank components of the singing voice 
signal estimated by the proposed method can be seen in this figure.

Also, the decomposed parts of the observed singing voice signal, the sparse 
component (vocal part), and the low-rank component (non-vocal part) for differ-
ent mentioned methods at SNR = 0 are shown in Fig. 9. The results of the pro-
posed method in Figs. 8 and 9 are obtained in the SI situation.

Fig. 8   Spectrograms of a clean vocal signal, b original non-vocal signal, c singing voice signal at 
SNR = 0 dB. The decomposed signals using the proposed method at SNR = 5 dB: d vocal signal and e 
non-vocal signal. The decomposed signals using the proposed method at SNR = 0 dB: f vocal signal and 
g non-vocal signal. The decomposed signals using the proposed method at SNR = − 5 dB: h vocal signal 
and i non-vocal signal
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The spectrograms of the sparse and low-rank components decomposed using the 
proposed learning-based separation scheme show that this approach can eliminate 
successfully the background non-vocal signal from the singing voice signal at differ-
ent SNR values.

Fig. 9   Spectrograms of the extracted sparse and low-rank components at SNR = 0  dB using: The pro-
posed method, a vocal signal and b non-vocal signal. DRNN method [19], c vocal signal and d non-vocal 
signal. MLRR algorithm [15], e vocal signal and f non-vocal part
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The captured spectrograms for the vocal component show that the proposed 
separation method separates the singing voice signal with more accuracy than 
other comparison methods. Also, it can be seen that other methods have more 
non-vocal residual or vocal distortion than the proposed algorithm.

5.2 � Discussion

In this paper, the vocal and non-vocal dictionaries are learned by the comprehensive 
data with an acceptable approximation error. Therefore, the frequency content of 
each input frame is exactly represented using the related atoms. If a mismatch exists 
between the components of the training and test data, the spectrum of the non-vocal 
components cannot be coded by the vocal dictionary and it should be sparsely repre-
sented over the non-vocal dictionary by LARC sparse coding.

In fact, applying a sparse coding method with variable cardinality parameter to 
obtain lower reconstruction error, as well as the domain adaptation technique, has 
important effects in the simulation results.

The superiority of the proposed method results from two issues, using domain 
adaptation technique to alleviate the mismatch between the non-vocal components 
in the training and test steps and also learning incoherence dictionaries for the vocal 
and non-vocal signals by the proposed VAD algorithm. On the other hand, the non-
vocal signals are well structured and are used to learn an incoherent dictionary by 
the IPR method. So, the non-vocal components of the observed frames are disre-
garded in the sparse representation using LARC coding over the vocal atoms. The 
incoherent dictionary learning process helps us to attenuate this problem and achieve 
better results than other algorithms. Also, using an alternating learned-based optimi-
zation method to solve the constrained decomposition problem has a prominent role 
in the improvement of the separation quality. A lower performance is obtained with 
the RPCA method since it works using an unsupervised scheme without any prior 
information about the structure of observed data.

6 � Conclusions

In this paper, a new decomposition algorithm is presented for the singing voice 
separation problem. A low-rank sparse decomposition model in the time–frequency 
domain is applied to estimate the vocal and non-vocal parts of the singing voice 
signal. An incoherent dictionary learning scheme is presented based on the LARC 
representation including the atom–data coherence parameter and IPR post-process-
ing method to train the incoherent atoms. This modified training process increases 
the mutual coherence between the training data and the learned atoms and also 
reduces the coherence between the dictionary atoms. An alternating optimization 
method based on the sparse coding over the vocal and non-vocal models is used to 
decompose the sparse and low-rank parts of the singing voice signal obtained from 
the monaural recordings. Also, a novel voice activity detector scheme is introduced 
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based on the energy of the sparse coefficient matrix to learn the atoms related to the 
non-vocal data. These atoms are adapted to the captured non-vocal components in 
the test signal by applying the domain transfer technique. In fact, all information 
about the vocal and non-vocal components is considered in order to increase the 
quality of the separated vocal signal, especially at the low SNR values. The experi-
mental results using different measures and statistical significance test show that the 
proposed scheme leads to significantly better results than the earlier methods in this 
context and the basic and traditional approaches.
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