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Abstract
In this paper, a blind audio watermarking technique using discrete cosine transform
(DCT), Hadamard transform (HT) and Schur decomposition (SD) is presented. The
embedding of watermark is carried out bymodifying the DCT coefficients through HT
and SD. Watermark is embedded in the selected high-energy low-frequency frames
of audio signal. The watermark bits are adaptively embedded in the unitary matrix
obtained from SD. To make the proposed watermarking technique fully blind, embed-
ding of watermark is performed by effectively utilizing the ratio between the first
column elements of unitary matrix. Experimental results confirm that the proposed
technique is robust to various signal processing attacks, such as re-sampling, re-
quantization, noise addition, filtering, scaling and compression. The comparison of
payload and robustness reveals that the proposedwatermarking technique outperforms
the existing techniques.

Keywords Blind audio watermarking · Discrete cosine transform · Hadamard
transform · Schur decomposition · Signal processing attacks

1 Introduction

The increase in usage of internet technology has made the sharing, illegal copying,
modifying and tampering of digital audio very easy. Variety of solutions are pro-
posed for the protection of digital audio from such illegal practices. Digital audio
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watermarking gives the promising solution for such challenges [26,38,39]. Diverse
audio watermarking techniques are proposed in recent years for different applications.
These techniques are mainly classified as blind, semi-blind and non-blind audio water-
marking techniques. In blind watermarking techniques, the watermark is extracted
without the original source. In semi-blind watermarking, the information other than
the original source is required to extract the watermark. Whereas, in non-blind water-
marking original source is required for the extraction of watermark. Additionally,
audio watermarking is also used for forensic and security applications [23,32], where
the high-quality audio signals are recorded using optical devices [13,14] to ensure
minimal background noise. In recent years, blind audio watermarking is gaining more
attention despite of the difficulty in realizing such techniques [16,18].

The watermark is embedded in cover audio by modifying the coefficients obtained
after applying different transforms such as discrete wavelet transform (DWT)
[8,10,16,18,26], fast Fourier transform (FFT) [11], Haar wavelet transform, discrete
cosine transform (DCT) [24,37], singular value decomposition (SVD) [22] and inte-
ger wavelet transform [9,21]. In [8], a DWT-based audio data hiding technique is
presented where the copyright information is encrypted using advance encryption
standards (AES) [12] before embedding. In [6], an SVD-based audio watermarking
is proposed, robust to signal processing attacks. The original audio is segmented into
non-overlapping frames and transformed to matrix. The SVD operation is performed
on this matrix where the watermark data are suitably embedded using quantization
index modulation (QIM). The watermark can be extracted without the original audio,
thereby maintaining the false negative error probability to zero. In [7], a bandwidth
extension-based speech watermarking technique is proposed. Various time and fre-
quencydomain parameters are extracted from the high-frequency component of speech
and embedded in the narrow band speech bit stream by modifying the least significant
bit to embed the watermark. A semi-blind DWT–SVD-based watermarking technique
is proposed in [3]. The audio signal is decomposed into four-level DWT followed by
SVDdecomposition. Thewatermark bits are embedded in the singularmatrix obtained
after SVDdecomposition. Thewatermarking technique is robust against various signal
processing attacks but cannot resist synchronization attack such as random cropping,
filtering, pitch shifting and amplitude scaling.

In [11], Fibonacci number-based audio watermarking scheme is proposed and the
robustness of the scheme is tested against various signal processing attacks such as fil-
tering, compression and noise addition. The FFT spectrum of the short frames of audio
signal is adaptively modified based on Fibonacci numbers to embed the watermark. In
[16], DWT-based blind audiowatermarking technique is proposed using rational dither
modulation (RDM). The audio signal is decomposed in the 5th-level approximation
subband using DWT. The watermark bits are embedded by modifying the approxima-
tion coefficients using quantization steps derived from previous watermark vectors.
The robustness against synchronization attack is achieved using periodic property of
RDM.

In [35], an empirical mode decomposition-based audio watermarking scheme is
proposed. The watermark bits are embedded by changing the final residual to maintain
the imperceptibility. In [22], SVD-based audiowatermarking technique is proposed for
stereo audio signal. The watermark is embedded in the singular matrix by modifying
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the ratio of singular values using QIM. The SVD–QIM-based audio watermarking
technique proposed in [22] is robust against re-sampling, re-quantization and other
signal processing attacks.

In [15], multilevel DWT–DCT-based blind audio watermarking technique robust to
random cropping and time-scale modification attack is proposed. The frame synchro-
nization is achieved by the repetitive pattern of 11th approximation subband and the
watermark bits are embedded in first to ninth detail subbands. In [10], synchronization
attack resilient DWT–SVD–QIM-based audio watermarking technique is proposed.
The audio signal is decomposed into short frames and thewatermark bits are embedded
in the singular matrix obtained after applying SVD over the DWT coefficients of short
audio frames. The robustness against synchronization attack is achieved by embed-
ding synchronization codes along with the watermark bits in the singular matrix using
QIM. In [37], the multi-resolution characteristics of DWT and energy compaction
capability of DCT are explored to embed the watermark bits. The DCT of fourth-level
DWT coefficients are obtained to embed the binary bit stream.

In [18], a blind audio watermarking technique is proposed using DWT and adap-
tive mean modulation (AMM) technique. The watermark bits and synchronization
codes are embedded in second-level approximation and detail subbands, respectively.
The BCH codes are used as synchronization code to achieve the robustness against
synchronization attack. In [26], DWT–LU (lower upper)-based audio watermarking
technique is proposed for high payload applications. To achieve the high impercepti-
bility, genetic algorithm (GA) is used to identify suitable audio frames for embedding
the watermark and synchronization bits. The authors of this paper proposed a DCT–
SVD-based audio data hiding technique in voiced frames [24]. The voiced frames are
identified by short-time energy and zero crossing rate. The DCT of selected voiced
frames are computed followed by SVD to embed the watermark bits adaptively in
singular matrix.

In this paper, a novel blind audio watermarking technique is presented employ-
ing DCT, Hadamard transform and Schur decomposition resilient to various signal
processing and cropping attacks. The watermark is embedded in DCT coefficients of
high-energy low-frequency frames (HELF) of cover audio signal using Schur decom-
position. To increase the imperceptibility of watermarked audio, the watermark bits
are embedded after applying Hadamard transform on DCT coefficients through Schur
decomposition. The novelty of this paper comes from the utilization of HELF frames
of cover audio signal for embedding the watermark bits using DCT approach along
with HT and SD. To the best of our knowledge, there no earlier reports on DCT–
HT–SD-based data hiding technique for audio watermarking. Experimental results of
the proposed technique shows substantial improvement in the performance evaluation
parameters, imperceptibility and robustness. The robustness of proposed technique is
tested against noise addition, filtering, re-sampling, re-quantization, MP3 compres-
sion, amplitude scaling and cropping attack. The proposed watermarking technique
achieves a payload capacity of 500bps with negligible bit error rate in the signal
processing attack environment.

The rest of the paper is organized as follows.Motivation of the proposed technique is
presented in Sect. 2. The preliminary technical background is presented in Sect. 3. The
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proposed embedding and extraction technique is presented in Sect. 4. Experimental
results followed by conclusion are presented in Sects. 5 and 6, respectively.

2 Motivation

Recently we have proposed an audio data hiding scheme based on DCT–SVD tech-
nique in [24]. The SVD-based technique generally provides high payload capacity.
The important properties due to which SVD is popularly used in audio data hiding are:
(i) the slight modification in singular value matrix does not affect the overall quality
of signal. (ii) Singular value matrix is invariant to signal processing attacks. (iii) SVD
follows the linear algebraic properties [3,5]. In this paper, Schur decomposition is
used instead of SVD since the Schur decomposition is an intermediate step of SVD
and has lower computational complexity.

In [28], a watermarking technique based on Hadamard transform and Schur
decomposition is proposed. Their scheme is proposed for color image watermark-
ing application. In this paper, the proposed audio watermarking scheme utilizes the
DCT coefficients of HELF frame for embedding the watermark bits, to increase the
robustness and imperceptibility of watermarked audio signals. The DCT is employed
in the proposed technique due to its energy compaction characteristics [36]. Further,
the HELF frames are chosen for embedding because the poor representation of DCT
coefficients of low-energy frames will degrade the perceptual quality of audio signal
[30].

3 Preliminary

3.1 Discrete Cosine Transform

DCT decomposes a finite sequence into sum of cosine functions of different frequen-
cies [1]. The 1-D DCT of a signal x(n) having length N is defined as:

X(k) = w(k)
N−1∑

n=0

x(n) cos

(
(2n + 1)kπ

2N

)
, k = 0, 1, . . . , N − 1. (1)

where

w(k) =
⎧
⎨

⎩

√
1
N if k = 0√
2
N Otherwise

In the proposed audio watermarking technique, the data are embedded in the DCT
coefficients of low-frequency components of the cover audio. The inherent property
of DCT to maintain the shape of low-frequency components even after re-sampling
is exploited in the proposed technique to resist against re-sampling attack. The DCT
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sequence of re-sampled signal is proportional to original DCT sequence, where the
proportionality constant is the square root of re-sampling factor [15].

3.2 Hadamard Transform

The Hadamard transform decomposes a signal into set of orthogonal, rectangular
waveforms called Walsh function [2]. Hadamard transform of a sequence {x(k)} =
{x(0), x(1), . . . , x(n − 1)} is defined as

{X(g)} = 1

n
[H(g)]{x(g)} (2)

where {x(g)}T = {x(0), x(1), . . . , x(n − 1)}, g = log2 n is the representa-
tion of signal {x(k)}, H(g) represents the Hadamard matrix of dimension n × n
also [H(g)] = [H(g)]∗ = [H(g)]T = [H(g)]−1 and satisfies the orthogo-
nality, i.e., [H(g)]T[H(g)] = I (g)(I = I denti t y matri x) and {X(g)}T =
{X(0)X(1), . . . , X(n−1) represents the HT coefficients. The signal can be recovered
from the inverse HT:

{x(g)} = [H(g)]{X(g)} (3)

The HT is used in the proposed audio watermarking technique due to its equivalency
with multidimensional discrete Fourier transform (DFT) and also it is invariant to any
cyclic shift [27]. In addition, the specific characteristics ofHadamard transform such as
low computational complexity, suitability for data hiding and ease of implementation
[2,28] have made the proposed watermarking technique unique and advantageous. In
the proposed watermarking technique, 2D-HT is used for hiding the watermark data.
The 2D-HT of [x]n×n is obtained by Eq. 4:

[X ]n×n = 1

n
[H ][x][H ] (4)

The 2D inverse HT is given as [33]

[x]n×n = 1

n
[H ][X ][H ] (5)

3.3 Schur Decomposition

Schur decomposition is an important tool which can decompose a given n × n matrix
A ∈ R, into set of orthonormal basis B ∈ R and upper-triangular matrix S with entries
in R, where R denotes the real vector space. The Schur decomposition equally holds
true for complex vector space C also [4].
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Fig. 1 Proposed DCT–HT–SD-based audio watermark embedding process
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...
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b1 . . . bn
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⎤

⎥⎥⎦ × S ×

⎡

⎢⎢⎣

...
...

b1 . . . bn
...

...

⎤

⎥⎥⎦

−1

= B × S × B−1

The strong correlation between the elements of the column vector b1 is exploited
in the proposed audio watermarking technique for hiding the watermark data [34].

4 Proposed Embedding Technique

The proposed embedding process is illustrated in Fig. 1. The various steps involved
in the proposed watermark embedding process is explained as follows.

Step 1 The original audio signal is separated into non-overlapping frames using Ham-
ming window function. The zero crossing rate and short-time energy are computed
using Eqs. 6 and 7 [31,40]. If s(n) represents a signal with L ms duration and N
numbers of samples per frame, then the short-time energy STE is given by Eq. 6. In
the proposed watermarking technique, the value of L is considered as 10 ms because
the audio signals are reasonably considered as stationary and periodic [31]. The value
of N is computed as N = fs × L , where fs is sampling frequency.

STE =
n∑

m=n−(N−1)

[s(m)w(m − n)]2 (6)
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Fig. 2 Separation of HELFs from the original audio signal. The audio signal is sampled at 8kHz

where

w(n) =
{
0.54 − 0.46 cos 2πn

N−1 if 0 ≤ n ≤ N − 1
0 otherwise

The ZCR of speech signal computed by Eq. 7:

ZCR =
N−1∑

n=0

0.5|sign(s[n]) − sign(s[n − 1])| (7)

where

sign(s[n]) =
{+ 1 if s[n] ≥ 0

− 1 otherwise

The frame having high STE and low ZCR is identified as a HELF and embedding
is done on such selected frames only. The separation of HELF frames from the audio
taken from the NOIZEUS database [19,20,29] is shown in Fig. 2.

Step 2 The HELF frame is designated as x(mn) and it is further divided into m sub-
frames, each having n samples, x(mn) = {x1(n), x2(n), . . . , xm(n)}. The 1D-DCT
operation is performed on the HELF sub-frame xm(n) using Eq. 1 to obtain Xm(k)
where, k = 0, 1, 2, . . . , 15. The DCT of a HELF frame is shown in Fig. 3. Obtained
DCT coefficients of each sub-frame are arranged in a matrix form of dimension 4× 4
to apply 2D HT and SD, and subsequently to embed the watermark bits.
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Fig. 3 Two HELFs from the original audio signal and its DCT. The audio signal is sampled at 8kHz

Step 3 Let [Xm(k)] denote the matrix having DCT coefficients of mth sub-frame.

[Xm(k)] =

⎡

⎢⎢⎣

Xm(0) Xm(1) Xm(2) Xm(3)
Xm(4) Xm(5) Xm(6) Xm(7)
Xm(8) Xm(9) Xm(10) Xm(11)
Xm(12) Xm(13) Xm(14) Xm(15)

⎤

⎥⎥⎦

After generating the matrix of DCT coefficients as shown above, the HT operation is
performed using Eq. 4:

[
XH
m (k)

]
= 1

k
[H ][Xm(k)][H ] (8)

where, [XH
m (k)]denotes theHTofmth sub-frameDCTmatrix and [H ] is theHadamard

matrix.

Step 4 The SD operation is performed on the matrix [XH
m (k)] to obtain [Bm] and [Sm].

[
XH
m (k)

]
= [Bm][Sm][Bm]T (9)

Step 5Eachwatermark bitW is embedded in one sub-frame bymodifying the elements
of columnb1 = {b1(1), b1(2), b1(3), b1(4)} of [Bm]. The elements ofb2,b3 andb4 are
uncorrelated with each other hence these vectors are not considered for embedding the
watermark bits [34]. The watermark bits are inserted using below mentioned scheme
[34]:

b
′
1(2) =

{
sign(b1(2)) × (1 + δ)avg if W = 1

sign(b1(2)) × (1 − δ)avg if W = 0
(10)

b
′
1(3) =

{
sign(b1(3)) × [abs(b1(3)) − [δ × avg × 0.5]] if W = 1

sign(b1(3)) × [abs(b1(3)) + [δ × avg × 0.5]] if W = 0
(11)
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Fig. 4 Effect of change in δ on the watermarked audio for δ = 0.03, 0.09 and 0.3

b
′
1(4) =

{
sign(b1(4)) × [abs(b1(4)) − [δ × avg × 0.5]] if W = 1

sign(b1(4)) × [abs(b1(4)) + [δ × avg × 0.5]] if W = 0
(12)

where sign(y) denotes the sign of y, abs(y) denotes the absolute value of y, avg =
(|b1(3)|+|b1(4)|)/2 and δ is the control factor. The reason for not considering (b1(1))
for embedding the watermark is that the correlation between (b1(1)) and any other
element of b1 is least [34]. The effect of variation in δ on the proposed method for
δ = 0.03, 0.09 and 0.3 is shown in Fig. 4. It is clear from Fig. 4 that for δ = 0.03 the
overlapping of watermarked audio signal on original audio signal is maximum when
compared with the cases for δ = 0.09 and δ = 0.3. The lower value of δ reduces the
distortion but increases the bit error rate during the extraction process.

After embedding the watermark bits, the modified [Bm] matrix is obtained. The
inverse SD is performed on modified [Bm] using [Sm] followed by inverse HT using
[H ] to obtain the modified DCT coefficients. The IDCT operation is performed on
these modified coefficients. The HELF frames are recreated and arranged to obtain
the watermarked audio.

5 Proposed Extraction Technique

The proposed extraction process is shown in Fig. 5. The steps involved in proposed
watermark extraction process is explained as follows. The initial steps involved in
extraction of watermark bits are same as explained in embedding process.

Step 1 The HELFs are identified from the watermarked audio signal.
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Fig. 5 Proposed DCT–HT–SD-based audio watermark extraction process

Step 2 The DCT operation is performed on each HELF frame followed by HT.

Step 3After performing HT and SD operation on the watermarkedmth sub-frame i.e.,
[X̂ H

m (k)], the [B̂m] and [Ŝm] are obtained respectively.
[
X̂ H
m (k)

]
= [B̂m][Ŝm][B̂m]T (13)

The watermark bit Ŵ is extracted from each sub-frame by using Eqs. 14 and 15.

Ŵ = 0; if

⎧
⎪⎨

⎪⎩

abs(b̂1(3)) < âvg && abs(b̂1(4)) > âvg

or

abs(b̂1(3)) > âvg && abs(b̂1(4)) < âvg

(14)

Ŵ = 1; if

⎧
⎪⎨

⎪⎩

abs(b̂1(3)) < âvg && abs(b̂1(4)) < âvg

or

abs(b̂1(3)) > âvg && abs(b̂1(4)) > âvg

(15)

where, b̂1(3) and b̂1(4) are the elements of column b̂1 = {b̂1(1), b̂1(2), b̂1(3), b̂1(4)}
of [B̂m] and âvg = (|b̂1(3)|+|b̂1(4)|)/2.

6 Experimental Results

The performance of proposed audio watermarking technique including imperceptibil-
ity and robustness is verified using NOIZEUS audio database [19,20,29]. All the audio
signals are sampled at 8 kHz. For the fair comparison with other watermarking meth-
ods, the watermark bits-stream of 1s and 0s are placed alternately to cover entire signal
[16]. A plot depicting the cover audio signal and watermarked audio signal is shown in
Fig. 6 where the embedding portions are highlighted with box. The watermark bits are
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Fig. 6 a Plot depicting original audio signal, b watermarked audio signal with only HELF frames where
watermark is embedded, c overlapping of original audio with watermarked audio signal. The HELF frames
are highlighted using a rectangle to show that non-HELF frames are not used of embedding

embedded only in HELF frames hence in Fig. 6b non-HELF portion for watermarked
audio is not shown. The plot in Fig. 6a, b is overlapped in Fig. 6c to show the similarity
between the original audio and watermarked audio. The parameters involved in the
DCT–HT–SD experiment are: L = 10 ms, δ = 0.031 and each sub-frame consists of
16 samples. The proposed audio watermarking technique is compared with six other
schemes, which are abbreviated as DWT–LU [26], DWT–RDM [16], MDWT–VWM
[15], DWT–AMM [18], DWT–SVD [10], DWT–Fibonacci [11] and DWT–SVD [3].

The imperceptibility and robustness of proposed watermarking technique is eval-
uated using the signal-to-noise ratio (SNR), and normalized correlation coefficient
(NCC) and bit error rate, respectively. The SNR, NCC and BER are evaluated using
Eqs. 16, 17 and 18, respectively [26].

SNR = 10 log10

( ∑
n ŝ

2(n)
∑

n

(
ŝ(n) − s(n)

)2

)
(16)

where ŝ(n) and s(n) denote the watermarked audio and original audio signals, respec-
tively.

NCC =
⎧
⎨

⎩

∑M
i=1 X(i)X̂(i)

√∑M
i=1 X

2(i) ×
√∑M

i=1 X̂
2(i)

⎫
⎬

⎭ (17)

where X(i) denotes original audio signal, X̂(i) denotes watermarked audio signal and
M denotes the total number of samples in the audio signal.
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BER =
∑N

i=1 W (i) ⊕ Ŵ (i)

N
(18)

where W (i), Ŵ (i) denote the embedded and extracted watermark bits, N denotes the
number watermark bits and ⊕ denotes exclusive OR operator, respectively. To test the
similarity between original audio signal and watermarked audio signal, the NCC is
computed for all the audio as shown in Fig. 7. The higher NCC achieved confirms that
the changes introduced because of embedding watermark are small and at acceptable
limits.

The imperceptibility and payload results of proposed watermarking techniques
without any attack are listed in Table 1.

It can be seen from Table 1 that SNR is much higher than the minimum requirement
set by the International Federation of Phonographic Industry (IFPI) [25]. The average
SNR obtained is 41.82 dB which is twice than the requirement, i.e., 20 dB. The
NCC and BER values confirm that the higher accuracy is achieved from the proposed
watermarking technique. The payload in each test is also mentioned in Table 1 to
clearly indicate the performance of the proposed watermarking technique.

Comparison of SNR and payload of proposed technique with other recent tech-
niques is shown in Table 2. The SNR achieved by proposed technique is the highest
among all other techniques because of selecting the HELF frames for embedding.
Although the payload of the proposed watermarking technique is third highest among
all the techniques under comparison, the SNR is highest instead. The proposed DCT–
HT–SD-based audio watermarking technique gives payload of 500.85 bps because the
cover audio is sampled at 8 kHz and divided into 10 ms frames and each frame is
further divided in 5 sub-frames having 16 samples per sub-frame. In each sub-frame,
one bit of watermark data is embedded and the payload (bps) is calculated using Eq. 19

Payload = Nwb

Lo
(19)
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Table 1 Imperceptibility and
payload results without attack

Audio SNR (dB) NCC BER (%) Payload (bps)

sp01 46.45 0.9429 0.0 500.69

sp02 40.57 0.9284 0.0 500.02

sp03 43.51 0.9395 0.0 500.92

sp04 35.65 0.9117 0.0 500.95

sp05 44.14 0.937 0.0 501.50

sp06 42.41 0.9337 0.0 500.89

sp07 49.51 0.9515 0.0 501.12

sp08 33.12 0.9112 0.0 500.79

sp09 42.38 0.9343 0.0 500.00

sp10 43.63 0.9371 0.0 501.61

sp11 35.63 0.9154 0.0 500.00

sp12 40.87 0.9305 0.0 500.00

sp13 37.45 0.9193 0.0 500.00

sp14 40.96 0.9261 0.0 501.15

sp15 38.39 0.9204 0.0 500.79

sp16 42.93 0.9375 0.0 500.51

sp17 41.8 0.9328 0.0 501.27

sp18 52.69 0.9567 0.0 501.40

sp19 47.37 0.9452 0.0 500.52

sp20 42.89 0.9367 0.0 501.16

sp21 35.17 0.9052 0.0 500.29

sp22 52.18 0.9556 0.0 500.42

sp23 46.19 0.9412 0.0 501.67

sp24 48.82 0.9483 0.0 501.30

sp25 37.86 0.9182 0.0 501.64

sp26 40.36 0.9284 0.0 501.66

sp27 41.74 0.933 0.0 500.00

sp28 37.63 0.9253 0.0 500.85

sp29 37.65 0.9187 0.0 501.74

sp30 34.62 0.9084 0.0 500.81

where Nwb denotes the number of watermark bits embedded, and Lo is the length
of the original audio signal in seconds [10].

The robustness of the proposed watermarking technique against various attacks is
assessed by calculating BER between original watermarkW and extracted watermark
Ŵ . The different types of attacks considered in this study arementioned in Table 3. The
type of the attacks and their corresponding abbreviations along with the description
are mentioned in Table 3.

The average BERs of other recent audio watermarking techniques are compared
with the proposed technique in Table 4.
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Table 2 Comparison of SNR
and payload of proposed
DCT–HT–SD watermarking
technique with different
watermarking techniques

Watermarking techniques SNR (dB) Payload (bps)

DWT–LU [26] 30.94 1280

DWT–AMM [18] 30.61 100

DWT–RDM [16] 20.23 344.53

DWT–SVD [3] 38.17 516

DWT–Fibonacci [11] 35 683

EMD [35] 39.46 –

SVD–QIM [22] – 187.5

MDWT–VWM [15] 15.95 86.13

DWT–DCT–AMM [37] 23.49 172.27

Proposed DCT–HT–SD 41.82 500.85

Table 3 Attack types and description

Attack types Description

Re-sampling attack (RSA) Watermarked audio is sampled with different sampling
frequency and re-sampled using original sampling frequency

Re-quantization attack (RQA) Watermarked audio is quantized with different level and
re-quantized using original quantization level

MP3 compression attack (MCA) Watermarked audio is compressed with different rate to corrupt
the watermark bits

AWGN (AA) Additive white Gaussian noise is added to the watermarked
audio different SNR to corrupt the watermark data bits

Low pass filtering attack (LPFA) A low pass filter of cutoff frequency 1 kHz is applied to the
watermarked signal

High pass filtering attack (HPFA) A high pass filter of cutoff frequency 50 Hz is applied to the
watermarked signal

Random cropping attack-1 (RCA-1) Replacing the first 200 samples of watermarked audio by 200
samples of watermarked audio processed by low pass filter [6]

Random cropping attack-2 (RCA-2) Eliminating the first 200 samples of watermarked audio signal
[15]

Amplitude scaling attack (ASA) Scaling the amplitude of watermarked signal by 0.7

All the watermarking techniques compared in Table 4 can restore the watermark
without any error when attacks are absent. The SVD–QIM [22] is more susceptible to
re-sampling attack compared to the proposed DCT–HT–SD technique. The reason for
achieving 0 BER against re-sampling attack in the proposed watermarking technique
is that thewatermark is embedded in low-frequencyDCT coefficients of audio samples
and DCT possess a property to retain the shape of low-frequency components even
after re-sampling [15]. The various methods compared in Table 4 show less BER for
RQA and MCA because all the methods embed the watermark bits in low-frequency
components. The watermark is embedded artfully in low-frequency components, or
in the approximation coefficients of lowest subband after computing DWT. Since,
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the low-frequency components undergo less perceptible distortion compared to the
high-frequency components.

The BER in case of RQA, MCA and AA are lowest or second lowest because the
intensity of noise added due to the attack is low compared to watermark noises. The
proposed technique achieves 0 BER for LPFA because only the low-frequency compo-
nents are used for embedding the watermark. The BER for HPFA is high because the
attack filters out the low-frequency components where watermark bits are embedded.
In case of ASA, the BER of proposed technique is lowest because the watermarking
is performed using orthonormal basis of Schur decomposition, and the orthonormal
basis are independent of amplitude scaling [4]. The slight increase in the BER in case
of RCA-1 is primarily due to the frame misalignment and it can be reduced further by
incorporating synchronization codes. The BER for RCA-1 attack is higher than the
BER of DWT–LU [26], because in the proposed techniques the cropping percentage
is 2.5% whereas, in DWT–LU [26] the cropping percentage is 1%. The BER values
in case of RCA-2 attack for MDWT–VWM [15] techniques with and without using
synchronization codes are 0.89 and 46.14, respectively. Whereas, the BER in case
of RCA-2 attack for the proposed technique is limited to lower value without using
synchronization codes is due to the fact that the initial part of speech contains high-
frequency low-energy frames (silence or unvoiced sound) [31], and in the proposed
watermarking technique these frames are not used for embedding the watermark data.

7 Conclusion

In this paper, a novel blind audio watermarking technique using DCT–HT–SD is pre-
sented. The distinctive features of DCT, HT and SD are strategically explored to
achieve a robust and imperceptible watermarking technique. The imperceptibility is
achieved by selecting the HELF frames of watermarked audio. The embedding of
watermark is performed using the average of the elements of B matrix obtained after
SD to resist various signal processing attacks.

The proposed method achieves a payload of 500.85bps. Experimental results vali-
date that the proposed technique maintains the perceptual quality of watermark audio.
The comparison of robustness results with other watermarking technique indicates
that the proposed technique is robust to re-sampling, re-quantization, AWGN, MP3
compression, LPFA and amplitude scaling attacks. The proposed technique gives neg-
ligible BER in signal processing attack environment. The future research will focus
on enhancing the proposed audio watermarking technique to resist time-scale modi-
fication, jittering and synchronization attacks. The proposed watermarking technique
can be made robust to such attacks by incorporating the synchronization codes while
embedding watermark bits.
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