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Abstract Separation of blind source signals from a mixture remains an open issue.
Many algorithms have been proposed for blind source separation (BSS) in the liter-
ature, but none outperforms the other. Most of the earlier BSS methods were based
on the assumption that the sources are independent and non-Gaussian. From the lit-
erature, it is observed that speech signals are modelled using Gaussian models. This
work focuses on a new approach for BSS in speech processing applications by consid-
ering the second-order statistics of the speech signals based on a canonical correlation
approach. The performance of the algorithm is analyzed using signal-to-interference
ratio, signal-to-distortion ratio, signal-to-artifact ratio and signal-to-noise ratio. Sim-
ulation results highlight the better performance of the proposed method as compared
to the state of the art approaches like principal component analysis, singular value
decomposition and independent component analysis algorithms.
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1 Introduction

In signal and image processing, blind source separation (BSS) is used to reconstruct
the source signals from the observed mixtures without the knowledge of the either
the mixtures or the input source signals [13]. Many applications of BSS have been
identified in diverse areas like speech processing, seismic signal processing, data
communication, bio-medical signal processing and passive sonar and antenna arrays
used in wireless communication [6,11,21,37]. BSS in speech processing is used for
determining the mixing or unmixing matrix for the original speech signals from the
observed mixtures [18]. The use of BSS has found use in many industrial applications
like chemical component identification, infrared optical source separation and analy-
sis of vibrations in rotating machine [7]. Apart from this, BSS is also used to separate
ultrasonic signals for non-destructive evaluation (NDE) [36] and to distinguish the toe
walking gait from normal gait in idiopathic toe walkers (ITW) [27]. BSS along with
entropy rate bound minimization method [5,25] is used for improving performance of
the driver fatigue classification system. The single-channel source separation method
based on ICA is used to characterize the different brain networks from an artificial lan-
guage, speech stream, for learning of sub-serving word and to remove artifact from the
source [6,11]. It is also used to analyze the facial thermal images, such as separation for
electromyogram and identifying different gestures [22,23,26]. In frequency domain
ICA, more stable separation is possible using multiple frequency bins [28]. When
the signals are contaminated by additive noise, robustness of ICA can be increased
by spreading the noise power and localizing the source energy in the time-frequency
domain [10]. The fast ICA algorithm of [37] was used on compressed spectral data
for increasing independence of the source signals. ICA-based BSS is used for find-
ing the physical causes in variations of the behavior of the climate. It is also used for
improving performance of classification of finger movements for trans-radial amputee
subjects along with Icasso clustering [1,24]. The performance of the ICA algorithm
for noisy observations was improved by considering the time-frequency distribution
[10]. ICA algorithm formulated for BSS is based on the assumption that, the inde-
pendent components have non-Gaussian distributions. Some researchers improved
performance of the BSS by considering the temporal autocorrelation of the source
signals, but it fails, if such temporal correlation does not exist. ICA algorithm can still
separate non-Gaussian sources, even in this situation. However, ICA- and temporal
autocorrelation-based approaches for BSS are unable to separate the non-stationary
and Gaussian source signals. Speech signals are modelled using the Gaussian model
and these signals are non-stationary in nature. In speech processing applications, ICA-
and temporal autocorrelation-based approaches are unable to separate the speech sig-
nals from its observations. This work introduces a new algorithm for BSS, which is
capable of separating the speech signals in speech processing applications by exploit-
ing the second-order statistics of the non-stationary observations based on canonical
correlation technique.

Organization of this paper as follows: Sect. 2 deals with source separation with
known sources and unknown sources using PCA-, SVD- and ICA-based BSS algo-
rithms. Section 3 deals with the proposed method of canonical correlation-based BSS,
performance analysis is explained in Sect. 4, and the conclusion is given in Sect. 5.
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2 Source Separation

This section deals with source separation with known sources and without knowing
the sources by considering the instantaneous mixing model.

2.1 With Known Sources

Source separation is the process of identifying the original signals from the mixtures.
If s1(t) and s2(t) are known signals and x1(t), x2(t) are observed signals obtained by
using instantaneous mixing model then, x1(t) and x2(t) can be written as

x1(t) = a11s1(t) + a12s2(t) (1)

x2(t) = a21s1(t) + a22s2(t) (2)

Matrix representation for (1) and (2) is

[
x1(t)
x2(t)

]
=

[
a11 a12
a21 a22

] [
s1(t)
s2(t)

]
(3)

And in vector form (3) will be represented as x = As, where A is a mixing matrix.
Separated sources from x are given by (4)

[
ŝ1(t)
ŝ2(t)

]
=

[
a11 a12
a21 a22

]−1 [
x1(t)
x2(t)

]
(4)

[
ŝ1(t)
ŝ2(t)

]
= 1

(a11a22 − a21a12)

[
a22 −a12
−a21 a11

] [
x1(t)
x2(t)

]
(5)

Let detA = (a11a22 −a21a12) then (5) can be represented by the following equations

ŝ1(t) = a22
detA

x1(t) − a12
detA

x2(t) (6)

ŝ2(t) = −a21
detA

x1(t) + a11
detA

x2(t). (7)

2.2 Blind Source Separation (Unknown Sources)

The method of extracting the input source signals from mixtures without any ear-
lier information of mixing ways or sources is called blind source separation. For
single input multiple outputs, ensemble empirical mode decomposition (EEMD) is
commonly used [12]. The BSS model for instantaneous mixture [4,30,38] is mathe-
matically represented by (8)

x(t) = As(t) (8)

where x(t) represents the column vector of the observed output signals and s(t) rep-
resents input source signals. The matrix x(t) is formed by superimposing the columns
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of the mixing matrix A on s(t) which has independent signals si (t), i = 1, . . . , n and
it is represented as a linear combination of input source signals given in [2,17]. For
separating independent signals from their mixtures, the following methods have been
taken from [31,33].

2.2.1 Principle Component Analysis

It is a technique that can be used to simplify a data set. By linear transformation, it
selects a new coordinate system for the data set such that the greatest variance by
projection on the first axis is known as the first principal component and second one
on the second axis. Principal component analysis is used to reduce the dimensionality
by removing the other principal components.

2.2.2 Singular Value Decomposition

The difference between singular value decomposition (SVD) and PCA is that projec-
tion in PCA is not scaled by the singular values. The SVD is decomposed into the
product of three matricesU , Σ and V . If x = U

∑
V T whereU consists of set of left

orthonormal bases, Σ is a diagonal matrix and V is a set of right orthonormal bases.

2.2.3 Independent Component Analysis

Using ICA, a complex data set is decomposed into independent sub-parts. For a given
two linear mixtures containing independent source signals where the value of first
source signal does not contain any information of second source signal are represented
in (8). Separation of the mixed signals using ICA gives needful results based on two
assumptions [29,35].

1. The given source signals should be independent.
2. Source signals should have non-Gaussian distribution values.

In the first step, the observed data are whitened (sphere) [19] which is nothing but
removing correlations in the data, i.e., to make the signals uncorrelated [20]. Separated
source matrix, y, will be obtained using y = wx. Mathematically, a linear transforma-
tion of w (unmixing matrix) is done such that E{yyT} = I . This can be obtained by
setting, w = C−1/2 having C = E{xxT} which is called as correlation matrix of the
signal data. Then it can be shown that E{yyT} = E{wxxTwT} = C−1/2CC−1/2 = I .
A fast ICA algorithm using negative entropy concept given in [9,32] is explained by
following steps.

1. The observed signal x is centered to make the average or mean value zero

x − xm, xm = E{x}.

2. x is whitened to maximize non-Gaussian characteristics

z = VΛ−1/2V Tx, VΛV T = E
{
xxT

}
.
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3. The first random vector w is chosen such that,

‖w‖ = 1

4. Update w (to make non-Gaussian)

w = E
{
z∗g

(
wTw

)}
− E

{
g′ (wTz

)}
w,

g(y) = tanh (a1y) or y∗ exp
(
−y2/2

)
, 1 < a1 < 2

w = w
‖w‖

5. If convergence is not taking place, go to step 4.
6. Independent components of s are indicated by

s = [w1w2 . . . wn] x

The performance measure of the ICA can be improved by segmenting the speech
signal. PCA minimizes the covariance of the data; but ICA lowers the higher-order
statistics like kurtosis (or cumulant of fourth order). As a result, it will reduce the
mutual information [15] of respective output signal. Particularly, PCAcontains orthog-
onal vectors of high energy contents in the form of the variance, but ICA identifies
non-Gaussian signals [8] of independent components.

3 Blind Speech Separation Using Canonical Correlation

The canonical correlation approach was discussed in [16] which was more popular
in various signal processing and data analysis applications. The linear relationship
between multidimensional data set will be measured using canonical correlation. The
canonical correlation property says that correlation variables will not change if the
transformations of variable changes. This is an important difference between general
correlation and canonical correlation. Mathematical procedure for canonical correla-
tion is illustrated in Fig. 1. Where s1(t) = wH

x x1(t) and s2(t) = wH
y x2(t). Here, if

we consider x1(t) = X and x2(t) = Y then the separated source signals can be rep-
resented as s1(t) = wH

x X and s2(t) = wH
y Y with two demixing vectors wH

x and wH
y ,

respectively. Using canonical correlation analysis, wH
x X and wH

y Y are obtained from
wx and wy which has the canonical correlations as columns. The correlation between
X and Y is given by

ρ
(
wH
x X,wH

y Y
)

= Corr
(
wH
x X,wH

y Y
)

=
Cov

(
wH
x X,wH

y Y
)

√
Var

(
wH
x X

)√
Var

(
wH

y Y
) (9)
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Fig. 1 Mathematical procedure for canonical correlation

In the above equation, it can be observed that if p1, p2 scalars are multiplied,
then ρ(p1X, p2Y) = ρ(X,Y). Hence, the optimization problem is not affected from
multiplication by positive scalars. The problem is to find the directions X and Y that
maximizes the Eq. (9). It is observed that the choice of scaling is arbitrary; therefore,
we maximize the Eq. (9) subject to constraint wH

y Rywy = 1 and wH
x Rxwx = 1
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using Lagrangian generalized eigenvalue problem, where Rx = E[XXH ] and Ry =
E[YYH ]. The minimization function for maximizing the correlation between wx and
wy is given in (10)

Φ
(
wy,wx

) = E

[∣∣∣wH
y Y − wH

x X
∣∣∣2

]
(10)

The Eq. (10) can be written as

Φ
(
wy,wx

) = trace
[
−wH

y Rywy + wH
x Rxwx − wH

y RyXwx − wH
x RxYwy

]
(11)

To minimize Φ(wy,wx ), we have to derive component of wy , wx by using Lagrange
operations Λ et Δ which are not discussed in this paper.
Now, we have two equations:

Rxywy = RxwxΛ (12)

Ryxwx = RywyΔ (13)

After multiplying (12) by R−1
yx Ryx we get as

Rxywy = Rx R
−1
yx RyxwxΛ

= Rx R
−1
yx RywyΔΛ (14)

If wx is required, we can have the dual equation. Assume T = ΔΛ, then

R−1
y Ryx R

−1
x Rxywy = wyT (15)

After multiplying R1/2
y to both sides of (15), we have the equation as

R−1/2
y Ryx R

−1/2
x R−1/2

x Rxy R
−1/2
y R1/2

y wy = R1/2
y wyT (16)

If R−1/2
y Ryx R

−1/2
x = D, and R1/2

y wy = w∗
y then Eq. (16) can be written as

DDHw∗
y = w∗

yT (17)

From (17) it is easy to find the eigenvectors and eigenvalues of D by choosing the L
eigenvectors of wx according to L higher eigenvalues. A matrix wy can be written as

wy = R1/2
y wx (18)

Application For evaluating the canonical correlation-based BSS, we consider the
instantaneous mixing model. Here, two speech signals are considered and these are
mixed with following mixing matrix.

A ≈
[
0.2588 0.7071
0.9659 0.7071

]
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Using the canonical correlation approach the estimated unmixing matrix is obtained
as

Â ≈
[
0.8045 0.5939
−0.5939 0.8045

]

Using the estimated unmixing matrix, source speech signals are separated and perfor-
mance of this approach is analyzed and discussed in Sect. 4.

4 Results and Discussion

The simulation is carried out usingMATLAB simulator. For analysis, two clean speech
signals are taken from a NOIZEUS database [14], each with duration of 2 s and sam-
pling frequency of 16,000Hz. The performance is also analyzed on same speech
signals in the airport noise environment. Considered source speech signals are shown
in Fig. 2. The observed signals from mixture are shown in Fig. 3.

The performance of the proposed canonical correlation-based BSS is compared
with PCA-, SVD- and ICA-based algorithms. The following performance measures
are used for the comparison:

1. Signal-to-interference parameter (SIR) It is defined as the logarithmic ratio of
normalized target value to the normalized interference value in the signal. The

Fig. 2 a Clean speech signal 1, b clean speech signal 2

Fig. 3 a Observed signal l, b observed signal 2
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Fig. 4 The performance measures with respect to separated source 1 using PCA-, SVD-, ICA-, ICA with
frames-based BSS and proposed method, a output SIR values, b output SDR values, c output SAR values,
d output SNR values

high value of the SIR shows the best performance in separation [34]. The value of
SIR is obtained using (19)

SIR = 10 log10

∥∥starget∥∥2
‖einterference‖2

(dB) (19)

2. Signal-to-distortion ratio (SDR) It is defined as the logarithmic ratio of the nor-
malized target value to the normalized sum of the interference, noise and artifact
values in the signal. The SDR is valid global performance measure used for mea-
suring performance of BSS algorithms [34]. Mathematically, it is represented
by

SDR = 10 log10

∥∥starget∥∥2
‖einterference + enoise + eartifact‖2

(dB) (20)

3. Signal-to-artifact ratio (SAR) It is defined as the logarithmic ratio of the normal-
ized sum of the target, interference and noise value to the normalized interference
value in the signal. The high value of the SAR is needed for better performance in
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Fig. 5 The performance measures with respect to separated source 2 using PCA-, SVD-, ICA-, ICA with
frames-based BSS and proposed method, a output SIR values, b output SDR values, c output SAR values,
d output SNR values

BSS [34]. Mathematically, it is represented by

SAR = 10 log10

∥∥starget + einterference + enoise
∥∥2

‖eartifact‖2
(dB) (21)

4. Signal-to-noise ratio (SNR) The signal-to-noise ratio is given by

SNR = 10 log10

1
N

∑N
t=1 si(t)

2

1
N

∑N
t=1

[
si(t) − ŝi(t)

]2 (dB) (22)

The SNR value is useful for knowing rejection of the sensor noise in BSS [34].

The performance of the prosed BSSmethod with respect to the source 1 is tabulated
in Table 1 and graphically represented in Fig. 4. From Table 1, it is observed that for
higher input SNR values, the proposedmethod gives higher SIR, SDR and output SNR
values, i.e., about 14, 14 and 5dB, respectively, compared to the existing algorithms.

The performance measures with respect to the separated source 2 are tabulated in
Table 2 and graphically illustrated in Fig. 5. As per Table 2, it is clear that for higher
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Fig. 6 Using PCA-based BSS, a separated speech signal 1, b separated speech signal 2

Fig. 7 Using SVD-based BSS, a separated speech signal 1, b separated speech signal 2

Fig. 8 Using ICA-based BSS, a separated speech signal 1, b separated speech signal 2

input SNR values for considered noise environment, the proposedmethod gives higher
SIR, SDR and output SNR values, i.e., about 23, 23 and 10dB, respectively, compared
to the existing algorithms.

In order to illustrate the significance of the proposed method, its performance is
also compared in terms of time domain waveforms with other BSS algorithms. The
time domain waveforms of the separated sources using various BSS algorithms are
shown in Figs. 6, 7, 8, 9 and 10.
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Fig. 9 Using ICA with frames-based BSS, a separated speech signal 1, b separated speech signal 2

Fig. 10 Using proposed method, a separated speech signal 1, b separated speech signal 2

5 Conclusion

In this work, for evaluating the performance of the proposed approach for BSS, two
speech signals are considered as sources and these signals are mixed using the instan-
taneous mixing model. From the literature, it was known that speech signals are
non-stationary and Gaussian in nature. For separating the speech signals from the
observations, we considered the second-order statistics based on canonical correla-
tion. The performance of the proposed method is compared in terms of SIR, SDR,
SAR and SNR with conventional BSS approaches like PCA, SVD and ICA. From the
simulation results, it was observed that the canonical correlation-based approach is
giving better results as compared to PCA-, SVD- and ICA-based BSS. The obtained
results highlighted that canonical correlation-based approach is effective to eliminate
the interference of the signals in separation. Based on the simulation results, it can be
suggested that the proposed method for BSS is suitable for audio/speech processing
applications. In further research, performance of the proposedmethod can be improved
by considering direction of the arrival of the signals.
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