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Abstract This paper first investigates robust stability of open-loop switched uncer-
tain discrete-time fuzzy systems (SUDFSs) undermode-dependent average dwell time
(MDADT) switching. By a basis-dependent multiple Lyapunov functions (BLFs)
approach, which has more flexibility than the multiple quadratic Lyapunov func-
tions approach, computable robust stability conditions are presented in terms of linear
matrix inequalities (LMIs). Then, the investigation is extended to robust H∞ control
of closed-loop SUDFSs by using the same approach. The asynchronous state feedback
H∞ controllers which can stabilize the SUDFSs and guarantee weighted H∞ perfor-
mance are obtained by solving a set of LMIs. A numerical example and a practical
example are provided to show the advantage of the proposed approach.

Keywords H∞ control · Switched uncertain discrete-time fuzzy systems (SUDFSs) ·
Basis-dependent multiple Lyapunov functions (BLFs) · Mode-dependent average
dwell time (MDADT)

1 Introduction

Switched systems, which are made up of several continuous-time or discrete-time
subsystems and the switching rules among them, have attracted a large number of
researchers’ interest in recent years not only due to its excellent modeling ability
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for actual system, but also the applicability in relevant results of the existing control
theory. It can be applied tomanypractical systems such as theflight control systems, the
network control systems, the automobile engine systems [7,16,19,20,23]. Switched
systems’ features, especially the stability and stabilization, are researched deeply in
recent years, and many important results have been derived [1,4,7,8].

Stability issue has always been important research content of switched systems.
According to the property of switching signal, two stability issues have been addressed,
i.e., the stability under arbitrary switching and the stability under constrained switch-
ing. For the arbitrary switching, we often try to construct a common Lyapunov
function (CLF) for all subsystems [7]. But it is difficult to find this function in gen-
eral. Due to this approach’s conservatism, some scholars put forward an improved
approach in discrete-time domain by using the switched Lyapunov functions (SLFs)
[4]. Despite the arbitrary switching’s stability issue, researchers are also interested in
constrained switchings. The constrained switching is divided into time-constrained
switching and state-constrained switching. We mainly discuss the time-constrained
switching signals here. The average dwell time (ADT) and mode-dependent average
dwell time (MDADT) logic are put forward to help research the time-constrained
switching in [6,28]. For these kinds of switching signals, many research results
have been obtained by using the multiple Lyapunov-like functions (MLFs) approach
[9,12,16,23,25,26,30–32]. Due to the switching signals’ particularity, if the declining
rate of Lyapunov function in the system’s running time is high enough, then we can
allow Lyapunov function rise to some extent at the switching moment. In this paper’s
research, we also need to adopt this basic thought.

Nowadays, most research results focus on switched linear systems, which is mainly
because most research results of non-switched linear systems have been obtained in
the past. However, research results about nonlinear switched systems seem to be scat-
tered. Due to the nonlinearity of the system, it is hard to analyze it directly. In this
paper, we use the Takagi–Sugeno (T-S) fuzzy model to describe the nonlinear sys-
tem. We can get the complex nonlinear switched systems’ local linear description for
each fuzzy rule through T-S fuzzy model [21], and the whole nonlinear system can be
expressed by using the “fuzzy blending,” and this can help us to investigate nonlin-
ear systems’ stability issue by using linear systems’ research method. Some stability
conditions and H∞ controllers design methods of non-switched nonlinear systems
have been found, e.g., [2,5,10,17,22], but it seems that there exist few researches of
switched nonlinear systems’ stability and controller design issues. A basis-dependent
Lyapunov function [11,29] is used to study the linear discrete-time systems’ stability
and H∞ control issue. The basis-dependent Lyapunov functions depend on system’s
fuzzy model, which lowers the difficulty in solving LMIs, while the single quadratic
Lyapunov functions do not depend on it. Zhou et al. [29] had shown that the results
of discrete-time nonlinear systems given by basis-dependent Lyapunov functions are
less conservative than that given by the single quadratic Lyapunov functions which
are basis-independent. Through combining switched systems’ switching information
and fuzzy model, we apply basis-dependent multiple Lyapunov functions (BLFs) and
multiple quadratic Lyapunov functions (QLFs) into SUDFSs’ stability analysis and
H∞ control synthesis and compare the two approaches’ conservatism.
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When dealing with practical problems, perturbation of systems’ characteristics or
parameters is often unavoidable; therefore, robustness is needed to be considered for
a control system. The l2-gain also attracts more and more researchers’ attention due to
its function of describing systems’ ability of constraining disturbing signal. Usually,
in the case of guaranteeing systems’ stability we also hope it has good weighted H∞
performance. We need to find a controller which can guarantee that the l2-gain from
the disturbance to the estimation error is within a prescribed level. Some methodolo-
gies have been developed in recent years for the H∞ controller design, e.g., by using
basis-dependent Lyapunov function, an H∞ control design approach is developed for
a class of discrete-time fuzzy systems with uncertainty [29], two sufficient LMI con-
ditions, which guarantee the existence of the H∞ controllers based on fuzzy observers
for the T-S fuzzy systems have been proposed in [11]. However, most H∞ controllers
are designed in the synchronous conditions. This circumstance is too ideal. In practice,
it rarely holds since there is always a lag in the controller when the switching happens.
Some time should be taken to identify the system modes and apply the matched con-
troller. Asynchronous behaviors’ influence on the control of switched linear systems
and nonlinear systems has been investigated in [12,13,30–32]. The research results
have shown that developing H∞ controllers in asynchronous conditions is necessary.
At present, some papers have investigated the design of discrete-time linear systems’
H∞ controllers in asynchronous conditions. For instance, the conditions of the exis-
tence of admissible asynchronous H∞ controllers are derived in [31]. H∞ controllers
for a class of discrete-time switched linear parameter-varying systems with asyn-
chronous switching are designed in [12]. Recently, there also exist some results on
stability analysis and controller design of discrete-time switched nonlinear systems.
For instance, stabilization of discrete-time switched nonlinear systems without stable
subsystems is investigated in [14]. Robust stability and H∞ control of discrete-time
switched T-S fuzzy systems with time-varying delays are investigated in [15]. How-
ever, in most of these papers, the controller is designed in synchronous conditions. The
design of discrete-time nonlinear systems’ H∞ controller in asynchronous conditions
remains unsolved.

The contributions of the paper focus on two points: first, SUDFSs’ stability con-
dition and asynchronous state feedback H∞ controllers are obtained through BLFs
approach. Second, we compare two different approaches’ performance to show the
BLFs approach’s advantage. This paper is organized as follows: definitions and lem-
mas on stability and l2-gain of switched systems are shown in Sect. 2. Main results
are obtained in Sect. 3. Two numerical examples are presented to verify the feasibility
and effectiveness of the proposed techniques in Sect. 4. We conclude the paper at last
in Sect. 5.

1.1 Notations

The notation used in this paper is fairly standard. The superscript “T ” stands for matrix
transposition. The symbol “∗” in a matrix stands for the transposed elements in the
symmetric positions, and diag{· · · } stands for a block-diagonalmatrix.Rn denotes the
n-dimensional Euclidean space, N represents the set of nonnegative integers, and the
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notation ‖ · ‖ refers to the Euclidean vector norm. l2[0,∞) is the space of square sum-
able infinite sequence, and for w = w(k) ∈ l2[0,∞), its norm is given by ‖ w ‖2 =√

∞∑
k=0

| w(k) |2. C1 denotes the space of continuously differentiable functions, and a

function α : [0,∞) → [0,∞) is said to be of class K∞ if it is continuous, strictly
increasing, unbounded, and α(0) = 0. Also, a function β : [0,∞) × [0,∞) is said to
be of class KL if β(·, t) is of class K for each fixed t ≥ 0 and β(s, t) decreases to 0
as t → ∞ for each fixed s ≥ 0.

2 System Descriptions and Preliminaries

Let us consider the following switched nonlinear systems described by

{
x(k + 1) = fσ(k)(x(k), u(k), w(k))
y(k) = sσ(t)(x(t), u(t), w(k))

(1)

where x(k) ∈ R
nx , u(k) ∈ R

nu and y(k) ∈ R
ny denote the state vector, input

vector and output vector, respectively; w(k) ∈ R
nw is the disturbance that belongs

to l2[0,∞); fσ(k) and sσ(k) are nonlinear functions; σ(k) is defined as a switching
signal, which is a piecewise constant function of time and takes its values in the finite
set I = {1, 2, . . . , N }, where N > 1 is the number of subsystems. For a switching
sequence 0 < k0 < k1 < · · · < kl < kl+1 < · · · , σ(k) is continuous from right
everywhere. k0 is the initial time which can be any positive integer, and we assume
that there exists no switching between any two adjacent switching times kl and kl+1,
l ≥ 0. When k ∈ [kl , kl+1), σ(kl) = i , i ∈ I, we say the i th subsystem is activated.

The T-S fuzzy model which is described by fuzzy IF-THEN rules [21] is employed
here to represent each subsystem of the switched nonlinear systems. The fuzzy model
of i th subsystem is described as the following form:
Rule n: IF vi1(k) is Ni1m and · · · and vig(k) is Nigm , THEN

{
x(k + 1) = Aimx(k) + Bimu(k) + Eimw(k)
y(k) = Cimx(k) + Dimu(k) + Fimw(k)

(2)

where vi (k) = (vi1(k), vi2(k), . . . , vig(k)) are some measurable premise variables
and Nipm(p = 1, 2, . . . , g) are fuzzy sets. Aim , Bim ,Cim , Dim , Eim and Fim are
real matrices of the mth local model of the i th subsystem; among them matrix Aim

and Bim have parametric uncertainties. Aim and Bim satisfy

[
Aim Bim

] = [
Aim Bim

] + Mi F(k)
[
N1i N2i

]
(3)

where Mi , N1i and N2i are known real constant matrices and F(k) is an unknown
time-varying matrix function satisfying

F(k)T F(k) ≤ I ∀k ∈ N (4)



Circuits Syst Signal Process (2018) 37:135–162 139

Remark 1 Here we let Mi and N1i , N2i unchanged in different fuzzy rules; in other
words, Mi and N1i , N2i are given linear matrixes which do not need to be fuzzified.
This brings convenience to our research because the derivations will be very complex
if Mi and N1i , N2i need to be fuzzified.

Through using “fuzzy blending,” the final output of the i th subsystem is inferred
as follows: ⎧⎪⎪⎨

⎪⎪⎩
x(k + 1) =

ri∑
m=1

ri∑
n=1

himhin[Aimnx(k) + Eimw(k)]

y(k) =
ri∑

m=1

ri∑
n=1

himhin[Cimnx(k) + Fimw(k)]
(5)

where Aimn = Aim + BimKin , Cimn = Cim + DimKin , and

him = lim/

ri∑
k=1

lim, lim =
g∏

p=1

Nipm(vi p(k)) (6)

in which Nipm(vi p(k)) is the grade of the membership function of vi p in Nipm . It
is assumed that lim ≥ 0 for all k and m = 1, 2, . . . , ri . Therefore, the normalized
membership function him satisfies

him ≥ 0,
ri∑

m=1

him = 1 ∀k ∈ N. (7)

In view of the asynchronous behaviors, asynchronous control problem is consid-
ered. The controller u(k) is divided into two parts ū(k) and û(k), where û(k) denotes
the unmatched controller, and ū(k) represents the matched controller. ū(k) and û(k)
have the following form:

⎧⎪⎪⎨
⎪⎪⎩
û(k) =

ri∑
n=1

h jnK jnx(k), k ∈ [kl , kl + Ti )

ū(k) =
ri∑

n=1
hinKinx(k), k ∈ [kl + Ti , kl+1)

(8)

where kl and kl+1 are the beginning time and ending time of the activated subsystem
σ(kl). When k ∈ T [kl , kl+1), ∀l ∈ N, the subsystem σ(kl) = i(i ∈ I) is activated.
The energy function of the system when asynchronous switching occurs is shown
in Fig. 1. It can be seen in Fig. 1 that T [kl , kl+1) is divided into T [kl , kl + Ti ) and
T [kl + Ti , kl+1). During T [kl , kl + Ti ) period, the controller and the system are
unmatched; then, the Lyapunov function may increase or decrease; Ti represents the
running time of the unmatched controller in T [kl , kl + Ti ), in other words, the i th
subsystem’s asynchronous time in T [kl , kl + Ti ). During T [kl + Ti , kl+1) period, the
controller and the system are matched. The Lyapunov function is strictly decreasing
with the matched controller. Kin and K jn are controller gain matrices which remain to
be solved. Substituting (8) into (5), we can obtain the following closed-loop SUDFSs:
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Fig. 1 Energy function for the asynchronous switched system

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎧⎪⎪⎨
⎪⎪⎩
x(k + 1) =

ri∑
m=1

ri∑
n=1

himh jn ˆAimnx(k) +
ri∑

m=1
him Eimw(k)

y(k) =
ri∑

m=1

ri∑
n=1

himh jnĈimnx(k) +
ri∑

m=1
him Fimw(k)

,∀k ∈ [kl , kl + Ti )

⎧⎪⎪⎨
⎪⎪⎩
x(k + 1) =

ri∑
m=1

ri∑
n=1

himhin ¯Aimnx(k) +
ri∑

m=1
him Eimw(k)

y(k) =
ri∑

m=1

ri∑
n=1

himhinC̄imnx(k) + Fimw(k)
,∀k ∈ [kl + Ti , kl+1)

(9)
where ˆAimn = Aim +BimK jn , Ĉimn = Cim +DimK jn and ¯Aimn = Aim +BimKin ,
C̄imn = Cim + DimKin .

Our purpose in this paper is to design an asynchronous state feedback H∞ controller
which can ensure weighted H∞ performance and GUAS of the SUDFS (9) under
MDADT switching condition. The following definitions are first recalled.

Definition 1 [7] System (1) with w(k) ≡ 0 and u(k) ≡ 0 is globally uniformly
asymptotically stable (GUAS) if there exists a class KL function β such that for all
switching signals σ(k) and all initial condition x(k0), the solutions of (1) satisfy the
following inequality

‖x(k)‖ ≤ β(‖x(k0)‖, k), ∀k ≥ k0. (10)

Definition 2 [28] For a switching signal σ(k) and any 0 ≤ k ≤ K , let Nσ(k)i (k, K ) be
the switching numbers of the i th subsystem activated during the interval [k, K ], and
Hi (k, K ) is the total running time of the i th subsystem in [k, K ], i ∈ I. We say that
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σ(k) has a MDADT called Toai , if there exist positive N0i (we call mode-dependent
chattering bounds) and Toai such that

Nσ(k)i (k, K ) ≤ N0i + Hi (k, K )/Toai , 0 ≤ k ≤ K . (11)

Remark 2 The MDADT Toai is mentioned here. If the switching signal of system (1)
satisfies the MDADT property, its i th (∀i ∈ I) subsystem’s average running time
among the switching process should be larger than Toai . In Fig. 1, we can see whether
the subsystems’ average running time is long enough to offset the increment caused
by the asynchronous phenomenon. The energy function of system (1) will converge
to zero.

Definition 3 [33] For 0 < α < 1 and γ > 0, system (1) is said to have a weighted

l2-gain no greater than γ , if under zero initial condition, the inequality
∞∑

k=k0

(1 −

α)k yTk yk ≤ γ 2
∞∑

k=k0

wT
k wk , 0 < α < 1 holds for all nonzero w(k) ∈ l2[0,∞).

Remark 3 The definition of non-weighted l2-gain is different from the weighted one
in Definition 3. For γ > 0, system (1) is said to have a non-weighted l2-gain no

greater than γ , if the inequality
∞∑

k=k0

yTk yk ≤ γ 2
∞∑

k=k0

wT
k wk , holds for all nonzero

w(k) ∈ l2[0,∞). The non-weighted one can be seen as a special case that theweighted
index is 1. The non-weighted l2-gain can describe the system’s input–output perfor-
mance better than the weighted one. In [24], via a dwell time-dependent Lyapunov
function approach, non-weighted l2-gain results of uncertain discrete-time switched
linear system under minimum dwell time switching are presented in terms of LMIs.
However, this approach only applies to analysis of switched systems under minimum
dwell time switching. There exist few results on non-weighted l2-gain analysis of
switched system under ADT switching and MDADT switching. In this paper, we
mainly investigate the weighted l2-gain of the SUDFSs under MDADT switching via
the BLFs approach.

Lemma 1 [28] Consider SUDFS (9) with w(k) ≡ 0 and u(k) ≡ 0, and let 0 <

αi < 1, μi > 1, i ∈ I be given constants. If there exist positive definite C1 function
Vσ(kl ) : Rn → R, and class K∞ functions κ1i and κ2i , i ∈ I satisfying

κ1i (‖xk‖) ≤ Vi (xk) ≤ κ2i (‖xk‖) (12)

Vi (kl) ≤ μi V j (kl) (13)

and
�Vi (k) ≤ −αi Vi (k), k ∈ [kl , kl+1). (14)

Then, SUDFS (9) is GUAS for any switching signal satisfying

Toai ≥ T ∗
oai = − lnμi

ln(1 − αi )
(15)
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Remark 4 Lemma 1 is the stability result on discrete-time switched nonlinear system
and has been proved in [28]. In [28], based on Lemma 1, some results on stability and
stabilization of discrete-time switched linear systems under MDADT switching are
given in terms of LMIs, and computable results of discrete-time switched nonlinear
systems under MDADT switching are not given. In this paper, we utilize Lemma 1
to analyze stability of SUDFSs (9) and present some computable results in terms of
LMIs.

Lemma 2 Given twomatrices A ∈ R
m×n, B ∈ R

m×n, and symmetric positive definite
matrix P ∈ R

m×m, then

AT PB + BT P A ≤ AT P A + BT PB.

Proof From P > 0, we have

(A − B)T P(A − B) ≥ 0,

which is equal to
AT PB + BT P A ≤ AT P A + BT PB.

Then, the proof is end. ��
Lemma 3 [29] Suppose Pm > 0, Pn > 0, and Pu > 0. If

AT
m Pu Am − Pm < 0, AT

n Pu An − Pn < 0,

then
AT
m Pu An + AT

n Pu Am − Pm − Pn < 0.

Lemma 4 [12] Consider SUDFS (9), and let 0 < αi < 1, βi ≥ 0 and γi > 0.
∀i > 0 be given constants. Suppose that there exist positive C

1 functions Vσ(k) :
Rn → R, σ (k) ∈ I, with Vσ(k0)(xk0) ≡ 0 such that ∀(i, j) ∈ I × I, i 
= j, Vi (xkl ) ≤
μi V j (xkl ) and ∀i ∈ I, denoting Γ (k) � yTk yk − γ 2

i ωT
k ωk , if the following inequality

is satisfied

�Vi (xk) ≤
{−αi Vi (k) − Γ (k),∀k ∈ [kl , kl + Ti )

βi Vi (k) − Γ (k),∀k ∈ [kl + Ti , kl+1)
, (16)

then SUDFS (9) is GUAS for any switching signal satisfying

Toai ≥ T ∗
oai = Ti (ln (1 − αi ) − ln (1 + βi )) − lnμi

ln (1 − αi )
(17)

and the H∞ performance no greater than γ̂ =
√∏

i∈I
(θ

TM
i μi )N0i αmax

αmin
θ
TM−1
max γ , where

Ti denotes the increasing interval of the i th subsystem, TM = max{Ti }, θmax =
max{θi } = max{(1 + βi )/(1 − αi )}, ∀i ∈ I.
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Remark 5 Lemma 4 has been proved in [12] and can apply to analysis of discrete-
time switched nonlinear systems under asynchronous switching. In [12], based on
Lemma 4, H∞ control of discrete-time switched linear parameter-varying systems
with both MDADT and asynchronous switching is investigated. Some results are
given in terms of LMIs. However, there exist no results on H∞ control of discrete-time
nonlinear switched systems with both mode-dependent average dwell time (MDADT)
and asynchronous switching. In this paper, we utilize Lemma 4 to analyze the problem
of asynchronous H∞ control of SUDFSs (9) and fill the gap.

Lemma 5 [18] Given matrices P, M and N of appropriate dimensions and with P
symmetrical, then

P + MF(k)N + NT FT (k)MT < 0

holds for all F(k) satisfying FT (k)F(k) ≤ I if and only if for some ε > 0

P + ε−1MMT + εNT N < 0.

3 Main Results

3.1 Stability Analysis

In this section, we analyze the stability condition of open-loop SUBFSs (9) through
BLFs and QLFs approach which have been mentioned before. The normal quadratic
multiple Lyapunov function is like this form:

Vi (k) = xT (k)Pi x(k),

the basis-dependent multiple Lyapunov function assumes that

Vi (k) = x(k)T
ri∑

u=1

hiu Piux(k),

this means:

Pi =
ri∑

u=1

hiu Piu .

Theorem 1 Consider SUDFS (9) with w(k) ≡ 0 and u(k) ≡ 0 and let 0 < αi < 1,
μi > 1 be given constants, if there exist matrices Pim > 0, for ∀(i, j) ∈ I ×I, i 
= j ,
m = 1, 2, . . . , ri , n = 1, 2, . . . , ri , u = 1, 2, . . . , ri satisfying

Pin ≤ μi Pjm (18)

A T
im PiuAim − (1 − αi )Pim < 0 (19)

then SUDFS (9) is GUAS for any switching signal satisfying (15).



144 Circuits Syst Signal Process (2018) 37:135–162

Proof We choose the BLFs which is described by Vi (k) = x(k)T
ri∑

u=1
hiu Piux(k) to

analysis open-loop SUDFS(9)’s stability conditions, due to
ri∑

u=1
hiu Piu > 0, we surely

can find κ1i and κ2i which satisfy (12). Make Pi =
ri∑

u=1
hiu Piu and combine (9) we

can get

�Vi (k) + αi Vi (k)

= Vi (k + 1) + (αi − 1)Vi (k)

= x(k + 1)T Pi x(k + 1) + (αi − 1)x(k)T Pi x(k)

= x(k)T
[ ri∑
u=1

hiu

( ri∑
m=1

ri∑
n=1

hinhim(A T
im PiuAin − (1 − αi )Pim)

)]
x(k)

= x(k)T
[ ri∑
u=1

hiu

( ri∑
m=1

h2im(A T
im PiuAim − (1 − αi )Pim)+

ri∑
n=1

ri∑
m>n

himhin(A
T
im PiuAin + A T

in PiuAim

− (1 − αi )Pin − (1 − αi )Pim)

)]
x(k),

from (21), we have

A T
im PiuAim − (1 − αi )Pim < 0, A T

in PiuAin − (1 − αi )Pin < 0,

from Lemma 3, we can conclude that

A T
im PiuAin + A T

in PiuAim − (1 − αi )Pin − (1 − αi )Pim < 0,

then we can obtain (14). From (18), we can get
ri∑

n=1
hin Pin ≤ μi

ri∑
m=1

h jm Pjm , which

is equal to x(kl)T
ri∑

n=1
hin Pinx(kl) ≤ μi x(kl)T

ri∑
m=1

h jm Pjmx(kl), then (13) is derived.

From Lemma 1, we can know the open-loop SUDFS (9) is GUAS for any switching
signal satisfying (15). This completes the proof. ��
Theorem 2 Consider SUDFS (9) with w(k) ≡ 0 and u(k) ≡ 0 and let 0 < αi < 1,
μi > 1 be given constants, if there exist matrices Xim > 0, matrices Ωi , positive
constant εi for ∀(i, j) ∈ I × I, i 
= j , m = 1, 2, . . . , ri , n = 1, 2, . . . , ri , u =
1, 2, . . . , ri satisfying

X jm ≤ μi Xin (20)

Ξimu < 0 (21)
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where

Ξimu =

⎡
⎢⎢⎢⎣

Xim
1−αi

− ΩT
i − Ωi ΩT

i AT
im 0 ΩT

i NT
1i

∗ −Xiu
Mi
εi

0

∗ ∗ − I
εi

0

∗ ∗ ∗ − I
εi

⎤
⎥⎥⎥⎦ .

Then, SUDFS (9) is GUAS for any switching signal satisfying (15).

Proof Consider the closed-loop SUDFS (9), applying the Schur complement to (21)
yields:

[ Xim
1−αi

− ΩT
i − Ωi ΩT

i AT
im

∗ −Xiu

]
+ εi

[
0
Mi
εi

] [
0
Mi
εi

]T
+ εi

[
ΩT

i NT
i

0

] [
ΩT

i NT
i

0

]T
< 0,

which is equal to

[ Xim
1−αi

− ΩT
i − Ωi ΩT

i AT
im

∗ −Xiu

]
+ ε−1

i

[
0
Mi

] [
0
Mi

]T
+ εi

[
ΩT

i NT
i

0

] [
ΩT

i NT
i

0

]T
< 0.

From Lemma 5, we can know:

[ Xim
1−αi

− ΩT
i − Ωi ΩT

i A
T
im

∗ −Xiu

]
< 0

which gives 0 <
Xim
1−αi

< ΩT
i +Ωi . This implies thatΩi is invertible. The inequalities(

Xim
1−αi

− Ωi

)T (
Xim
1−αi

)−1 ( Xim
1−αi

− Ωi

)
≥ 0 imply that ΩT

i (
Xim
1−αi

)
−1

Ωi ≥ ΩT
i +

Ω j − Xim
1+αi

, that is [−(1 − αi )Ω
T
i X−1

im Ωi ΩT
i A

T
im∗ −Xiu

]
< 0.

Note that Ωi is invertible. Pre-multiplying diag(Ω−T
i ,I) and post-multiplying

diag(Ω−1
i ,I) to above inequality give

[−(1 − αi )Xim A T
im∗ −Xiu

]
< 0.

Setting X−1
im = Pim , we have

[−(1 − αi )Pim A T
im

∗ −P−1
iu

]
< 0.

It follows from Schur complement equivalence that we can get (19), and (20) is
equal to (18):

X jm ≤ μi Xin ⇔ X−1
in ≤ μi X

−1
jm ⇔ Pin ≤ μi Pjm .
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From Theorem 1, we can know the open-loop SUDFS (9) is GUAS for any switching
signal satisfying (15).

Remark 6 By setting Pim = Pi , Vi (k) becomes Vi (k) = x(k)T Pi x(k) which is a
multiple quadratic Lyapunov function which is widely used in related works. We
get the following Corollary 1 where the QLFs are used. So the LMIs condition in
Theorem 2 has less conservatism than those in Corollary 1.

Corollary 1 Consider SUDFS (9) with w(k) ≡ 0 and u(k) ≡ 0 and let 0 < αi < 1,
μi > 1 be given constants, if there exist matrices Xi > 0, matrices Ωi , positive
constant εi for ∀(i, j) ∈ I × I, i 
= j , m = 1, 2, . . . , ri , n = 1, 2, . . . , ri , satisfying

X jn ≤ μi Xim (22)

Ξim < 0 (23)

where

Ξim =

⎡
⎢⎢⎢⎣

Xi
1−αi

− ΩT
i − Ωi ΩT

i AT
im 0 ΩT

i NT
1i

∗ −Xi
Mi
εi

0

∗ ∗ − I
εi

0

∗ ∗ ∗ − I
εi

⎤
⎥⎥⎥⎦

Then, the open-loop SUDFS (9) is GUAS for any switching signal satisfying (15).

Proof The proof is similar to the proof of Theorem 2 with the function Vi (k) given
by Vi (k) = x(k)T Pi x(k). It is omitted here. ��

3.2 Asynchronous H∞ Controller design

In this section, we are in a position to design the asynchronous H∞ controller for
closed-loop SUDFSs (9). Through the BLFs approach and QLFs approach, we obtain
the admissible controller’s existing conditions in the following theorem.

Theorem 3 Consider closed-loop SUDFS (9), and let 0 < αi < 1, βi > 0, γ > 0
and μi ≥ 1 be given constants. If there exist matrices Pim > 0 for ∀(i, j) ∈ I × I,
i 
= j , m = 1, 2, . . . , ri , n = 1, 2, . . . , ri , s = 1, 2, . . . , ri such that

Pim ≤ μi Pjn (24)

�T
imn

[
Pis 0
0 I

]
�imn −

[
(1 − αi )Pim 0

0 γ 2 I

]
< 0 (25)

Ψ T
imn

[
Pis 0
0 I

]
Ψimn −

[
(1 + βi )Pim 0

0 γ 2 I

]
< 0 (26)

where

�imn = (Φimn + Φinm)/2, Φimn =
[ ¯Aimn Eim

C̄imn Fim

]
, Ψimn =

[ ˆAimn Eim

Ĉimn Fim

]
,
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then closed-loop SUDFS (9) is GUAS for any switching signal satisfying (20) and has a

weighted H∞ performance index no greater than γ̂ =
√∏

i∈I
(θ

TM
i μi )N0i αmax

αmin
θ
TM−1
max γ .

Proof We choose the BLFs which has been defined in Theorem 1 to analyze sta-
bility conditions and H∞ performance of closed-loop SUDFS (9) here. Let ξk =[
xTk ωT

k

]T
. First we consider the synchronous switching situation, considering k ∈

T [kl + Ti , kl+1), from SUDFS (9) we have that:

�Vk + αi Vk + yTk yk − γ 2ωT
k ωk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

himhinhiphiq

×
([ ¯A T

imn

ET
im

]
Pis

[ ¯Ai pq Eip
] +

[
C̄T
imn

FT
im

] [
C̄ipq Fip

] −
[
(1 − αi )Pim 0

0 γ 2 I

])
ξk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

himhinhiphiq

×
([ ¯A T

imn C̄T
imn

ET
im FT

im

][
Pis 0
0 I

] [ ¯Ai pq Eip

C̄ipq Fip

]
−

[
(1 − αi )Pim 0

0 γ 2 I

])
ξk .

Let

[ ¯A T
imn C̄T

imn
ET
im FT

im

]
= ΦT

imn,

[ ¯Ai pq Eip

C̄ipq Fip

]
= Φi pq , the above equation can be rewritten

as

�Vk + αi Vk + yTk yk − γ 2ωT
k ωk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

himhinhiphiq

×
(

ΦT
imn

[
Pis 0
0 I

]
Φi pq −

[
(1 − αi )Pim 0

0 γ 2 I

])
ξk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

1

4
himhinhiphiq

×
(

(Φimn + Φinm)T
[
Pis 0
0 I

]
(Φi pq + Φiqp) −4

[
(1 − αi )Pim 0

0 γ 2 I

])
ξk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

1

8
himhinhiphiq

×
(

(Φimn + Φinm)T
[
Pis 0
0 I

]
(Φi pq + Φiqp)

−8

[
(1 − αi )Pim 0

0 γ 2 I

]
+ (Φi pq + Φiqp)

T
[
Pis 0
0 I

]
(Φimn + Φinm)

)
ξk .
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From Lemma 2, we can get the following inequality:

�Vk + αi Vk + yTk yk − γ 2ωT
k ωk

≤ ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

1

8
himhinhiphiq

×
(

(Φimn + Φinm)T
[
Pis 0
0 I

]
(Φimn + Φinm)

−8

[
(1 − αi )Pim 0

0 γ 2 I

]
+ (Φi pq + Φiqp)

T
[
Pis 0
0 I

]
(Φi pq + Φiqp)

)
ξk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

1

4
himhin

×
(

(Φimn + Φinm)T
[
Pis 0
0 I

]
(Φimn + Φinm) − 4

[
(1 − αi )Pim 0

0 γ 2 I

])
ξk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

himhin

×
(

�T
imn

[
Pis 0
0 I

]
�inm −

[
(1 − αi )Pim 0

0 γ 2 I

])
ξk .

From (25), we can know

�Vi (xk) ≤ −αi Vi (k) − Γ (k), ∀k ∈ T [kl + Ti , kl+1). (27)

Then, we consider the asynchronous switching situation. That is k ∈ T [kl , kl + Ti ),
supposing the i th subsystem is activated and the former one is the j th subsystem, by
the same procedure, from (9) we can know:

�Vk − βi Vk + yTk yk − γ 2ωT
k ωk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

himh jnhiph jq

×
([ ˆA T

imn

ET
im

]
Pis

[
ˆAi pq Eip

]
+

[
ĈT
imn
FT
im

] [
Ĉipq Fip

] −
[
(1 + βi )Pim 0

0 γ 2 I

])
ξk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

himh jnhiph jq

×
([ ˆA T

imn ĈT
imn

ET
im FT

im

][
Pis 0
0 I

][ ˆAi pq Eip

Ĉipq Fip

]
−

[
(1 + βi )Pim 0

0 γ 2 I

])
ξk .
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Let

[ ˆA T
imn ĈT

imn
ET
im FT

im

]
= Ψ T

imn,

[ ˆAi pq Eip

Ĉipq Fip

]
= Ψi pq , the above equation can be rewritten

as

�Vk − βi Vk + yTk yk − γ 2ωT
k ωk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

himh jnhiph jq

×
(

Ψ T
imn

[
Pis 0
0 I

]
Ψi pq −

[
(1 + βi )Pim 0

0 γ 2 I

])
ξk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

1

2
himh jnhiph jq

×
(

Ψ T
imn

[
Pis 0
0 I

]
Ψi pq + Ψ T

ipq

[
Pis 0
0 I

]
Ψimn −2

[
(1 + βi )Pim 0

0 γ 2 I

])
ξk .

From Lemma 2, we can get the following inequality:

�Vk − βi Vk + yTk yk − γ 2ωT
k ωk

≤ ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

ri∑
p=1

ri∑
q=1

1

2
himh jnhiph jq

×
(

Ψ T
imn

[
Pis 0
0 I

]
Ψimn + Ψ T

ipq

[
Pis 0
0 I

]
Ψi pq −2

[
(1 + βi )Pim 0

0 γ 2 I

])
ξk

= ξ Tk

ri∑
s=1

his

ri∑
n=1

ri∑
m=1

himh jn

×
(

Ψ T
imn

[
Pis 0
0 I

]
Ψimn −

[
(1 + βi )Pim 0

0 γ 2 I

])
ξk .

From (26), we can know

�Vi (xk) ≤ βi Vi (k) − Γ (k), ∀k ∈ T [kl , kl + Ti ). (28)

By combining (27) and (28), we have (16), and from (24), we can get

Vi (kl) ≤ μi V j (k
−
l ), (29)

then from Lemma 4, we can know SUDFS (9) is GUAS for any switching signal
satisfying (17) and has a weighted H∞ performance index no greater than γ̂ . So
SUDFS (9) is GUAS under asynchronous switching conditions. The proof is ended.

��
Theorem 4 Consider closed-loop SUDFS (9), and let 0 < αi < 1, βi > 0, μi ≥ 1 be
the given constants. If there exist matrices Xim > 0, matricesΩi and Yim, and positive
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constant εi such that for ∀(i, j) ∈ I × I, i 
= j , m = 1, 2, . . . , ri , n = 1, 2, . . . , ri ,
s = 1, 2, . . . , ri satisfying

X jn ≤ μi Xim (30)

Ξimns < 0 (31)

Ξim jns < 0 (32)

where

Ξimns �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Q̄im 0 M̄imn N̄imn 0 P̄imn

∗ −γ 2 I
ET
im+ET

in
2

FT
im+FT

in
2 0 0

∗ ∗ −Xis 0 Mi
εi

0
∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ − I

εi
0

∗ ∗ ∗ ∗ ∗ − I
εi

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ξim jns �

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Q̂im j 0 M̂imjn N̂imjn 0 P̂in j
∗ −γ 2 I ET

im FT
im 0 0

∗ ∗ −Xis 0 Mi
εi

0
∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ − I

εi
0

∗ ∗ ∗ ∗ ∗ − I
εi

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

and

Q̄im = Xim

1 − αi
− ΩT

i − Ωi ,

P̄imn = 2ΩT
i NT

1i + (Yim + Yin)T NT
2i

2
,

M̄imn = ΩT
i (Aim + Ain)

T + Y T
im BT

in + Y T
in B

T
im

2
,

N̄imn = ΩT
i (Cim + Cin)

T + Y T
imDT

in + Y T
inD

T
im

2
,

Q̂imj = Xim

1 + βi
− ΩT

j − Ω j ,

P̂in j = ΩT
j N

T
1i + Y T

jnN
T
2i ,

M̂imjn = ΩT
j A

T
im + Y T

jn B
T
im,

N̂im jn = ΩT
j C

T
im + Y T

jnD
T
im,

then closed-loop SUDFS (9) is GUAS for any switching signal satisfying (17) and has a

weighted H∞ performance index no greater than γ̂ =
√∏

i∈I
(θ

TM
i μi )N0i αmax

αmin
θ
TM−1
max γ
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with the asynchronous state feedback controller gains given by

{
K jn = Y jnΩ

−1
j , k ∈ [kl , k̄l)

Kin = YinΩ
−1
i , k ∈ [k̄l , kl+1)

(33)

Proof Consider the closed-loop SUDFS(9), applying the Schur complement to (31)
yields:

⎡
⎢⎢⎣
Q̄im 0 M̄imn N̄imn

∗ −γ 2 I
ET
im+ET

in
2

FT
im+FT

in
2∗ ∗ −Xis 0

∗ ∗ ∗ −I

⎤
⎥⎥⎦ + εi

⎡
⎢⎢⎣

0
0
Mi
εi

0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

0
0
Mi
εi

0

⎤
⎥⎥⎦
T

+ εi

⎡
⎢⎢⎣
P̄imn

0
0
0

⎤
⎥⎥⎦
⎡
⎢⎢⎣
P̄imn

0
0
0

⎤
⎥⎥⎦
T

< 0,

which is equal to

⎡
⎢⎢⎣
Q̄im 0 M̄imn N̄imn

∗ −γ 2 I
ET
im+ET

in
2

FT
im+FT

in
2∗ ∗ −Xis 0

∗ ∗ ∗ −I

⎤
⎥⎥⎦+ ε−1

i

⎡
⎢⎢⎣

0
0
Mi

0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

0
0
Mi

0

⎤
⎥⎥⎦
T

+ εi

⎡
⎢⎢⎣
P̄imn

0
0
0

⎤
⎥⎥⎦
⎡
⎢⎢⎣
P̄imn

0
0
0

⎤
⎥⎥⎦
T

< 0,

from Lemma 5, we can know:

⎡
⎢⎢⎢⎣

Xim
1−αi

− ΩT
i − Ωi 0

ΩT
i (Aim+Ain)

T +Y T
imB

T
in+Y T

inB
T
im

2 N̄imn

∗ −γ 2 I
ET
im+ET

in
2

FT
im+FT

in
2∗ ∗ −Xis 0

∗ ∗ ∗ −I

⎤
⎥⎥⎥⎦ < 0,

which gives 0 <
Xim
1−αi

< ΩT
i +Ωi , which implies thatΩi is invertible. The inequalities

(
Xim
1−αi

−Ωi )
T (

Xim
1−αi

)
−1

(
Xim
1−αi

−Ωi ) ≥ 0 imply thatΩT
i (

Xim
1−αi

)
−1

Ωi ≥ ΩT
i +Ω j− Xim

1+αi
,

that is

⎡
⎢⎢⎢⎣

−ΩT
i (

Xim
1−αi

)
−1

Ωi 0
ΩT

i (Aim+Ain)
T +Y T

imB
T
in+Y T

inB
T
im

2 N̄imn

∗ −γ 2 I
ET
im+ET

in
2

FT
im+FT

in
2∗ ∗ −Xis 0

∗ ∗ ∗ −I

⎤
⎥⎥⎥⎦ < 0,

Note that Ωi is invertible. Pre-multiplying diag(Ω−T
i ,I,I,I) and post-multiplying

diag(Ω−1
i ,I,I,I) to above inequality give
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⎡
⎢⎢⎢⎣

−(1 − αi )X
−1
im 0

¯Aimn+ ¯Ainm
2

C̄imn+C̄inm
2

∗ −γ 2 I
ET
im+ET

in
2

FT
im+FT

in
2∗ ∗ −Xis 0

∗ ∗ ∗ −I

⎤
⎥⎥⎥⎦ < 0,

Setting X−1
im = Pim , we have

⎡
⎢⎢⎢⎣

−(1 − αi )Pim 0
¯Aimn+ ¯Ainm

2
C̄imn+C̄inm

2

∗ −γ 2 I
ET
im+ET

in
2

FT
im+FT

in
2

∗ ∗ −P−1
is 0

∗ ∗ ∗ −I

⎤
⎥⎥⎥⎦ < 0,

It follows from Schur complement equivalence that we can get (25); similarly, (26)
can be obtained by (32), and (28) is equal to (24):

X jm ≤ μi Xin ⇔ X−1
in ≤ μi X

−1
jm ⇔ Pin ≤ μi Pjm .

Then, we can know the SUDFS (9) is GUAS with ω(k) = 0 and has a weighted H∞
performance index no greater than γ̂ for any switching signals satisfying (17); the
proof is ended. ��

Remark 7 Theorem 4 can also apply to relevant problems for SUDFSs (9) without
asynchronous behaviors, i.e., TM = 0. For this case, if (40) in Theorem 4 is removed,
we can easily conclude the SUDFS (9) is GUAS and has a weighted H∞ performance

index no greater than γ̄ =
√∏

i∈I
μ
N0i
i

αmax
αmin

γ for any switching signal satisfying (15).

Remark 8 By setting Pim = Pi , we get the following Corollary 2 where the QLFs
are used. So the LMIs condition in Theorem 4 has less conservatism than those in
Corollary 2.

Corollary 2 Consider SUDFS (9), and let 0 < αi < 1, βi > 0, μi ≥ 1 be the given
constant. If there exist matrices Xi > 0, matrices Ωi and Yim such that ∀(i, j) ∈
I × I, i 
= j , m = 1, 2, . . . , ri , n = 1, 2, . . . , ri satisfying

X j ≤ μi Xi

Ξimn < 0

Ξim jn < 0
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where

Ξimns �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Q̄i 0 M̄imn N̄imn 0 P̄imn

∗ −γ 2 I
ET
im+ET

in
2

FT
im+FT

in
2 0 0

∗ ∗ −Xi 0 Mi
εi

0
∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ − I

εi
0

∗ ∗ ∗ ∗ ∗ − I
εi

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ξim jns �

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Q̂i j 0 M̂imjn N̂imjn 0 P̂in j
∗ −γ 2 I ET

im FT
im 0 0

∗ ∗ −Xi 0 Mi
εi

0
∗ ∗ ∗ −I 0 0
∗ ∗ ∗ ∗ − I

εi
0

∗ ∗ ∗ ∗ ∗ − I
εi

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

and

Q̄i = Xi

1 − αi
− ΩT

i − Ωi ,

P̄imn = 2ΩT
i NT

1i + (Yim + Yin)T NT
2i

2
,

M̄imn = ΩT
i (Aim + Ain)

T + Y T
im BT

in + Y T
in B

T
im

2
,

N̄imn = ΩT
i (Cim + Cin)

T + Y T
imDT

in + Y T
inD

T
im

2
,

Q̂i j = Xi

1 + βi
− ΩT

j − Ω j ,

P̂in j = ΩT
j N

T
1i + Y T

jnN
T
2i ,

M̂imjn = ΩT
j A

T
im + Y T

jn B
T
im,

N̂im jn = ΩT
j C

T
im + Y T

jnD
T
im .

Then, the SUDFS (9) is GUAS for any switching signal satisfying (20) and has

a weighted H∞ performance γ̂ =
√∏

i∈I
(θ

TM
i μi )N0i αmax

αmin
θ
TM−1
max γ when the asyn-

chronous state feedback controller gains are given by

{
K jn = Y jnΩ

−1
j , k ∈ [kl , kl + Ti )

Kin = YinΩ
−1
i , k ∈ [kl + Ti , kl+1)

(34)

Proof The proof is similar to the proof of Theorem 3 and Theorem 4 with the function
Vi (k) given by Vi (k) = x(k)T Pi x(k). It is omitted here. ��
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4 Numerical Examples

Example 1 First, a numerical example is presented to show the effectiveness of our
results. Consider the following closed-loop SUDFS consisting of two subsystems, and
each subsystem has two fuzzy rules, where

A11 =
[
0.5 −2
1 3

]
, A12 =

[
0.3 −1.5
1 2

]
, A21 =

[
0.1 1.2
1 −0.05

]
, A22 =

[
0.5 1.3
1 −0.15

]
,

B11 =
[
0.25 −2
−1 3

]
, B12 =

[
0.2 −2
−1 5

]
, B21 =

[
0.05 −1.5
−1 −0.5

]
, B22 =

[
0.06 −1.5
−1 −0.4

]
,

C11 = [
0.3 0.5

]
,C12 = [

0.2 0.2
]
,C21 = [

0.2 0.2
]
,C22 = [

0.2 0.2
]
,

D11 = [
0.25 0.25

]
, D12 = [

0.25 0.25
]
, D21 = [

0.2 0.2
]
, D22 = [

0.18 0.22
]
,

E11 =
[
0.35
0.22

]
, E12 =

[
0.1
0.1

]
, E21 =

[
0.1
0.1

]
, E22 =

[
0.12
0.08

]
,

F11 = 0.01, F12 = 0.05, F21 = 0.01, F22 = 0.01,

M1 =
[
0.01 0.08
0.02 0.03

]
, M2 =

[
0.02 0.03
0.5 0.01

]
,

N11 =
[
0.02 0.05
0.08 0.01

]
, N21 =

[
0.03 0.4
0.1 0.015

]
, N12 =

[
0.01 0.15
0.02 0.025

]
, N22 =

[
0.01 0.2
0.02 0.01

]
.

The fuzzy membership functions are taken as h11 = cos2(x1+0.5), h12 = 1−h11,
h21 = sin2(x2+0.5), h22 = 1−h21. According to Lemma 4, the initial conditions are
set to be x(k0) = [

0 0
]T , and the disturbance input is assumed to be ω(k) = e−0.15k .

Our purpose here is to use our results to design a state feedback controller such that the
closed-loop SUDFS is GUAS and the H∞ performance is achieved. We choose N0i =
0, μ1 = 1.1, μ2 = 1.2, α1 = 0.18, α2 = 0.17, β1 = 0.05, β2 = 0.09 and assume
that the controlled signal is synchronously with the switched signal, which means
TM = 0. From Theorem 4, we can get the synchronous state feedback controllers
under the condition of minimizing γ

K11 =
[
0.6574 0.0374
0.0140 −0.9205

]
, K12 =

[
0.5757 −0.7264

−0.0108 −0.5930

]
,

K21 =
[
0.8081 −0.4152
0.0869 0.7235

]
, K22 =

[
0.7081 −0.4707
0.3339 0.7903

]
.

At the same time, we can obtain γ̄min = 0.8799, T ∗
oa1 = 0.4803, T ∗

oa2 = 0.9785.
We assume that Toa1 = 5 > 0.4803, Toa2 = 4 > 0.9785, TM = 0, the state response
curve of the closed-loop synchronous switched system is shown in Fig. 2, from which
we can know the state response converges to zero rapidly, and the weighted H∞
performance is 0.3481 which is below γ̄min. This shows the synchronous controller
works well in synchronous conditions.

But in reality, the synchronous condition is quite ideal. It inevitably takes some
time to identify the system modes and apply the matched controller; thus, the asyn-
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Fig. 2 State response of the closed-loop synchronous SUDFS with controller designed by synchronous
conditions, Toa1 = 5, Toa2 = 4

chronous switching between the system and the controller generally exists.We assume
that the controlled signal is asynchronous with the switched signal; subsystem 1’s
asynchronous time is T1 = 3, subsystem 2’s asynchronous time is T2 = 2, obvi-
ously TM = 3. Through Theorem 4, we can obtain γ̂min = 2.7896, T ∗

oa1 = 4.2178,
T ∗
oa2 = 3.9035 and the asynchronous controller

K11 =
[
1.1710 0.0941
0.0581 −0.7210

]
, K12 =

[
0.9238 0.0956

−0.0287 −0.5125

]
,

K21 =
[
0.9613 0.8267

−0.0091 −0.4261

]
, K22 =

[
0.9358 0.7839

−0.0164 −0.4377

]
.

We adopt two switching sequences which satisfy Toa1 = 5 > 4.2178, Toa2 = 4 >

3.9035 and Toa1 = 6 > 4.2178, Toa2 = 5 > 3.9035, respectively. First, we apply the
synchronous controller to the given system. The state response curve under the two
switching sequences is shown in Figs. 3 and 4, from which we can see in the case that
Toa1 = 5 > 4.2178, Toa2 = 4 > 3.9035, the synchronous controller cannot stabilize
the given system, and in the case that Toa1 = 6 > 4.2178, Toa2 = 5 > 3.9035,
the synchronous controller can stabilize the given system but cannot guarantee the
weighted H∞ performance.

Then, we adopt the asynchronous switching controller instead of the synchronous
one, as is shown in Figs. 5 and 6 that the state response of the closed-loop asynchronous
switched system which utilizes the asynchronous controller converges to zero. The
weighted H∞ performance index is 0.3897 and 0.3840, which is much smaller than
γ̂min = 2.7896. The simulated results show that the controller designed by asyn-



156 Circuits Syst Signal Process (2018) 37:135–162

0 20 40 60 80 100
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

2.5
x 105

γ=6.5196

Second

S
ta

te
 R

es
po

ns
e

x1(k)
x2(k)
w(k)

0 20 40 60 80 100
1
2

System switching signal

Second

0 20 40 60 80 100
1
2

Controller switching signal

Second

Fig. 3 State response of the closed-loop asynchronous SUDFS with controller designed by synchronous
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Fig. 4 State response of the closed-loop asynchronous SUDFS with controller designed by synchronous
conditions, Toa1 = 6, Toa2 = 5

chronous conditions can stabilize the given system and guarantee good weighted H∞
performance.

In Table 1, we changeμ1,μ2,α1 andα2’s values and let other parameters remain the
same. For different T ∗

cai sets, we compute the minimal value of γ̂min by BLFs approach
and QLFs approach. In Table 1, we can see γ̂min is decreasing withμi increasing. This
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Fig. 6 State response of the closed-loop asynchronous SUDFS with controller designed by asynchronous
conditions, Toa1 = 6, Toa2 = 5

is because a smallerμi will bring a smaller T ∗
oai (faster switching), which will result in

a worse system performance, i.e., a larger γ̂min. However, it is also seen that although
a smaller αi brings a larger T ∗

oai , γ̂min still may increase. This is because the change

in αi also influences the value of γ̂ ’s weighted index
√

αmax
αmin

θ
TM−1
max (N0i = 0), and
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Table 1 The minimal γ̂min of BLFs method and QLFs method for different T ∗
cai sets

T ∗
ca1 values 4.2178 5.0596 5.0596 5.1936 5.1936

(μ1 values) (1.1) (1.3) (1.3) (1.3) (1.3)

(α1 values) (0.18) (0.18) (0.18) (0.17) (0.17)

T ∗
ca2 values 3.9035 3.9035 4.7308 4.7308 4.9184

(μ2 values) (1.2) (1.2) (1.4) (1.4) (1.4)

(α2 values) (0.17) (0.17) (0.17) (0.17) (0.16)

The γ̂min of BLFs method 2.7896 2.6885 2.5610 2.4524 2.4699

The γ̂min of QLFs method 2.7994 2.7083 2.5868 2.4763 2.4938

the change in μi does not influence the value of weighted index. Although we can
obtain a smaller γ by letting αi decrease, γ̂ still may increase due to the change in
weighted index. The same case will occur when βi changes; for brevity, the simulated
results for different βi are omitted. We also found that the calculated γ̂min of BLFs
method is smaller than the calculated γ̂min of QLFs method in the same condition.
This proves that BLFs method has more flexibility than the QLFs method in designing
H∞ controller and improves the switched system’s weighted H∞ performance.

Example 2 A practical example is also presented to show the effectiveness of our
approach. Let us consider a continuous stirred tank reactor (CSTR) where an exother-
mic, irreversible reaction of the form A → B happens. There exist two different
feeding streams to feed the reactor, and these two feeding streams are selected by a
selector [27]. Source 1 feeds pure species A at the flow rate F1 = 50 L/min, concentra-
tion CA1 = 1.5 mol/L and temperature TA1 = 350 K, and source 2 feeds pure species
A at the flow rate F2 200 L/min, concentration CA2 = 0.75 mol/L and temperature
TA2 = 350 K, i.e., the reactor has two modes corresponding to the feeding stream.
For each mode, the system model for the chemical process is given as follows [3,27]:

ĊA = Fσ

V (CAσ − CA) − k0e−E/RTRCA

ṪR = Fσ

V (TAσ − TR) + (−�H)
ρcp

k0e−E/RTRCA + Qσ

ρcpV
(35)

It is clear that the system (35) is a switched nonlinear system, where CA denotes the
concentration of the species A; TR denotes the temperature of the reactor; Qσ is the
heat removed from the reactor; V is the volume of the reactor; k0, E, �H are the pre-
exponential constant, the activation energy and enthalpy of the reaction, respectively;
cp, ρ are the heat capacity and fluid density in the reactor, and σ(t) ∈ {1, 2} is the
switching signalwhich is a discrete variable. All process parameters have been given in
[27]. By substituting all the process parameters into Eq. (35), we can get the following
two subsystems:

Subsystem 1: (σ = 1)

ĊA = −0.0334CA − 1.2 × 109e−10000TRCA + 0.026386,
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ṪR = −0.0334TR + 2.4 × 1011e−10000TRCA + 11.77684 + Qσ

23.9

Subsystem 2: (σ = 2)

ĊA = −0.0167CA − 1.2 × 109e−10000TRCA + 0.0167,

ṪR = −0.0167TR + 2.4 × 1011e−10000TRCA + 5.177 + Qσ

23.9

When Qσ = 0, the switched nonlinear systems’ two steady states: (CA, TR)1 =
(0.57, 395.3) and (CA, TR)2 = (0.57, 395.3), can be obtained.

It has been shown in [27] that these subsystems are all unstable. Here we assume
that the asynchronous phenomenon exists, and the asynchronous H∞ control problem
of the system (35) is considered. Similar to [14], for the convenience of research, we
discretize the system (35) byEuler approximation; then, the system (35) is transformed
into a discrete-time switched nonlinear system. The discrete-time switched nonlinear
system can be represented by the following T-S fuzzy models:

Subsystem σ(t)
Rule 1: IF the concentration of the species A is Mσ (x1) (i.e., x1(t) is 0.57). THEN

δx(k + 1) = (Aσ1 + Mσ F(k)N1σ )δx(k) + Bσ1δu(k) + Eσ1ω(k),

δy(k) = Cσ1δx(k) + Dσ1δu(k) + Fσ1ω(k),

Rule 2: IF the concentration of the species A isMσ (x1) (i.e., x1(t) is 0.738). THEN

δx(k + 1) = (Aσ2 + Mσ F(k)N1σ )δx(k) + Bσ2δu(k) + Eσ2ω(k),

δy(k) = Cσ2δx(k) + Dσ2δu(k) + Fσ2ω(k),

where σ ∈ {1, 2} is the subsystem subscript, x(k) = [CA TR]T , δx(k) = x(k) − xd ,
xd is a stationary point of the discrete-time switched nonlinear system, δu(k) is the
asynchronous controller which need to be designed, and ω(k) is the disturbance input
created by external disturbance. Due to change in environment, the system matrices
have some uncertainties. The value of system matrices are given as follows:

A11 =
[
0.9995 0.0000
0.0248 1.0000

]
, A12 =

[
0.9649 0.0000
6.9536 0.9999

]
, A21 =

[
0.9997 0.0000
0.0248 1.0000

]
,

A22 =
[
0.9650 0.0000
6.9366 0.9999

]
, M1 =

[
0.01 0.08
0.02 0.03

]
, N11 =

[
0.02 0.05
0.08 0.01

]
,

N12 =
[
0.01 0.15
0.02 0.025

]
, B11 = B12 = B21 = B22 =

[
0 0.003

−0.05 0

]
,

E11 = E12 = E21 = E22 =
[
0.06
0.6

]
,C11 = C12 = C21 = C22 = [

0 1
]
,

D11 = D12 = D21 = D21 = 0, F11 = F12 = F21 = F22 = 0,
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Fig. 7 State trajectory of x1(k)

From above, we can see the temperature of the reactor TR can be obtained directly
by system output y(k). The given system can be seen as a SUDFS with asynchronous
controller. The membership functions for Rules 1 and 2 for each individual system are
taken as those of [3].

We set N0i = 0, μ1 = 1.2, μ2 = 1.2, α1 = 0.12, α2 = 0.12, β1 = 0.14,
β2 = 0.14 in Theorem 4, and assume that subsystem 1’s asynchronous time is T1
= 3, and subsystem 2’s asynchronous time is T2 = 2; then, TM = 3. By using the
MATLAB LMI toolbox and minimizing the value of γ , we can obtain γ̂min = 1.0163,
T ∗
oa1 = 5.4762, T ∗

oa2 = 5.4762, and the controller gain matrices are given as follows

K11 =
[

79.3614 15.7267
−297.8623 −6.1146

]
, K12 =

[
100.5547 16.3494

−277.5581 −6.4698

]
,

K21 =
[

85.8395 16.3758
−290.7458 −5.7520

]
, K22 =

[
109.1907 17.1505

−244.3731 −5.8429

]
.

We assume that the initial states are x(k0) = [0.14 404.9]T and the disturbance
input is ω(k) = 5cos(k)e−0.1k ; the system’s switching signal satisfies Toa1 = 6 >

5.4762, Toa2 = 6 > 5.4762. Simulation results of the trajectory of the SUDFS
are presented in Figs. 7 and 8, from which we can see although the asynchronous
phenomenon and external disturbance exist, the states converge to the stationary point
of the discrete-time switched nonlinear system gradually, which shows the designed
asynchronous controller stabilizes the SUDFS and guarantees good H∞ performance.
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5 Conclusion

In this paper, we use the BLFs approach to solve asynchronous SUDFSs’ stability
issues and H∞ controller problems. We obtain open-loop SUDFSs’ robust stability
conditions, and asynchronous state feedback H∞ controller which can ensure the
stability of asynchronous closed-loop SUDFSs with a weighted H∞ performance is
designed by solving LMIs. At last, both numerical and practical examples are given
to show the importance of considering switched systems’ asynchronous behavior and
demonstrate the effectiveness of BLFs approach. The research results show that the
asynchronous behavior may influence the system’s performance or even cause the
system’s instability. In future work, via the BLFs approach, filter design problem
of asynchronous SUDFSs will be analyzed. Characteristics of asynchronous SUDFSs
with impulsive dynamical behaviors and time-varying delays will also be investigated.
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